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ABSTRACT Recent developments in the field of service robots have led to a renewed interest in human-robot
coexistence environments such as at home and office. In this regard, this study focuses on one of such
service robots, a human-following mobile robot. In particular, we consider predicting the future trajectory
of pedestrians using a machine learning algorithm to improve the accuracy of tracking people. Massive
trajectory data is required in existing methods to train the prediction model; however, collecting a sufficient
amount of data in general public places before providing services is challenging. Therefore, in this study,
we propose a trajectory prediction method based on extracting similar datasets from a large-size dataset
and generating a pre-trained prediction model using the extracting datasets. We express the data features in
the source and target environments as probability distributions and evaluate the divergence between them.
Specifically, the dataset features are expressed as a multidimensional Gaussian distribution and discrete
distribution of samples. Then, similarities using the Kullback-Leibler divergence are compared. To verify
the effectiveness of the proposed method, we compare the prediction results of the LSTM-based algorithm
with those obtained by extracting multiple source datasets from a large dataset and training prediction models
using these datasets. The result shows that the proposed method makes it possible to construct an appropriate
prediction model with high accuracy in trajectory prediction.

INDEX TERMS Human-robot coexistence environments, intelligent robots, Kullback-Leibler divergence,

LSTM, machine learning, predictive models, service robots, trajectory prediction, transfer learning.

I. INTRODUCTION

Recent developments in service robots have led to a renewed
interest in human-robot coexistence environments such as at
home, office, and public facilities. Service robots are defined
as robots providing various kinds of services to people, e.g.,
a robot delivering relief supplies in a disaster, assisting peo-
ple with physical disabilities, and guiding people in public
facilities. An example is a human-following mobile robot that
constantly detects the target pedestrian and follows the per-
son. Human-following mobile robots can be used in various
situations, such as to carry heavy baggage or guide through
indoor/outdoor public facilities. Such robots generally track a
person using a motion model of the robot and a Bayesian filter
based on an observation model, e.g., using sensing data from
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light detection and ranging (LiDAR). However, frequently
the mobile robot loses track of the person due to occlusion
by obstacles. Therefore, the difficulty of tracking a target
person, especially in a crowded environment, has become a
challenging problem.

To solve this problem, we consider predicting the future
trajectory of the target pedestrian using a machine learning
algorithm for the tracking control of a mobile robot. The
proposed method enables following a target person, even if
an obstacle interrupts the target and the robot. Moreover,
the approach can detect and follow the target by predict-
ing the future position of the target. We incorporate this
approach into a following robot. Fig. 1 shows the usage
image for the trajectory prediction result in the following
robot.

Until now, several methods have been proposed for pedes-
trian trajectory prediction. One approach is to formulate
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FIGURE 1. Usage image of the trajectory prediction result. The method
predict the future trajectory of a target pedestrian based on past
positions and uses the prediction result for the tracking control of robots.

pedestrian dynamics using a mathematical model and esti-
mate the trajectories according to the pedestrian model.
In this regard, Helbing’s social force model (SFM) [1]
is a well-known seminal study. We have also been con-
ducting research on formulating a pedestrian model in a
human-robot coexisting environment [2] based on SFM. The
other approach is to estimate the trajectories in the target
environment using a machine learning algorithm considering
massive observation data. There are many successful applica-
tion of Deep Learning methods to several verticals, including
communications and networking [3], [4]. In addition, many
studies have been done on trajectory data mining (trajectory
similarity search, trajectory classification, trajectory quality
improvement, etc.) [5].

The advantage of the modeling method is that no massive
observation data is required, and the method is straightfor-
ward. However, accurate modeling is required, which is a
complicated task that can be cause numerous problems. For
instance, the models rely on a large number of parameter val-
ues that must be estimated. Thus, adjusting the model for an
accurate prediction becomes a challenging task. In contrast,
the machine learning approach can generate accurate predic-
tion models even in relatively complex environments. Never-
theless, machine learning-based methods require collecting
massive observation data in advance. In this study, we adopt
the latter methods because we consider tasks in complex
environments where the tracking person is frequently lost.
Thus, massive trajectory data is required to train the predic-
tion model; however, collecting a sufficient amount of data
is difficult because of the following requirements: (i) avoid
deploying additional types of IoT devices to the environment
and (ii) avoid acquiring sensing data in the target environ-
ment in advance. Consequently, there is a growing interest in
developing a method to predict trajectories using a prediction
model pre-trained with different sensors in different environ-
ments from the prediction target [6].

Based on the above background, in this study, we pro-
pose a method for predicting trajectories by constructing the
training data from a large open dataset containing a large
number of pedestrian trajectories in various situations. The
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TABLE 1. List of the acronyms used in the paper.

Acronym Definition

ADE Average Displacement Error
CNN Convolutional Neural Network
FDE Final Displacement Error
GAN Generative Adversarial Networks
KF Kalman Filter

KL divergence | Kullback-Leibler divergence
LiDAR Light Detection And Ranging
LSTM Long Short-Term Memory
RNN Recurrent Neural Network
SFM Social Force Model

proposed method generates a pre-trained prediction model
using the training data. This approach relies on the method
for constructing the source data in transfer learning. More
specifically, we first express the properties of the feature
space of the source/target datasets as a function. Subse-
quently, an appropriate source dataset for training is selected
by comparing the similarity between these functions. After
that, we predict the trajectory by using the prediction model
pre-trained with the selected dataset. For expressing the fea-
ture space, we assume a two-dimensional feature space with
the velocity and angular velocity norms of walking as fea-
tures, referring to the study on classifying pedestrian tra-
jectories [7]. Whereas, for expressing the spatial properties,
we use a probability density function (e.g., Gaussian distribu-
tion) or a probability mass function. The similarity between
functions is compared using the Kullback-Leibler divergence
(KL divergence) [8]. From the above, a pre-trained prediction
model is generated by extracting the source dataset with
the highest similarity to the target dataset and inputting the
dataset to the model as the training data. The prediction model
(i.e., pre-trained model) generated by the proposed method is
shown in Fig. 2. We develop the prediction model using a
large dataset in advance (in the offline process) and bring it
to the actual environment where the robot performes the task.
As a result, we enable adaptive tracking control to various
environments (in the online process).

The contribution of this study can be summarized as
follows:

« A method to generate pre-trained accurate prediction
models for pedestrian trajectory prediction is developed.

o How the similarity differences in the training data
affect the trajectory prediction accuracy when using the
pre-trained prediction model is evaluated.

The properties of the proposed scheme are:

Adaptive: We can apply it to various environments where
data collection is difficult, such as public spaces, because it
only requires a small number of samples to be collected in the
target environment.

Efficient: The model can be trained with fewer data by
extracting datasets that are similar to the target environments.
As aresult, the training time is reduced.

Accurate: It improves prediction accuracy by constructing
appropriate training data.
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FIGURE 2. Usage image of the pre-trained pedestrian model generated by the proposed method. The prediction model is generated
using a large dataset in advance (in the offline process) and deployed to the actual environment where the robot performs the task.
Adaptive tracking control to various environments is performed (in the online process).

The remaining of the paper is organized as follows: We
briefly present and discuss related work in Section II. After
that, basic preliminary concepts and methods (e.g., formula-
tion of KL divergence and explanation of the machine learn-
ing algorithm used in the proposed method) are presented
in Section III. The proposed modeling approach and the
corresponding algorithm are described in Section IV and V,
respectively. Finally, we discuss the experimental results in
Section VI and conclude the study in Section VII. For the
sake of readability, the acronyms used in this paper are sum-
marized in Table 1.

Il. RELATED WORK

A. METHOD PREDICTING PEDESTRIAN TRAJECTORY
Pedestrian trajectory prediction (a method predicting future
trajectories of pedestrians based on past trajectories) is a
research topic that has been actively studied recently, espe-
cially in the vision field. Various studies based on a Bayesian
filter have been presented. These methods perform short-term
predictions of trajectories for tracking targets, for example,
using gait velocity and generating an extended Kalman fil-
ter (KF) by integrating the proximity effect of mutual inter-
action between persons with the motion model [9]. A method
combining multiple prediction models generated indepen-
dently by LSTM (long short-term memory) was described
in [10]. Predicting the target positions in the next cycle based
on three features (appearance, motion and interaction) was
proposed in [11]. Moreover, in [12], a method estimating the

126174

state of the target (i.e., active, inactive, tracked, and lost) using
a Markov decision process and determining the model for
each state was presented. Finally, a method predicting a track-
ing candidate in real-time by combining it with a pedestrian
detection based on a convolutional neural network (CNN)
was described in [13]. Although these methods design various
schemes to redetect targets, a long-term prediction is still a
challenging problem.

Recently, several studies have also considered meth-
ods generating prediction models based on recurrent neu-
ral network (RNN) and predicting trajectories as sequence
data [14], e.g., Social LSTM [15], Social GAN [16].
Social LSTM generates a model of each trajectory (i.e.,
sequence data) by LSTM and expresses the effect of the
mutual interaction between persons by sharing those states
of the hidden layers. Social GAN is the extension of
Social LSTM that uses generative adversarial networks
(GAN), which can generate multiple trajectories simulta-
neously. Trajectory Forecasting Challenge! has also been
held.

RNN-based methods have been actively studied in natural
language processing and have achieved rapid improvements
in prediction accuracy. These methods can be applied to vari-
ous domains related to the prediction/generation of sequence
data. In this study, we also use these methods to predict future
trajectories.

1 http://trajnet.stanford.edu
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B. STUDY ON TRANSFER LEARNING

Transfer learning is a method adapting a pre-trained machine
learning model that has been trained for a task in one domain
to other tasks in another related domain. It is a branch of
machine learning, also known as inductive learning, domain
adaptation, learning to learn, and has received increasing
interest in recent years to solve the difficulties in collecting
sufficient training data for supervised learning. Similar ideas
include semi-supervised learning, which prepares a small
number of labeled data and trains the models using a large
number of unlabeled. Moreover, active learning trains models
using only some data with a high learning effect. In particu-
lar, theoretical methods of transfer learning can be found in
covariate shift [17] and sample selection bias [18], while for
practical ones, there are applications to image classification
tasks [19] and document classification tasks [20], [21].

In this study, to solve the difficulties in collecting a suf-
ficient amount of data in general public space before pro-
viding services, we consider using a pre-trained model that
has been generated in advance with data acquired in other
environments to predict pedestrian trajectories.

C. METHOD OF HUMAN-TRACKING

Sensing data acquired from a LiDAR are often used in a
robot for human-tracking. LiDARs are used in various envi-
ronments because the measurement accuracy is high. The
sensing results do not tend to be affected by environmental
conditions such as sunlight. Moreover, estimated target sizes,
locations, and moving directions can be detected with single
LiDAR. As this method does not use a camera, it is not
possible to obtain visual information (e.g., generic object
recognition). However, the methods using a LiDAR detect
and track the target person through various mechanisms. For
example, a method for simultaneous mobile robot localiza-
tion and human-tracking using a LiDAR is proposed [22].
In the method, a human body is modeled by a cylinder,
while the error distance between the circle as the horizontal
cross-section of the body and the actual sensing value is
used for likelihood. The probability distribution of the human
location is calculated using the likelihood.

In this study, we use these types of methods for
human-tracking by a robot as well. Moreover, we try to
improve the accuracy of the tracking by combining them with
the prediction methods described above.

The relative advantages of the proposed method are
summarized in Table 2 along with their main distinctive
characteristics as follows: (A) applicable to a variety of envi-
ronments; (B) trainable on the small size of data; (C) ease
of model construction; (D) prediction accuracy; (E) available
in crowded environments. The summary shows that only our
method meets all requirements.

IIl. THEORETICAL BACKGROUND
To generate an appropriate pre-trained model by transfer
learning, we consider selecting an appropriate source dataset
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TABLE 2. Summary of previous works along with their main distinctive
characteristics.

[ TAOTB®BTOTO]E ]
SFM [1] [ v
KF [9] VR
with RNN/LSTM [10] [11] || v
v

[12]
with CNN [13]

RNN [14]
S-LSTM/GAN [15] [16]

Transfer Learning [17] [18] v

Our method v v

(A) Applicable to a variety of environments.

(B) Trainable on the small size of dataset.

(C) Ease of model construction.

(D) Prediction accuracy.

(E) Available in crowded environments.

SNENENEN
S ENENENEEN

by expressing the source and destination feature spaces with
a function and comparing the similarities between the func-
tions. This section explains the Gaussian distribution used
as an example of the function and the Kullback-Leibler
divergence used as an example for measuring a similarity
between functions. Moreover, we also explain the outline of
Social LSTM, which is a machine learning algorithm used to
generate the prediction model.

A. GAUSSIAN DISTRIBUTION

In a wide range of fields such as statistics, machine learning,
and pattern recognition, probabilistic modeling is often used
to estimate the trend of a massive amount of data using prob-
ability distributions. There are various types of distributions
used in such processes, for example, Bernoulli, binomial, and
categorical distributions as discrete probability distributions,
while beta, Dirichlet, gamma, and Gaussian distributions as
continuous probability distributions.

Among them, the Gaussian distribution is one of the most
representative probability distributions. When the mean and
variance are determined using the Gaussian distribution,
the information content (or the entropy) is the minimum
(or the maximum). Thus, a good approximation is stably
obtained even if the sample size is small.

The probability density function of multidimensional
Gaussian distribution for x € R is expressed as follows:

1
Ne|p, 2= —5<x—u>Tz‘(x—u)}

ey

where u € RP is the mean vector and ¥ is the covariance
matrix. Specifically, u and X are expressed as

1
Jaopz F {

T

wo= (1, {2, D) , ()
0'12 o1 1D

Y = 0j1l 0'1-2 gD . (3)
. 2
op1 ODj GD
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B. KL DIVERGENCE
We explain the KL divergence as a metric to evaluate the
similarity between probability distributions.

1) KL DIVERGENCE FOR CONTINUOUS PROBABILITY
DISTRIBUTION
Let p(x) and g(x) denote probability density functions. The
KL divergence is defined as

px)

Drep | @) = / o) log 25 @

For any given pair of probability distributions, Dgr, > O,
and

DxLp l9) =0 «  Vx, plx) = g(x). )

In general, DxL(p || ¢) # Dxr(q || p), which does not
satisfy the mathematical metric axioms.

2) KL DIVERGENCE FOR DISCRETE PROBABILITY
DISTRIBUTION

Let P(s) and Q(s) denote probability mass functions on a
discrete space. The KL divergence is defined as

Dxk1.(P P(s)lo 6
KL(P (| Q) = P(s) gQ() (6)

seM

Similar to the case of continuous probability distribution,
DxL(P || Q) = 0, and Dkr(P || Q) # Dkr(Q || P).

C. SOCIAL LSTM

In this study, we use Social LSTM as a machine learning
model for trajectory prediction. Social LSTM predicts the tra-
jectories of the target pedestrians with high accuracy even in a
crowded environment with several pedestrians. This matches
our target of a public facility with multiple pedestrians. Note
that the method can be replaced by other models (e.g., Social
GAN) as long as they can handle multiple pedestrians and use
LiDAR-measured data (pedestrian location coordinate data)
as input data.

The method is based on LSTM and incorporates the inter-
action effect among persons (e.g., moving behavior to avoid
a mutual collision) into the prediction model by sharing the
states of the hidden layers of all pedestrians in the target
area. We explain the outline of the method according to the
literature [15] in the following sections.

1) PROBLEM FORMULATION

The target problem is to obtain a model representation that
outputs the future trajectory sequence (t = Topsy1 t0 Tpreq)
by inputting the past observed trajectory sequence (¢ = 1 to
T,ps)- These sequences are represented as a series of position
coordinates (x, yi) of pedestrian i at time ¢.

2) SOCIAL POOLING AND HIDDEN STATES
The hidden layer sharing is realized by a concept called
social pooling. Each pedestrian has its own LSTM model,
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and the information sharing among the LSTMs is achieved
by defining a social hidden-state tensor for each target area
in the social pooling. Specifically, we denote the hidden-state
vector of LSTM by h; , then a hidden-state tensor for the target
area H' is defined as

(m n, )—Zlmn

jeN;

xt’ )’i @)

If the grid size of the target area is N x N, and the
dimension of the hidden layer is D x N x N, the dimension
of the tensor is D x N x N. Here, l,,,[x, y] represents the xy
coordinates in cell (m, n), and N; represents the spatial infor-
mation of pedestrians in the target area. Then, the position
coordinate vector and the hidden-state tensor are embedded
into the following vectors:

e =901, v Wo) ®)
a; = p(H}: Wa). ©

Using them, the state at time ¢ is obtained from

hi = LSTM(!_,, €, ai; W)) (10)

where ¢(-) is the ReLU function, and W,, W,, W, are the
respective weights.

3) POSITION ESTIMATION
Using the state of the hidden layer at time ¢ calculated
above, we estimate the position coordinates (x, y)t i for
the following cycle. We assume a two-dimensional Gaussian
dlstnbutlon with parameters [Lt 11 = (K, uy), 4 asthe mean
value, at 41 = (ox, G)’)t 41 as the standard deviation, and ,ot 41
as the correlation coefficient. After that, we obtain (&, ) as
follows:
&, 9 ~ N of. o). (1n
The parameters are estimated by the linear layer with a
weight matrix W,. The LSTM model parameters are trained
by minimizing the negative log-likelihood (loss function)
shown below for all pedestrians using the training dataset:

(uis o p) = Wphi_, (12)
Tpred
LW, Wi, Wp) =— Y log(p(x{, ¥ | (i, of, p})
t=Tops+1
(13)

where L is the loss function for pedestrian i.

4) INFERENCE FOR TRAJECTORY PREDICTION

Using the results obtained above, we predict the position
coordinates (X, )A/)i of the pedestrian from ¢ = Typs41 t0 Tpreq.
By applying (10), the position coordinates of the next time
are estimated sequentially. Finally, the prediction result as a
series of data is obtained.
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FIGURE 3. Classification of human walking trajectories [7]. The
trajectories are classified into three major patterns: Static, Linear, and
Non-linear. The Non-linear pattern is divided into further classifications
to include more details.

IV. PROPOSED MODEL
The training data used to generate the pre-trained model is
constructed by extracting a set of data similar to the target
data from a large dataset:

o Extract multiple datasets that are candidates for the train-
ing data.

« Select the appropriate source dataset by representing the
feature spaces of the source and target data by a function
and comparing the similarities between the function
values.

o Construct the training data from the selected data set and
obtain the pre-trained model.

In the following, we describe the details of each procedure.
For the sake of explanation, we will explain the method in
the following order: how to represent the feature space, how
to compare similarities, how to extract data sets, and how to
construct training data.

A. FEATURE SPACE REPRESENTATION
This study aims to the pedestrian trajectory prediction. Vari-
ous factors can characterize the walking trajectory; however,
we consider a feature space with the velocity and angular
velocity norms of walking as the feature values, referring to
the recent research on classifying walking trajectories [7].
For simplicity, in the remaining parts, we will refer to the
velocity and angular velocity norms as velocity and angu-
lar velocity, respectively. The image of the walking tra-
jectory classification is shown in Fig. 3. Here, the human
walking trajectory is classified into three major patterns:
static, linear, and non-linear. Non-linear is further classified
in detail. The specific major classification patterns are as
follows:

« Static: standing still.

o Linear: moving according to the linear model (i.e.,

Kalman filter).
o Non-linear: moving in a way that does not follow the
linear model.

The specific classification of non-linear patterns is subdi-
vided as follows:

« Non-interacting: not interacting with other persons.
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« Leader follower: following another person.

« Collision avoidance: moving to avoid a collision.
o Group: moving in groups.

o Other: none of the above.

The literature [7] shows that the proportion differences of
each trajectory pattern in the dataset affect the accuracy of
the trajectory prediction model trained by the data. In other
words, the mixing degree of these patterns can characterize
the trend of the person moving in the target area. In this
study, we hypothesize that the above moving tendency can be
expressed by two parameters, velocity and angular velocity,
because walking trajectories are expressed as a series of
temporal changes in position coordinates. In reality, the fre-
quency distributions of velocity and angular velocity will
differ depending on the trajectory classification regarding
the seven patterns defined above. For example, in an area
where most trajectories are Static, both velocity and angu-
lar velocity will be very small. In the Linear classification,
the variances, as a statistical value, will be small. More-
over, when most trajectories are in Non-linear, the vari-
ance of both velocity and angular velocity is expected to
be higher. Under the hypothesis that velocity and angular
velocity can be used as the hidden variables for the classifi-
cation (that is, the proportion of each trajectory pattern can
be inferred to some extent by velocity and angular veloc-
ity), we adopt the feature space considering these statistical
variables.

The feature space is represented with the probability den-
sity function or the probability mass function. We propose
two methods: the parametric method (M1) that represents the
space as a two-dimensional Gaussian distribution, and the
non-parametric method (M2) that discretizes the sample val-
ues and obtains a distribution directly. The dataset is assumed
to comprise the following data as one record, and the dataset
is arranged in ascending order with respect to timestamp and
person ID. In general, multiple person IDs exist with the same
timestamp value.

« Record ID

o Timestamp

o Person ID

« Velocity norm

« Angular velocity norm

Although various datasets do not directly contain the velocity
and angular velocity norms, these values can be calculated
using the position coordinates and the measured frequency.

1) PARAMETRIC METHOD (M1)

The method using a two-dimensional Gaussian distribution
to represent the feature space is called M1 (the parametric
method). This is one of the most straightforward represen-
tations, expressed only considering the mean and variance
of the sample values. Here, we find the means u,, u, and
the variances avz, aaz) for the velocity v; and angular velocity
w; where i is the record ID as the sample values without
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distinction of timestamps and person IDs as follows:

1Y 1Y
u«v=ﬁ§lw, u«w=ﬁ_§1wi (14)
= 1=

N N
1 1
0\12 = ﬁ i_E l(vi — Wy), U(% = N ;_l(a)i — o) (15)

where the number of samples is N. From those, we obtain
the mean vector w and the covariance matrix »_ of the
two-dimensional Gaussian distribution as

() T-(7 2)

We assume o0,, = 0, = 0 for simplicity. By substituting
(16) into (1), the probability density function for the target
dataset is determined.

(16)

2) NON-PARAMETRIC METHOD (M2)

The method that directly obtains the probability distribution
by discretizing the sample values is called M2 (the non-
parametric method). Datasets extracted from a large dataset
often have unknown distribution types. Therefore, we also
adopt a non-parametric type method as one of the candidates
to represent the dataset. Here, we first discretize the feature
space, which is divided into grids of size s x ¢ for the
velocity axis (s) and angular velocity axis (¢), respectively.
Then, the probability for each grid is determined by dividing
the number of samples in each grid by the total number of
samples. Let n; be the number of samples in grid k¥ and N
be the total number of samples; thus, the probability mass
function p(k) is determined as p(k) = ng /N.

B. SIMILARITY COMPARISON

The goal here is to construct the training data by extracting
a dataset having similar walking tendencies to those in the
target environment from a large dataset. Numerous datasets
can be extracted from a large dataset. Therefore, we select the
dataset having the highest similarity between the probability
distributions of the extracted dataset and the target environ-
ment. Moreover, the space features are represented using the
probability distributions presented in the previous section to
calculate the similarity.

Furthermore, we evaluate the similarities using KL diver-
gence. This is a popular metric for the similarity of probability
distributions; the smaller the value, the more similar their
probability distributions between distributions. We use the
metrics from (4) for M1 and (6) for M2.

C. DATASET EXTRACTION

The candidate datasets for the training data are automatically
extracted from a large dataset. The extraction method of the
source dataset is shown in Fig. 4, which can be summarized
as follows: (i) generate an exhaustive set of candidate datasets
with a sliding window; (ii) extract the walking trajectories
contained in each window defined with the same shape as
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FIGURE 4. Method for extracting candidates of source datasets with a
sliding window. The window is shifted by a unit length in the x and y
directions and also shifted in the t-axis every unit time to extract multiple
candidate datasets.

the target environment; (iii) obtain the velocity and angular
velocity values from the trajectories; and (iv) determine the
two-dimensional Gaussian distribution or the frequency dis-
tribution. The window is shifted by a unit length in the x and
y directions and also shifted in the #-axis every unit time to
extract multiple candidate datasets.

V. PREDICTION ALGORITHM
This section describes the prediction model of future pedes-
trian trajectories using the data constructed in the previous
section. The model is divided into the following two phases:
a training phase (i.e., offline process) and a prediction phase
(i.e., online process). The model trained by a source dataset
is used to predict trajectories in the target environment. The
process can be summarized as follows:
o Training phase
1) Generate training data from a large dataset.
2) Generate a prediction model using the training
data.
« Prediction phase
1) Measure the trajectory data of pedestrians.
2) Generate input data from the measurement data.
3) Predict the trajectory using the input data.
The flowchart of the trajectory prediction process is out-
lined in Fig. 5.

A. TRAINING PHASE
1) GENERATING TRAINING DATA
Subsequently, the training data for machine learning algo-
rithms is generated by extracting a portion of data from a large
open dataset. After that, an appropriate data transformation is
applied. We assume that the following items are contained in
each record in the target dataset:

o Timestamp

o Person ID

« Position coordinate of the pedestrian at the measurement

time (x, y)

First, datasets are extracted from a large dataset according

to the method described in the previous section. Then, the
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FIGURE 5. Outline of the trajectory prediction process. We train a
prediction model using training data generated in the previous section in
advance. The future trajectory is predicted using the model and sensing
results acquired by a human-following mobile robot.

target dataset S* is determined as

S* = argmin DL (p} || p') (17)
Si

where the probability distribution representing the feature of

the dataset S; is pf, and the distribution of the target dataset

is p'.

Next, we extract the pedestrian trajectory data for
each person ID from S*. The trajectory data are gener-
ated as sequences by combining the input data sequence
{xj’:, xji. IRTRRRS x; Jrk_l} consisting of k frames with the output

data sequence {x]’. 1} consisting of /

Ytk ?"}+Ig+17 Xy
frames. Here, x} = (x;, y;) is the initial position coordinate
where the initial frame of person i is j. Finally, we vertically
concatenate the joint data sequences in the direction of the
person IDs and output them as the training data. One record

of the training data is as follows:

o Frame ID

« Person ID

« Position coordinates of the pedestrian at the measure-
ment time

Fig. 6 shows an image regarding how the training data
is generated. For example, among the dataset, we extract
the position coordinate data from the records whose person
ID is 1 and generate a joint sequence as temporary data.
Similarly, we generate temporary data for person ID 2, 3, ...
Finally, the training data is constructed by concatenating
these sequences vertically.

2) GENERATING THE PREDICTION MODEL

We input the training data constructed in the previous
section into the machine learning algorithm and generate a
pre-trained prediction model.

B. PREDICTION PHASE

1) MEASURING DATA

For tracking, we use the same method as described in [23]
(the ankle of the pedestrian is tracked in [23]; nevertheless,
the bodies are tracked in this study). The position of each
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Algorithm 1 Algorithm of the Particle Filter [24]
Input: X;_1,a;,z;
Output: A}

I: /‘E} =X =0

2. form=1,...,Mdo

3. sample x'™ ~ p(x|a;, x

wi™ = p(z, 1x™)

4
s X=X+ ™ wim
6: end for
7
8
9

(]
i—1)

cform=1,...,Mdo _
. draw i with probability oc w}'!
. addx!"

10: end for

11: return X

tracking target is expressed as a probability distribution, and
the state of the tracking object is recursively estimated using
a probability density function from a transition model (the
movement of the pedestrian) corresponding to the tracking
target and an observation model based on the sensing data
(the distance measured by the LiDAR). We use a particle
filter for the probability distribution of a pedestrian position.
In the particle filter, the probability distribution is defined
as a set of samples (particles), and a posterior probability is
generated by sampling the particles according to the weights.
An algorithm of the particle filter is shown in Algorithm 1,
where x; = (X, yr, 6, vt)T denotes position, posture, and
velocity of a person in two-dimensional plane, respectively.
Moreover, the state a; is the motion, and z; is the obser-
vation. X; is a set of particles at time ¢ and expressed as
follows:

Xy o= ol (12 M (18)

Each particle ximl is a concrete sample of the state at time

t, and the probability distribution is expressed by a set of
the samples X;. In this algorithm, a temporal set of particles
X, is generated by operating a; and z; to a set of particles
in the previous step A;_1, and then, a set of particles in the
next step A} is generated by conducting weighted sampling
(re-sampling) of the temporal set.

The positions of the pedestrians are calculated from the
distances and angles measured by the LiDAR by converting
the polar coordinate to the orthogonal coordinate. From the
result, (£, $7 ), which is the position data of each pedestrian
in the measuring range per frame, is obtained. At that time,
these values are represented in the local coordinate system of
the robot.

Here, by using the particle filter (Bayesian filter) to track
the position of pedestrians as a probability distribution,
we obtain input data (a series of data) in which random
noise, outliers, and missing values during observation are
pre-processed. Therefore, there is no need to consider the
potential influences of random noise and other factors on the
trajectory prediction performance.
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FIGURE 6. Development of the training data. Among the dataset, the position coordinates data from the records whose person ID is 1 are extracted
as temporary data. Similarly, temporary data for person ID 2, 3, .. . are also generated. Finally, the training data is constructed by concatenating these

sequences vertically.

2) GENERATING INPUT DATA

From the obtained measurement data, we generate input
data for the prediction model. As the pedestrian position
data sequence in the world coordinate system is input to
the prediction model, we prepare data matching the model.
Specifically, we collect (X!, 3 ) for every k frame for the
number of the pedestrians observed (i.e., the maximum value
of i) and transform the local coordinate system into the world
coordinate system.

Here, the coordinate of pedestrian i at frame m in the world
coordinate system is calculated using (Xﬁ .Y ,ff ) and @,;,, which
are the coordinates (the center coordinates of the axle) and
posture (the direction that the robot is facing) of the following
robot, respectively, in the world coordinate system as follows:

X _ <cos<pm —sin(pm> x1, N XK 19)
Vi singm  cosgm /) \ 3, w)

Moreover, we assume that the coordinate and posture of
the robot can be calculated using other schemes (such as a
localization method using an environmental map).

3) PREDICTING THE TRAJECTORY

Using the method described in the previous section, we con-

struct {x}, xJ’. SRPRRP x} e } for the observed pedestrians and

input the data into the pre-trained prediction model. As a
: i i i

result, We. (':an obtalr.l {xj+k, ' X kg1 ’xj+k+l—1} as the

future position coordinate series.

VI. EXPERIMENTS
To verify the effectiveness of the proposed training data
construction method, we generated the pre-trained prediction
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model using training data extracted from a large dataset and
conducted experiments to evaluate the prediction accuracy
using test data. Specifically, we extract the source datasets
from a large dataset and compare the similarities of the
feature space between them using M1 and M2 described
in Section IV. Furthermore, by generating pre-trained mod-
els using several datasets, we compare how the similarity
differences between datasets affect the trajectory prediction
accuracy. The Social LSTM is used to generate the prediction
model. Moreover, for the parameter values for generating the
training data, we set the number of input frames k to eight
and that of output frames / to 12.

A. EXPERIMENTAL SETTINGS
1) PREPARATION OF TEST DATA
In the experiments, we evaluate the trajectory prediction
accuracy in the target environment using pre-trained predic-
tion models. Therefore, the datasets collected in the target
environment are the test data for the evaluation. In this regard,
we prepared two types of datasets with different features as
test data. The first set corresponded to the dataset generated
from data measured in a public space, the Fukagawa Edo
Museum,? on August 9 and 10, 2019 (called T1). The second
set was the ETH Dataset [9], which is often used in trajectory
prediction research (called T2). We converted it to fit the
experimental environment.

A floor map of the museum and the collected data sam-
ples are shown in Fig. 7. The dataset (T1) contains several
trajectories where people walk slowly around while looking

2Fukagawa Edo Museum: https://www.kcf.or.jp/fukagawa/
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FIGURE 7. Floor map and photo of the Fukagawa Edo Museum and
collected data samples of the trajectories. The dataset contains several
trajectories where people walk slowly around while looking at the
exhibitions.

AT

. i :';
el

FIGURE 8. Data samples of the trajectories contained in the ETH dataset.
The dataset comprises multiple pedestrian scenes in the city obtained at
a bird’s-eye view. It also contains data on the trajectory of human
movements in a relatively simple environment. For the experiment,

the trajectory data in the red frame is considered to fit the experimental
environment.

at the exhibitions. The total number of trajectories is seven.
One trajectory is obtained for each track. Moreover, multiple
series of data (sequences) divided into 20 frames are obtained
for each trajectory.

For the ETH dataset (T2), the data samples of the tra-
jectories in the set are shown in Fig. 8. This dataset con-
sists of multiple pedestrian scenes in the city obtained at a
bird’s-eye view and contains data regarding the trajectory of
human movements in a relatively simple environment. In this
experiment, to compare the prediction results with those of
T1, we use the data from a particular area. Specifically,
we use the data in the red frame shown in Fig. 8. In prac-
tice, the trajectory of each pedestrian is extracted from the
video data. Moreover, the data transformed into a series of
position coordinates are used. The total number of trajectories
is 268.

2) PREPARATION OF TRAINING DATA
The candidate datasets for generating the pre-trained model
are extracted from the large dataset, the ATC pedestrian
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FIGURE 9. Floor map of the shopping mall (from [25] ©2013 IEEE). The
candidate data sets for generating the pre-trained model are extracted
from the dataset collected in the mall. Here, human positions were
continuously measured at 10 ~ 40 Hz with multiple 3D range image
sensors.

FIGURE 10. Mapping between training data candidates and area
numbers. Areas that do not contain any trajectories are excluded from
the numbering.

dataset [25]. This dataset comprises moving trajectories
of 3,758,346 pedestrians (the average is 40,851 per day,
including duplication) in a commercial facility, the ATC
Shopping Mall in Osaka, Japan. The data considers 92 days
corresponding from one year (from 9:40 to 20:20 every
Wednesday and Sunday from October 2012 to Novem-
ber 2013). The set includes some metadata such as per-
son IDs. Human positions were continuously measured at
10 ~ 40 Hz (depending on human density) with multiple 3D
range image sensors. The floor map of the shopping mall
is shown in Fig. 9. From the ATC dataset, the experiment
considered 10,000 trajectories randomly selected from the
data collected between 9:20 to 10:20 a.m. on October 24,
2012. The newly extracted dataset is hereafter referred to as
the large dataset.

We generated the candidate datasets for training automat-
ically and exhaustively according to the procedure shown
in Section IV. In this experiment, we set the size of
one grid to 5,700 x 9,500 mm and wrote the trajec-
tories contained in each area in a separate file for each
area. These areas were identified by numbers. The map-
ping between training data candidates and area numbers
in this experiment is shown in Fig. 10. Note that areas
that do not contain any trajectories are excluded from the
numbering.

3) CALCULATION OF KL DIVERGENCE
To select the training data used in the experiment, we first
determined the form of the function representing the space
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TABLE 3. Trajectory data features in the datasets and KL divergence for
each method and test data.

ID | Feature M1 M2-s |M2-m || M1 M2-s |M2-m
(TH |(TH [(TH ||(T2) [(T2) |[(T2)
01 [S-, L+ 977 673 |[5.66 10.69 (729 644
02 |S-, L+ 8.18 |594 |3.98 980 |6.67 |4.79
03 |S-, L+ 8.65 |6.16 |5.68 1049 [738 |6.13
04 |S-, L+ 903 [620 |[5.86 417 300 (232
05|S-, L+ 736 |5.82 |4.13 532|322 |291
06| S+,L-, N+ |[7.36  |5.80 |4.70 849 633 |4.62
07 | S+, L-,N+||7.31 |540 |3.49 524|313 [2.99
08 |S+ L-,N+||563 |523 |[3.22 333 272 (202
09 |S-, L+ N- ||543 |557 [399 | 2.52 [1.01 [1.13
10[S-, L+, N- ||6.96 |659 |5.14 343|276 [2.10
11[S+ L N+|[9.46 |486 |[3.12 |576 [3.34 |[3.45
12| S+ L-, N+ |48 |3.30 [3.79 |[[1099 |7.34 |5.46
13|S-, L+ N- ||4.37 |550 |4.11 876 |6.38 [4.35
14|S-, L+ N- |[6.04 |570 |[5.17 822 |6.11 [4.77
15| L+ 696 |501 |3.99 5.14 |345 [2.33
16 | L+ 598 |647 |6.12 621 |474 [3.99
17 | L+ 9.07 |737 |6.73 998 691 |5.19
18 | L+ 977 712 |6.11 13.01 822 |[7.18
19 | L+ 10.13 |7.65 |10.50 ||14.42 |9.34 |10.63
20 | L+ 981 |6.85 [5.86 933 |643 |4.86
21| L+ 11.10 |7.64 |5.99 1040 [7.28 [5.93
22 | L+ 9.16 [6.50 |4.69 10.12 [720 |[542
23 | L+ 931 [650 [4.98 13.04 (854 [9.30

S = Static, L = Linear, and N = Non-linear; + implies that the category
contains a large number of trajectories, and — implies that the category
contains a small number of trajectories; the figures correspond to the KL
divergence.

features using M1 and M2 for each area. After that, we cal-
culated the KL divergences for each test data (T1 and T2). For
M2, two types of methods were prepared to evaluate the effect
of the grid size: M2-s with s = 15, t = 6 and M2-m with s =
200, ¢t = 1000. The results are listed in Table 3. The features
of the trajectory data in the datasets are also included in the
table. Moreover, we classified the trajectory data contained in
each dataset into three types: Static, Linear, and Non-linear,
as the same in the literature [7]. The percentage of each type
by sight was also evaluated.

The KL divergence values of T1 and T2 for each area is
shown in Fig. 11. As for the KL divergence, even though the
order is reversed in some parts, the trend of the fluctuation
is almost the same for all methods (i.e., M1, M2-s, and
M2-m) regardless of T1 and T2. In contrast, the areas with
the minimum KL divergence are different depending on the
test data. This result shows that the proposed method can rep-
resent the differences in the target environments. Regarding
the result, we selected areas 9, 11, 12, and 19 for the exper-
iment, generated the prediction models using these data as
training datasets, and compared the prediction accuracy with
T1 and T2.

B. EVALUATION METRICS

As evaluation metrics, we used the average displace-
ment error (ADE), which is the average value of the
frame-by-frame error (Euclidean distance) between the pre-
dicted trajectory and the ground truth value. Furthermore,
we considered the final displacement error (FDE), which is
the difference in the final destination between the predicted
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FIGURE 11. Values of KL divergence of T1 (the figure on the top) and T2
(the figure on the bottom) for each area. Although the order is reversed in
some parts, the fluctuation trend is almost the same for all methods.

trajectory and the ground truth value. These values are calcu-
lated as

M
1 .
ADE = - 3 | 6m = Xnll2 (20)
m=1
FDE = |IXp —xpmll2 2D
where x,, is the predicted coordinate of the m frame, X, is
the ground truth value of the m frame, and M is the predicted

sequence length.

C. EXPERIMENTAL RESULTS

The experimental results are shown in Table 4. The relation-
ship between KL divergence and the performance evaluation
values (ADE, FDE) shows that the evaluation value is the
smallest (i.e., the highest performance) in the area with the
smallest value of KL divergence, and the evaluation value is
the largest (i.e., the lowest performance) in the area with the
largest value of KL divergence. For example, for T1, the KL
divergence in area 12 is the smallest, and the area values of
ADE and FDE are the minimum in all areas.

These results show that the proposed method can represent
feature spaces and compare the similarities among them.
Therefore, the approach can construct the training data in the
source environment and generate an appropriate pre-trained
prediction model by using the constructed data.
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FIGURE 12. Visualization results of discretizing the sample values contained in each dataset. The results are plotted in the feature spaces for T1 and T2.
We selected areas 09, 11, 12, and 19. The vertical and horizontal axes correspond to the velocity and angular velocity, respectively.

TABLE 4. Experimental results. Relationship between KL divergence and
performance evaluation values (ADE, FDE).

ID|| KL (T1) | ADE (T1) | FDE (T1) || KL (T2) | ADE (T2) | FDE (T2)
09 || 5.57 2.75 341 1.01 0.92 1.31

11 (| 4.86 2.02 3.29 3.34 1.96 2.32

12/ 3.30 1.83 3.17 7.34 4.65 5.11

19 ] 7.65 5.34 6.09 9.34 6.12 6.75

The values of M2-s are used as the KL divergences in this table.

D. DISCUSSION

1) VISUALIZATION OF FEATURE SPACE

We selected several datasets with different features from the
candidates and visualized them by plotting the sample values
in the feature spaces. This allows us to recognize differ-
ences between datasets visually and subjectively. We chose
areas 11, 12, and 19 for T1 and areas 09 and 19 for T2,
discretized the sample values contained in each dataset and
plotted them in the feature space (with velocity and angular
velocity). We created two types of graphs in both cases,
one with a small discretization grid width and the other
with a large discretization grid width. Fig. 12 shows the
result.

The results show that the T1 and areas 11 and 12 present
similar shapes. In contrast, the shape from area 19 differs sub-
stantially. The same results are obtained for T2; namely, area
09 is similar in shape, while area 19 is substantially different.
As the KL divergence properly evaluates the similarity of this
shape, the value is considered an effective measure to eval-
uate the similarity between datasets when the feature space
is properly represented by the proposed method. Moreover,
comparing the shapes of T1 and T2, T1 has higher variance
of angular velocity than T2. This may be the reason why the
areas where the KL divergence is minimized are different in
the two test datasets.

2) VISUALIZATION OF PREDICTED TRAJECTORY

In addition, we visualized representative prediction trajecto-
ries with different types of pre-trained models and different
types of test datasets. This allows us to recognize visually
and subjectively the effect between the similarity differences
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FIGURE 13. Results of visualizing the predicted trajectory for sequence
data. The observed data input to the predictor (8 frames of data) is
depicted in green lines, the predicted data output from the predictor

(12 frames of data) are depicted in red lines, and the ground truth values
contained in the test data (12 frames of ground truth) is depicted in black
lines. The higher the degree of proximity between the red and black lines,
the higher the prediction accuracy.

area 19 (T1)

of the datasets regarding the trajectory prediction results.
Similar to the previous section, we selected areas 11, 12,
and 19 for T1, and areas 09 and 19 for T2, and visualized
the prediction series outputted from the pre-trained models.
The results are shown in Fig. 13. The observed data input to
the predictor (8 frames of data) is depicted in green lines,
the predicted data output from the predictor (12 frames of
data) are depicted in red lines, and the ground truth values
contained in the test data (12 frames of ground truth) are
depicted in black lines. The higher the degree of proximity
between the red and black lines, the higher the prediction
accuracy.

Fig. 13 shows that we can obtain highly accurate prediction
results by generating a prediction model with a dataset that
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has a small KL divergence, i.e., the high similarity in the
feature space. In both testing datasets, the predicted trajec-
tory and the ground truth are significant differences in area
19, which has a large KL divergence. Thus, the dataset is
inappropriate to generate the prediction model. Moreover,
the experimental result of T1 shows that the prediction accu-
racy can be improved by selecting an area with a smaller
KL divergence.

Here, the predicted trajectories are not smoother than the
ground truth. This is due to the fact that the method can
predict linear and nonlinear trajectories. Although the trajec-
tories are more jagged, the trend of the obtained sequences
is appropriate. On the other hand, it is difficult for exist-
ing Bayesian filters to predict such trajectories when the
sequence length is long. In practice, when implementing the
proposed method in a real robot, we generate probability
distributions from the obtained sequence and use them as
a cost map for navigation. Therefore, the jagged trajectory
itself is not a major issue.

3) THEORETICAL ANALYSIS
Here, we provide a theoretical analysis of the computational
complexity of the proposed method. Let nc be the number of
candidate datasets extracted from a large dataset, and ng be
the number of discretized feature spaces in M2.

Lemma 1: The computation time of M1 to generate the
training data is O(nc).

Proof: To generate training data, M1 extracts the candi-
date datasets from a large dataset and calculates KL diver-
gence values of them. It requires O(nc) time to compare
the similarity between the feature space of each candidate
and that of the target environment. For KL divergence cal-
culation, it requires O(1) time, because the feature spaces
are represented as two-dimensional Gaussian distribution as
follows:

2 ~ N2 2 2

1 (Wi — @)~ | o; o;
Dkl = — YT L) 2| (22
KL=35 2 52 32 52 (22)

i=1 i i i

where (i1, n2) and (fi1, (12) are the mean vectors of the
source and target data, respectively. o1, 02 and 61, 6, are the
diagonal elements of the covariance matrix of the source and
target data, respectively. Thus, the complexity is O(nc). U
Lemma 2: The computation time of M2 to generate the
training data is O(nc) if nc > ng and O(ng) otherwise.
Proof: Similar to M1, it requires O(nc) time to compare
the similarity between the feature space of each candidate and
that of the target environment. For KL divergence calculation,
it requires O(ng) time because the probability of each grid is
determined by dividing the number of samples in each grid by
the total number of samples. Thus, the complexity is O(nc) if
nc > ng and O(ng) otherwise. g

VIi. CONCLUSION
This paper described a novel method to generate an appro-
priate pre-trained model for transfer learning, which targets
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pedestrian trajectory prediction methods using machine
learning. The results of the study can be summarized as
follows:

« We proposed generating an appropriate pre-trained pre-
diction model by representing the feature spaces of
the source and target datasets as a multidimensional
Gaussian distribution and a frequency distribution to
compare the similarity between the distributions with
KL divergence.

o The experimental results showed that both methods ade-
quately represent the data features. Moreover, an appro-
priate pre-trained model with high accuracy in trajectory
prediction can be generated by comparing the similarity
between datasets using these representations.

With the proposed method, the trajectory prediction
method can be applied to robot control only using a few
input data (simple measurement) and only deploying a robot
to a target environment. In the future, we will extend the
method so that the pre-trained model can be used even though
prior input data do not exist, such as combining online learn-
ing with some functions on cloud environments [26], and
the explainability techniques can be used to understand the
internal behavior of the proposed approach [27]. We will
also consider incorporating aspects such as the shape of the
buildings, time of day, personal attributes into the feature
values. Furthermore, it is necessary to consider features in
space and time (i.e., features in the temporal direction).
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