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ABSTRACT Multiple beam combination in optical interferometry with concurrent measurement of intricate
visibilities, around each possible baseline, is a trending research area. In this work, a hybrid method is
proposed for three different waveguide arrays and several waveguides are excited simultaneously in each
array. Each waveguide array acts as a beam combiner, the output of which determines the field intensity
of each waveguide mode. The output intensity depends on the waveguide selected for excitation. Thus,
waveguide selection is the major factor that can affect the output intensity. The main goal of this research is
to provide an effective solution for the selection of waveguides, to provide high visibility and intensity at the
output of the multi-beam combiner. In addition to this, the use of metaheuristic optimization algorithms to
solve the problem of waveguide selection is proposed. To accomplish this, firstly, an analytical study has been
conducted to analyze the performance of optimization algorithms, including PSO, FA and GSA, and then
the results of these algorithms have been compared with the conventional approaches. And finally, a model
of Hybrid Local-Global Optimum Search Algorithm using Particle Swarm Gravitation Search Algorithm
(HLGOS-PSGSA) has been developed for waveguide selection. The performance of the proposed hybrid
model is examined in MATLAB simulation software. The simulated outcomes are determined for PSO, FA,
andGSA-basedmodels, as well as, for the proposed hybridmodel, in terms of normalized intensity, visibility,
and min-max 1/SNR values. The results obtained from simulation show that the PSO and GSA-based models
are giving better results, followed by FA and conventional approaches. This worked as a motivation behind
using PSO and GSA together in the proposed system, resulting in higher intensity and visibility values.
Thus, the proposed hybrid model is concluded to be more efficient and convenient, for selecting optimum
waveguides from the array, to attain an optimum output.

INDEX TERMS Interferometers, MZI, waveguide array, waveguide selection, PSO, intensity,
visibility, SNR.
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I. INTRODUCTION
Interferometers are devices that produce interference among
two or more waves. Thus, they are used in the study of inter-
ference patterns generated by different light sources. They are
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of various kinds, with different characteristics, and can use
multiple beams [1].

The angular resolution of the optical system having size d,
performed at wavelength λ, is restricted by diffraction
to ≈ λ/d. Therefore, high resolution means huge optical
systems. Every time the enviable resolution goes beyond
the confines of monolithic telescopes which are well-sized,
the entry aperture should be divided into various tiny collec-
tors, separate beams of whichmust be joined comprehensibly.
These kinds of systems are referred to as astronomical inter-
ferometers [2]. In Fig.1, the simplest notion of these systems
is represented. As shown in the figure, the most significant
components of the astronomical interferometer are the two
telescopes or siderostats, delay lines that can be moved for
equalizing the length of the optical path in two interferometer
arms, a beam combiner, and the detectors [3].

FIGURE 1. Schematic drawing of the light path through a two-element
interferometer [3].

For astronomical objects’ high-resolution imaging with the
astronomical interferometers, dense sampling of their light
coherence function is required. It is attained by evaluating the
intricate visibilities of the interference fringes across a huge
number of baselines. In optical interferometry, the recent
trend is to perform multiple-beam combination with concur-
rent evaluation of intricate visibilities across every potential
baseline subtended by the array of various telescopes [4].
This approach is mainly appropriate for fast-events observa-
tion, like photospheres of stars, nova/supernova explosions,
or transits of exo-planets.

In this context, the technological solution i.e. integrated
optics is ascertained for performing multiple-beam combi-
nations in astronomical interferometers. Due to integrated
optical interferometers’ high stability in opposition to thermal
changes and vibrations, they have great performance con-
cerning phase measurement and visibility [5].

II. PURPOSE OF THE INVESTIGATION
Multi-beam combination is the recent trend in interferome-
try that evaluates the visibility of the waveguides subtended
by waveguide arrays. For this, the waveguide arrays with a
different number of waveguides are taken, and from these

arrays, several waveguides are excited simultaneously. For
the waveguide array to operate as an interferometry beam-
combiner, the waveguides must be coupled beyond the near-
est neighbor in the array [6]. Long-range coupling can be
attained by placing the waveguides in a rectangular array.
This will act as a beam combiner, which evaluates the inten-
sity of each waveguide mode. The output intensity of the
waveguide must be high to attain high output intensity [5].
And this output intensity depends upon the waveguides that
have been selected and excited in the array. Thus, waveguides
must be selected optimally, so that, the high-intensity output
can be attained.

However, with the increase in the number of waveg-
uides, the determination of waveguides for selection becomes
complex [4]. Optimal selection of waveguides is the major
problem that if solved, can result in the attainment of
high-intensity levels at the output.

Thus, in this paper, the problem of waveguide selection,
to attain high intensity at the output of the beam combiner,
is the main emphasis.

For this, we have decided to implement the optimization
algorithms for waveguide selection. Generally, the optimiza-
tion algorithms help to determine the most optimal solution
from the number of solutions provided. Inspired by this,
we have considered the optimization algorithms for the pro-
posed work with the intention that it will help to determine
the most optimal waveguides from the number of presented
waveguides. After that, a hybrid optimization algorithm on
basis of the top two best-performing algorithms is also given
in this study, which is simulated and analyzed in terms
of intensity, visibility, and min-max 1/SNR. A comparison
is also performed with the traditional approach optimiza-
tion algorithms-based models, to show the effectiveness and
improvement of the proposed scheme.

However, the selection of an optimization algorithm for
this purpose is also the main concern. Several optimiza-
tion algorithms such as GA (Genetic Algorithm) [7], [8],
ACO (Ant Colony Optimization) [9], [10], ABC (Artificial
Bee Colony) [11], PSO (Particle Swarm Optimization) [12]
have been analyzed. GA uses particular generic operators
like crossover, reproduction, and mutation to form a new
population. It requires a limited set of parameters, but the
major drawback is its slow convergence to the optimal solu-
tion, because of the random crossover and mutation pro-
cesses [13], [14]. ACO was proposed by Macro Dorigo
in 1992. It is a metaheuristic approach based on ants forag-
ing behavior [15]. ACO is beneficial over other evolution-
ary approaches, as it offers positive feedback, which results
in fast solution finding, and also avoids untimely conver-
gence because of its dispersed computation. But, its main
disadvantage is its slower convergence compared with the
other evolutionary algorithms and the time for convergence
is also uncertain. Its performance is poor in large search
space problems [16]. ABC algorithmwas proposed by Dervis
Karaboga in 2005, and its performance was first analyzed
in 2007 [17], from which it was established that ABC is
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relatively better than several other evolutionary appro-
aches [18]. It is motivated by the intelligent behavior of the
honey bees in finding the food sources, i.e. nectar, and then
sharing this information with other bees in the nest [19].
Its main advantages are that the implementation of this
algorithm is as simple as that of PSO, it is highly flex-
ible and robust. But, for better performance, it requires
new fitness tests for new parameters and is also slow [20].
Recently, few algorithms other than nature-inspired ones,
such as Stochastic Paint Optimizer (SPO) [21] and Flow
Direction Algorithm (FDA), [22] which are inspired by art
and physics-based algorithms, have been proposed. But such
algorithms are not attaining much interest from researchers in
comparison to nature- inspired algorithms. Other than these,
GSA ‘‘Gravitational Search Algorithm’’ is a heuristic opti-
mization method that takes each agent as an object that com-
municates among itself under gravitational force [23].

Since its development, Gravitational Search Algorithm has
been suggested and utilized in a variety of sectors by
integrating it with other optimization techniques. Merging
two optimization techniques in a specific manner is one
of the most significant changes. Following are some of
the papers that serve as examples of hybrid algorithms:
In [24], for the Automatic Generation Control issue, a hybrid
Many Optimizing Liaisons Gravitational Search Algorithm
(hMOL-GSA) based fuzzy PID controller is presented.
The fuzzy PID parameters are tuned using the presented
technique. The results were compared to those of the
recently suggested Firefly Algorithm optimized PID and
Teaching Learning Based Optimization (TLBO). The pre-
sented hMOL-GSA approach has been shown to improve
system performance. The study in [25] provided a new
image segmentation technique called GA-GSA (Genetic
Algorithm-based Gravitational Search Algorithm). The out-
comes achieved surpassed findings achieved using GSA
(Genetic Search Algorithm) and PSO (Particle Swarm Opti-
mization). A study by [26], utilized chaotic neural oscillators
to update GSA-CNO, a gravitational constant. Experiments
revealed that chaotic neural oscillators successfully adjusted
the gravitational constant, allowing GSA-CNO to act well
and maintain its reliability against four gravitational search
algorithms variants on functions.

There are numerous examples of how to create a hybrid
algorithm by mixing characteristics from two separate opti-
mization techniques. The Grasshopper Optimization Algo-
rithm (GOA) and the Bees Algorithm (BA) were used in
this research to solve the deployment issue in WSNs [27].
The approach in [28] offers a unique hybrid technique for
handling global optimization issues termed Whale Opti-
mization with Seagull Algorithm (WSOA). Twenty-five
benchmark test functions were used to examine the effi-
cacy of addressing global optimization issues, and WSOA
was compared to seven well-known metaheuristic meth-
ods. [29] proposed a new hybrid optimization technique
relying on CSA ‘‘Clonal Selection Algorithm’’, which com-
bined the benefits of two existing optimization approaches,

PSO ‘‘Particle Swarm Optimization’’ and GBMO ‘‘Gases
Brownian Motion Optimization’’, to improve the quality
of the initial population. The author of [30] presented
a hybrid PSO-CS ‘‘Particle Swarm Optimization-Cuckoo
Search’’ technique for addressing nonlinear optimization
issues. A hybrid strategy was developed and subsequently
utilized for clustering algorithm, combining adaptive elitist
Differential Evolution (aeDE), a population-based technique,
with SQSD ‘‘Spherical Quadratic Steepest Descent’’, a pow-
erful gradient-based technique in [31].

In [32], a new hybrid population-based algorithm
(PSOGSA) has been introduced with the blend of the
strengths of both PSO and GSA. The main motive behind
combining these two algorithms is to synthesize the power
of both the algorithms, by integrating the properties of PSO
to exploit, and that of GSA to explore. In this research,
some of the benchmark test functions have been used to
compare the performance of hybrid PSOGSA with both
PSO and GSA algorithms, in attaining the best solution.
It has been proved that the hybrid algorithm is much bet-
ter than the individual PSO and GSA algorithms in fast
convergence, as well as, in function minimization. In yet
another hybrid nature-inspired approach (MGBPSO-GSA)
in [33], developed with a combination ofMean Gbest Particle
Swarm Optimization (MGBPSO) and Gravitational Search
Algorithm (GSA), it has been proved that the new hybrid
approach outperforms considerably in various metaheuris-
tics, in terms of solution quality, convergence speed, stability,
and capability of a local and global optimum. The authors
of [34] presented a new hybrid PSO-GSA technique for
environmental/ economic dispatch problem, by combining
PSO and GSA techniques, and have proved the effective-
ness of the proposed algorithm over previous optimization
methods. In another study in [35], a new hybrid PSOGSA
algorithm for generating test data automatically has been
proposed by combining the PSO and GSA algorithms. This
hybrid PSOGSA algorithm has overcome the problem of
PSO getting trapped in local minima, and GSA, having slow
convergence, and thus, resulting in an efficient algorithm,
proving that the hybrid PSOGSA is giving stable performance
throughout the generations. It is presented that PSOGSA
converges faster by covering all possible paths as compared
to PSO and GSA. There are many such studies available,
that reveal that hybridization of nature-inspired algorithms
is an effective approach to merge advantages and strengths of
individual algorithms for handling their insufficiencies.

From the literature survey, it can be seen that till now,
most of the researchers are focusing on using popular
optimization algorithms for initial analyzing, and solving
the selected problems of different research areas. Few of
them have tried to hybridize the top-performing algorithms
out of chosen ones. In this paper, firstly, we are focusing
on introducing the concept of optimization algorithms in
waveguide selection. For this, the selected algorithms are
PSO, FA, and GSA. Furthermore, after analyzing the per-
formance of these optimization algorithms on performance
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matrices, a hybrid model using PSO and GSA algorithms is
proposed.

III. DETAILS OF PSO, GSA, AND FIREFLY OPTIMIZATION
ALGORITHMS
A brief about the existing PSO, GSA, and FA has been
described in this section.

A. PARTICLE SWARM OPTIMIZATION ALGORITHM
Russell Eberhart and James Kennedy first proposed Parti-
cle Swarm Optimization (PSO) in 1995. PSO has recently
acquired popularity due to its effectiveness in tackling com-
plex and difficult optimization issues. PSO is utilized in a
variety of applications like growing ANN (Artificial Neu-
ral Networks), cooperative communication network power
allocation, character recognition, ML (Machine Learning),
etc. Moreover, while tackling nonlinear, multi-modal and,
non-differentiable issues, PSO has indeed been demonstrated
to be both resilient and quick [36]. PSO calculates the best
function value and placement for each particle location by
evaluating the objective function. It determines fresh veloci-
ties based on existing velocity, the particle’s novel location
individually, and the optimal location of their neigh-
bors. Then, iteratively modify the location of the particles
(the new location is the same as the old one, but with a higher
velocity, which has been tweaked for keeping particles inside
the boundaries) [37]. Iterations continue until the algorithm
hits a threshold for halting. The following is the technique for
the PSO algorithm:

Step1 Initially, the particles of size N, are generated
randomly.

Step 2 Set the velocity and location vectors of each parti-
cle, vi and xi, respectively, (i = {1, 2. . . ., N}), and determine
each particle’s fitness in the population.

Step 3 Select the most appropriate spot for each particle,
based on its fitness (Pbi, i {1, 2,. . . , N}).

Step 4 Set the ideal position for the entire swarm,
Gb depending upon the fitness function.

Step 5 Calculate each particle’s new velocity vt+1ij , by uti-
lizing equation

vt+1ij = vtij + c1x (random(0, 1)) x
(
Pbtij − xtij

)
+ c2x (random(0, 1))

(
Gbtj − xtij

)
,

j ∈ {1, . . . ,D} , c1and c2 (1)

between 0 and 1, that are positive random numbers.
Step 6 As per xt+1ij = xtij + vtij, j ∈ {1, . . . ,D}, move each

particle to the next location xt+1ij .

Step7 If the iteration’s number approaches the pre-
determined maximum number of iterations, maxCycle,
the iteration is ended. If not, proceed to step three.

B. GRAVITATIONAL SEARCH ALGORITHM
GSA is an effective heuristic optimization algorithm for
non-linear optimization issues and provides excellent results.

Gravitational Search Algorithm is supported by the con-
cept of mass interaction, which says that ‘‘a particle in
the universe attracts every other particle with a strength
which is inversely proportional to the square of the distance
between them, and directly proportional to the multiplication
of their masses’’ [38]. Individuals are regarded as objects
in GSA. The mass of the object is utilized to determine
the object’s functionality. The heavier masses of the objects
correspond to excellent solutions. Because of the gravita-
tional pull, all objects with large masses attract objects with
smaller masses, ensuring the method’s exploration. Further-
more, object with heavier masses, i.e. good solutions, travel
slower than objects with smaller masses [39]. Gravitational
Search Algorithm, which is based on physics principles,
outperformed other bio-inspired and nature-inspired methods
like Harmony Search, Cat Swarm, PSO, and others in terms
of functionality and features. Every agent is reproduced as
a matter in Gravitational Search Algorithm, and the issue
search region is the universe, in which they are subject to
gravitational pull. The gravitational field is described as a cur-
vature of space-time, according to Einstein’s general theory
of relativity. As a result, there are still plenty of possibilities
to use gravity principles and develop innovative search tools
in this research field. As a result, Gravitational Search Algo-
rithm is regarded as both a population- and physics-based
metaheuristic search method [40]. Following is the Gravita-
tional Search Algorithm process:

Step 1 In an ‘n’ agent system, declare the search space at
random:

X = {x1, x2, x3 . . . , xn} (2)

where (all agents attract the single heavy mass)
Step 2 Compute m (t) (a fitness function)
Step 3 Adjust G(t) (the gravitational constant)
Step 4 Calculate Fij (Gravitational force) by using

equation (3)

Fij = G (t)
mpi (t)maj (t)
Rij (t)+ ∈

(
xdj (t)+ xdi (t)

)
(3)

Here, Rij (t) is the Euclidian distance, maj(t) is the active
gravitational mass, and mpi(t) is the passive gravitational
mass. M is a constant with a small value in ‘d’ dimensional
space.

Step 5 Using equation (4), compute the acceleration, adi (t)

adi (t) =
F
M

(4)

As per the force law of motion, ‘‘The acceleration (a) of the
agent is inversely proportional to the M ‘‘mass of the agent’’
and directly related to the F ‘‘force applied by the agent’’.

Step 6 Adjust the agent locations: xdi (t+ 1) and the
velocity: vdi (t+ 1) by

vdi (t+ 1) = random(0, 1)ixv
d
i (t)+ acdi (5)

xdi (t+ 1) = xdi (t)+ vdi (t+ 1) (6)
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Step 7 If the number of iterations exceeds the highest limit
of iterations, the loop is stopped, and RETURN the strongest
candidate response. Otherwise, return to step one.

C. FIREFLY OPTIMIZATION ALGORITHM
Yang created the Firefly Algorithm (a revolutionary swarm
intelligent optimization scheme) in 2008, after analyzing the
movement mechanism and mutual attraction of firefly indi-
viduals (FA). Because, the Firefly Algorithm has the benefits
of a basic concept, ease of deployment, less parameter impact
on the method, and fewer parameters to specify [41]. As a
result, the firefly algorithm is a heuristic method designed to
mimic the biological properties of adult insect luminescence
in the environment. This is also a group-based random opti-
mization technique. Every firefly sends luciferin to interact
with other fireflies to discover food and mating through-
out their collecting operations. The brighter the luciferin,
the more attractive the firefly becomes, and ultimately a large
number of fireflies would congregate around the firefly with
the luciferin [42]. Firefly algorithm has been used to solve
a variety of optimization issues including production plan-
ning, stock forecasting, and structure design [43]. Firefly is
dependent on attraction, which is utilized by fireflies to travel
towards greater light intensity. The change of light intensity
and the formulation of attraction are two crucial qualities
that firefly provides to overcome optimization issues [44].
The Gravitational Search Algorithm method was outlined as
follows:

Step 1: Produce initial firefly population xi, where
(i = 1, 2, 3, N). Light intensity li at xi is discovered by f(xi).
Step 2: State ‘‘γ ′′, the light absorption coefficient, and IN

‘‘the number of iterations’’.
Step 3: Estimate the fitness function for fireflies utilizing

the objective function.
Step 4: Adjust the firefly’s light intensity.
Step 5: Sort the fireflies into various categories and choose

the best.
Step 6:Move the fireflies for a good result.
Step 7: If the number of iterations exceeds the highest

limit of iterations, the loop is terminated, and RETURN the
optimum solution. Otherwise, continue with step 3 again.

IV. PROPOSED MODEL: HYBRID LOCAL-GLOBAL
OPTIMUM SEARCH USING PARTICLE SWARM
GRAVITATION SEARCH ALGORITHM (HLGOS-PSGSA)
FOR WAVEGUIDE SELECTION
As discussed in the above sections, the existing interferome-
try beam-combiners have waveguides that help in achieving a
combined beam at the screen with different intensities. There-
fore, the selection of the waveguides is an important factor
that is to be considered. This section provides details of the
proposed Hybrid Local-Global Optimum Search using Parti-
cle Swarm Gravitation Search Algorithm (HLGOS-PSGSA).
PSO is proved to be better in finding global optima, and faces
fewer issues in local solution [52]–[53], whereas, GSA falls
into the local optimal solution more easily, which greatly

reduces the exploration capability of the algorithm [54], [55].
Therefore, for combining PSO and GSA features, the sce-
nario given in equation (1) is updated in this study. We have
updated the velocity updating phase of PSO, by including the
GSA local search capability. The updated velocity factor of
the proposed scheme is given as below:

Vut+1ij = vtij + c1 x random (0, 1) x
(
actij
)

+ c2 x random (0.1) x
(
Gbtj − xtij

)
(7)

where, Vut+1ij is the updated velocity factor, calculated in
every iteration of PSO to update the population. Normally,
the local best of PSO is updated by using a difference
of best and current location, as given in equation (1),
i.e. (Pbtij − xtij). Here, we have used the acceleration factor
of GSA to optimize the search.

After achieving the optimized velocity, the position of the
particles is updated by

xt+1ij = xtij + Vut+1ij (8)

A. METHODOLOGY
The description of the process of selection of waveguides is
explained below:

Step 1: Initialization of the proposed model’s initial fac-
tors, such as number of iterations to run, the initial population
in terms of waveguide numbers, particle’s velocity, etc.

Step 2: Next step is to evaluate the initial population
generated in the fitness function.

Here, the fitness function is calculated in terms of summa-
tion of intensity by following the below-written equations (9)
and (10):

I =
N∑
j=1

N∑
k=1

αm,f (j)α
∗

m,f (k)〈AjA
∗
k 〉 (9)

fitness =
n∑
j=1

Ij (10)

where n is the number of waveguides to be selected.
The intensity is calculated by using equation (1). Firstly,

the intensity of the individual waveguides is calculated, and
then, for the overall improvement, the sum of intensities is
taken as fitness in the proposed model.

Step 3: After evaluating the initial fitness, local best is
calculated with high fitness, and a population with overall
high fitness is saved in gbest.

Step 4: This gbest is the best-fitted population for the
current iteration, which will be compared in the rest of the
iterations until all iterations are done.

Step 5: Next phase is to update the initial population by
using velocity update equation (7), in which the acceleration
factor is determined by using equation (4).

Step 6: After updating the velocity factor, the population
for the next iteration is updated by using equation (8).
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Step 7: Once all iterations are completed, the final gbest
is considered to be the final output as the selected waveguide
number.

Now, to analyze this, a different number of waveguide
scenarios are considered i.e. 2 × 2, 3 × 3, and 4 × 4
waveguide arrays, alongwith their different setup parameters,
in which different wavelength values are simulated. Below
Table 1 is representing the waveguide numbers, wavelengths
considered, and other optimization parameters used in the
simulation. The parameters and their values are shown in the
following table:

TABLE 1. Waveguide and Optimization System Setup.

These waveguides are analyzed and simulated by consid-
ering different parameters i.e. intensity, visibility, and 1/SNR.

1) INTENSITY
The intensity of the waveguide must be high. For mth waveg-
uide of length z=L, the peak intensity at the output is defined
as:

Im = 〈

∣∣∣∣∣
N∑
k=1

αm,f (k)Ak

∣∣∣∣∣
2

〉

=

N∑
j=1

N∑
k=1

αm,f (j)α
∗

m,f (k)〈AjA
∗
k 〉 (11)

where f (k) is the function, that maps k=1. . .N to the
N x N waveguide array sites, at which the fields Ak have
been coupled. αm,f (k) coefficients are the mode amplitudes

at nth waveguide end, when a unit power field has been
injected into site f (k) at z = 0 [45].

2) VISIBILITY
To attain a positive output, the visibility of the waveguide
should also be high. For the fields which are completely
synchronized, normalized visibility can be evaluated by:

Vij =

√√√√ (R〈AiA∗j 〉)
2
+ (I〈AiA∗j 〉)

2

〈AiA∗j 〉〈AiA
∗
j 〉

i 6= j (12)

whereR andI are the real and imaginary parts of the product
of the complex field [46].

3) 1/SNR
The third parameter considered for performance evaluation
is 1/SNR, and it must be low for efficient output. It is defined
as:

1
SNR
=

√
N − 1
2I0

(13)

where N is the number of telescopes and I0 implies the
intensity [47].

V. RESULTS AND DISCUSSION
The performance of the proposed hybrid model is simulated
and compared to several optimization techniques, along with
the existing approach in the MATLAB Simulink software.
The simulated outcomes are obtained for three different
waveguides models i.e. 2 × 2, 3 × 3, and 4 × 4 in terms of
different performance parameters which include magnifica-
tion, normalized intensity, visibility, and 1/SNR. The detailed
discussion of the achieved outcomes is discussed briefly in
this section.

A. FOR 2 × 2 WAVEGUIDE ARRAY
The proposed model for waveguide selection is firstly imple-
mented using existing optimization algorithms such as PSO,
FA, and GSA. After simulation, the results have been ana-
lyzed with the existing schemes. Finally, the proposed hybrid
optimization algorithm is evaluated and compared with stan-
dard bar, cross, PSO, FA, and GSA models for 2× 2 waveg-
uide array in terms of their normalized intensity at different
wavelengths. Fig. 2 shows the comparison graph of the pro-
posed model and other models at varying wavelengths.

Fig. 2 illustrates the graph obtained for normalized inten-
sity in the 2×2 waveguide model for traditional [48] and [50]
approaches, proposed optimization-based models, and hybrid
approach-based models. The value on the x-axis represents
the value of different wavelengths starting from 3.1 µm and
goes up to 3.6 µm. Whereas, the values on the y-axis rep-
resent the values for normalized intensity. From the graph,
it is observed that the value of normalized intensity for total
spectrum [50] is starting from 0.2 and with a high rise, get
decreased with increase in wavelength, whereas, the tradi-
tional bar approach [48] is high in the beginning i.e. 0.75 and
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FIGURE 2. Comparison of normalized intensity for 2 × 2 waveguide array.

TABLE 2. comparison table of normalized intensity for 2 × 2.

then starts decreasing gradually with the increased wave-
length. The value of intensity at 3.6 µm is only 0.37. How-
ever, the value of intensity in the standard cross method [48]
is only 0.28 in the beginning and then goes on increasing with
the increase in wavelength and is 0.67 at 3.6 µm. The inten-
sity of the cross approach is higher than the bar approach, but,
it is not the best. The value of intensity achieved by the PSO,
FA, and GSA approaches for the final wavelength of 3.6µm
came out to be 0.813934398, 0.802830026, and 0.7994849
respectively. However, in the case of our proposed hybrid
model, the normalized value of intensity is higher than all
the traditional methods i.e. 0.810369387 at 3.6µm. The exact
value of normalized intensity with the varying wavelength is
mentioned in Table 2.

Similarly, the performance of the proposed hybrid model
is also analyzed and compared in terms of visibility for 2× 2
waveguides and is depicted in Fig. 3.

Fig. 3 represents the comparison graph of the proposed
hybrid model and PSO, FA, and GSA models in terms of

their visibility power, for 2 × 2 waveguides with varying
wavelengths. The value on the x-axis represents the value
of different wavelengths, starting from 3.1 µm and goes
up to 3.6 µm, whereas, the values on the y-axis show the
values for visibility. From the graph, it is observed that
visibility in the PSO model is varying with the change in
wavelength values, and came out to be only 0.941255208
at 3.6µm.However, the visibility values in FA andGSAmod-
els are 0.95203397 and 0.92302993 respectively, at 3.6 µm.
On the other hand, the visibility in the suggested hybrid
model is better than all the three traditional models and
is equal to 0.981151775 at the last wavelength. From the
graph, it is also analyzed that the varying wavelength doesn’t
affect the visibility power in the proposed model that much,
and is improving with the increase in wavelength value.
The specific values of visibility achieved by PSO, FA, and
GSA models and the proposed HLGOS-PSGSA model for
2 × 2 waveguides with varying wavelengths are mentioned
in Table 3.
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FIGURE 3. Comparison of visibility for 2 × 2 waveguide array.

TABLE 3. comparison table of Visibility for 2 × 2.

B. FOR 3 × 3 WAVEGUIDE ARRAY
The efficiency of the proposed hybrid model is then eval-
uated for a 3 × 3 waveguide setup and compared with
the existing model [46]. Optimization algorithms (PSO, FA,
and GSA) based models in terms of their intensity, visibil-
ity, minimum and maximum 1/SNR factors have been ana-
lyzed. Fig. 4 shows the comparison graph of the proposed
and the other models in terms of normalized intensity for
3× 3 waveguides.

Fig. 4, illustrates the comparison graph of the pro-
posed hybrid model with the traditional model [46], and
optimization-based waveguide selection models in terms of
their normalized intensity values. The values on the x-axis
and y-axis represent the wavelength and normalized intensity
values respectively. From the obtained graph, it is analyzed
that the normalized intensity value in the traditional model is
very low, with starting range of 0.22.

The intensity keeps on varying with the change in wave-
length, and finally, intensity equal to 0.19 has been achieved,

when the wavelength is equal to 690 nm. However, the inten-
sity value in the later-on suggested optimization-based meth-
ods gets improved and came out to be 0.311765 initially in
the PSO method, which then undergoes ups and downs, and
at the end, reaches 0.05872 intensity value. Similarly, the nor-
malized intensity value in FA and GSA is calculated with the
changing wavelength value and came out to be 0.323196 and
0.316002 in the beginning when the wavelength is 640 nm,
and increases with the increase inwavelength i.e. 0.33184 and
0.327109 respectively at 690 nm.While talking about the nor-
malized intensity achieved in the proposed HLGOS-PSGSA
model, that came out as 0.38139 at the beginning, which
then keeps on increasing with slight variations, and finally,
achieves a value of 0.385211 at 690 nm. Thus, the proposed
hybrid model has the highest intensity for 3× 3 waveguides.
Table 4 shows the normalized intensity values of traditional,
optimization-based approaches, and the proposed scheme for
3× 3 waveguides.

In addition to this, an analysis of results for optimized
and non-optimized schemes with the proposed model is also
performed in terms of visibility for 3×3 waveguides through
different wavelengths and is shown in Fig. 5.

Fig. 5 illustrates the comparison graph of the proposed
hybrid model and standard PSO, FA, and GSA models in
terms of their visibility power. From the obtained graph,
it is analyzed that the visibility in traditional models starts
from 0.4 with a wavelength of 640 nm and then goes up
drastically and reaches the maximum value of 0.87, which
later on decreases again to 0.39 with the further increase
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FIGURE 4. Comparison of normalized intensity for 3 × 3 waveguide array.

TABLE 4. comparison table of Normalized intensity for 3 × 3.

in wavelength values. On the other hand, visibility in other
standard models like PSO, FA, and GSA is much better
than previous models. The visibility in the PSO model is
0.800389 in the beginning and then keeps on increasing with
the increase in wavelength values and reaches 0.806387when
the wavelength value is 690 nm. However, in the case of the
FAmethod, the visibility changes accordingly, i.e. it is higher
in the beginning, i.e. 0.869144, and then starts to decrease
with the rise in wavelength. When the wavelength value is
maximum i.e. 690 nm, visibility in the FA model is only
0.788327. The same is the case in the GSA model, in which
visibility is very high i.e. 0.897175 in the beginning when
wavelength intensity is low, but, as soon as the value of
wavelength increases, the visibility decreases, and finally
ends up at 0.849266, when the wavelength is maximum
at 690 nm. However, in the case of the proposed hybrid
model, the value of visibility begins at 0.865186 and then
goes on increasing with the increase in wavelength value.
The visibility is 0.927665 in the proposed hybrid model with

690 nm of wavelength. The changing values of visibility in
traditional models and proposed hybrid models at different
wavelengths are mentioned in Table 5.

Moreover, the effectiveness of the proposed hybrid system
is also evaluated and compared with the other models in
terms ofminimum andmaximumvalues of 1/SNR at different
wavelengths. Figures 6 and 7 show the comparison graph in
terms of their minimum and maximum 1/SNR values.

In figures 6 and 7, the value on the x-axis and y-axis cali-
brate the varying wavelength and 1/SNR values respectively.
From the graphs, it is analyzed that the min and max 1/SNR is
highest for the PSO-based model when compared to other FA
and GSA-based models. After analyzing Fig. 6 closely, it has
been observed that in PSO models, the values of min 1/SNR
are 0.133477, 0.141429, 0.13494, 0.134836, 0.139817, and
0.122482 at 640, 650, 660, 670, 680, and 690 nm, respec-
tively.While in FA andGSA-basedmodels, the values of min.
1/SNR are varying between 0.11 to 0.13, which is lesser
than the PSO. Similarly, in Fig. 7, max 1/SNR values for
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FIGURE 5. Comparison of visibility for 3 × 3 waveguide array.

TABLE 5. comparison of visibility for 3 × 3.

PSO are mostly above 0.32, whereas, in the case of FA and
GSA-based models, these are between 0.29 to 0.31. Among
FA and GSA, GSA based model is performing better in terms
of the 1/SNR factor. After analyzing these algorithms, when
the proposed scheme is compared with them, 1/SNR values
for the proposed scheme are comparatively lesser than all the
3 algorithms. The variation of the proposed scheme for both
min and max 1/SNR factors is below 0.09 and 0.25. This
strengthens the effective performance of the proposed scheme
in achieving better visibility and intensity at low 1/SNR.

C. FOR 4 × 4 WAVEGUIDE ARRAY
Continuing the performance analysis of optimization algo-
rithms for waveguide selection, finally, 4 × 4 waveguide

mode has been simulated and evaluated in terms of nor-
malized intensity, visibility, and other performance factors.
Fig. 8 shows the comparison graph of the traditional meth-
ods [49] and [51], PSO, FA,GSA-based optimizedwaveguide
selection models, and the proposed hybrid model in terms
of their normalized intensity. From the graph, it is observed
that the values of intensities in the traditional model are
very low, which makes them inconvenient and inefficient.
However, after applying the optimization-based techniques
such as PSO, FA, and GSA models, the value of intensity
gets improved with their initial values 0.321274, 0.325997,
and 0.379499 at 640 nm wavelength. The intensity then
keeps on changing without following any proper pattern, but,
with the least variation with values of 0.329836, 0.321452,
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FIGURE 6. Comparison of min 1/SNR for 3 × 3 waveguide array.

FIGURE 7. Comparison of max 1/SNR for 3 × 3 waveguide array.

and 0.315655 at 690 nm of wavelength, respectively.
However, in the case of the proposed hybrid model,

the intensity gets much better i.e. 0.379499 than the other
optimization-based models right from the beginning, where
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FIGURE 8. Comparison of normalized intensity for 4 × 4 waveguide array.

TABLE 6. comparison of Normalized Intensity for 4 × 4.

the wavelength is 640 nm, which keeps on fluctuating slightly
with the increase in wavelength intensity and finally reaches
0.367854 at 690 nm of wavelength. The detailed value of
normalized intensity achieved in the proposed and traditional
model is mentioned in Table 6.

After analyzing the schemes in terms of intensity, visibility
is evaluated for a 4×4 waveguide setup. Fig. 9 represents the
comparison graph for 4× 4 waveguides in terms of their vis-
ibility power. From the obtained graph, it has been analyzed
that the visibility in PSO, FA, and GSA-based models vary
according to the varying wavelength. When analyzed with a
variation in wavelength between 640 to 690 nm, the visibility
value achieved at 640 nm from the traditional models [49]
and [51] is 0.75, whereas, PSO, FA, and GSA-based models
are giving visibility values of 0.81, 0.86 and 0.87, respec-
tively. The results show that the visibility achievement of

GSA basedmodel is better than other models. In the proposed
scheme, as both the features of PSO and GSA are there,
the visibility values achieved are much improved and are
reaching up to 0.9177 at 640 nm wavelength. On comparing
the visibility at other wavelength values, the hybrid algo-
rithm is achieving better results, followed by GSA, FA, and
PSO-based models. Table 7 shows the values of visibility in
the traditional and proposed models.

Finally, the performance of the proposed scheme is com-
pared and analyzed in terms of 1/SNR. Figures 10 and 11
represent the comparison graphs of the proposed hybrid
model and PSO, FA, and GSA-based models in terms of
their min and max 1/SNR values for the 4 × 4 waveguide.
From the obtained graphs, it has been analyzed that the lowest
value of min 1/SNR is 0.14, 0.153, and 0.1514 at 650, 650,
and 660 nm in the traditional PSO, FA, and GSA models.
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FIGURE 9. Comparison of visibility for 4 × 4 waveguide array.

TABLE 7. comparison of Visibility for 4 × 4.

However, in the proposed model, the lowest value for 1/SNR
is obtained at 680 nm i.e. 0.100013. Similarly, the highest
value of min. 1/SNR is achieved at 680, 640, and 640 nm
with 0.163589, 0.165057, and 0.163248 respectively, in con-
ventional PSO, FA, and GSA models. However, the highest
value of min 1/SNR is achieved at 650 nm with a value
of 0.112542. Similarly, the lowest and the highest value of
max. 1/SNR is calculated, which comes out to be lowest
at 680, 650, and 690 nm in conventional PSO, FA and
GSA models with values 0.362073, 0.364045, and 0.364193,
respectively. While in the proposed hybrid model, the low-
est and the highest max1/SNR value is attained at 660 and
690 nm of wavelength with values 0.316945 and 0.364022,
respectively.

VI. OVERALL COMPARISON FOR 3 SCENARIOS
After analyzing the results of traditional models and the pro-
posed hybrid model, it has been observed that the proposed
hybrid model is performing better for all three waveguides
arrays in terms of intensity, visibility, and min and max
1/SNR. After combining the results of all the parameters, it is
observed that for the 2×2 array, the normalized intensity and
visibility are better in PSO based model among other opti-
mization algorithms (FA andGSA), but the proposedmodel is
giving better intensity and visibility with respect to PSO also.
Similarly, for the 3 × 3 waveguide array, intensity is better
in the FA method, but its visibility power is low. However,
when we talk about PSO and GSA models, the intensity is
slightly lower than the FA model, but, the value of visibility
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FIGURE 10. Comparison of min 1/SNR for 4 × 4 waveguide array.

FIGURE 11. Comparison of max 1/SNR for 4 × 4 waveguide array.

is high in both models. However, when the intensity and
visibility values of these models are compared with the pro-
posed hybrid model, it is observed that the proposed model
is performing more efficiently with varying wavelengths,
both in terms of intensity and visibility. Likewise, for the

4 × 4 waveguide array, normalized intensity is good in PSO
and FA-based models, and is low for GSA-based models, but
the visibility is maximum in PSO and GSA models among
3 techniques based on PSO, FA, andGSA.However, when the
intensity and visibility values are comparedwith the proposed
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hybrid model, it is observed that the proposed hybrid model
outperforms them in both parameters, thus, making it more
efficient and convenient. In addition to this, the min and
max 1/SNR value in the proposed hybrid model is very less
than PSO, FA, and GSA-based models for both 3 × 3 and
4× 4 waveguide simulations. Hence, it is concluded that the
proposed hybrid model is more efficient, reliable, stable, and
convenient among other optimization algorithms.

VII. CONCLUSION
In this research work, a hybrid model of an interferometer
based on PSO-GSA optimization, with waveguide selection
from the waveguide array, is proposed to achieve high inten-
sity and visibility output at the beam combiner. The imple-
mentation of the proposed hybrid PSO-GSA approach can be
used for waveguide selection in the field of interferometry.
The performance of the proposed hybridmodel is evaluated in
MATLAB simulation software. The simulation outcomes are
obtained and compared with other state-of-the-art techniques
for 3 different waveguide array combinations i.e. 2 × 2,
3×3, and 4×4, in terms of different performance parameters,
such as normalized intensity, visibility, and 1/SNR. From
the results, it is analyzed that the visibility and normalized
intensity values are best achieved in the proposed hybrid
model for selecting waveguides, when compared with the tra-
ditional, and optimization-based models, including PSO, FA,
and GSA. In addition to this, the efficiency of the proposed
hybrid model is also analyzed in terms of the minimum and
maximum 1/SNR values, which came out to be the lowest in
the proposed hybrid model for all the three waveguide arrays
i.e. 2 × 2, 3 × 3, and 4 × 4, thus, making it more efficient
model. Therefore, the proposed hybrid model outperforms
the conventional and proposed optimization-based models in
multiple performance factors, which makes it more effective
and convenient to be adopted for beam combiners in interfer-
ometry.
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