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ABSTRACT Speech EmotionRecognition (SER) is a hot topic in academia and industry. Feature engineering
plays a pivotal role in building an efficient SER. Although researchers have done a tremendous amount of
work in this field, there are still the issues of speech feature choice and the correct application of feature
engineering that remains to be solved in the domain of SER. In this research, a feature optimization approach
that uses a clustering-based genetic algorithm is proposed. Instead of randomly selecting the new generation,
clustering is applied at the fitness evaluation level to detect outliers for exclusion to be part of the next
generation. The approach is compared with the standard Genetic Algorithm in the context of audio emotion
recognition using Berlin Emotional SpeechDatabase (EMO-DB), RyersonAudio-Visual Database of Speech
and Song (RAVDESS) and, Surrey Audio-Visual Expressed Emotion Dataset (SAVEE). Results signify
that the proposed technique effectively improved the emotion classification in speech. The recognition rate
of 89.6% for general speakers (both male and female), 86.2% for male speakers, and 88.3% for female
speakers on EMO-DB, 82.5% for general speakers, 75.4% for male speakers, and 91.1% for female speaker
on RAVDESS, and 77.7% for general speakers on SAVEE is obtained in speaker-dependent experiments.
For speaker-independent experiments, we achieved the recognition rate of 77.5% on EMO-DB, 76.2% on
RAVDESS and, 69.8 % on SAVEE. All the experiments were performed on MATLAB and the Support
Vector Machine (SVM) was used for classification. Results confirm that the proposed method is capable of
discriminating emotions effectively and performed better than the other approaches used for comparison in
terms of performance measures.

INDEX TERMS Clustering, feature engineering, feature optimization, genetic algorithm, OpenSMILE tool
kit, speech emotions, support vector machine.

I. INTRODUCTION
Speech is one of the most widely used and direct ways of
conveying emotions and perceiving the feelings of others [1].
This is why the success of many applications such as auto-
replies, chat-bot, speaking humanoid robots and many other
scenarios involving human-machine interaction are depen-
dent on speech emotion recognition. The emotion analysis of
speech signals has been studied for the last two decades [2].
Currently, there are many models that use machine learning
and deep learning for audio emotion recognition [3]–[6], [7].
Features are extracted and classification is performed. The
effective classification performance relies on the quality and
quantity of features being used. In this respect, feature engi-
neering is an important stage in classification task.

The associate editor coordinating the review of this manuscript and

approving it for publication was M. Shamim Hossain .

Primarily the classification performance in terms of accu-
racy and time to calculate the accuracy is heavily dependent
on how the features are being engineered i.e. the type of
features being selected, the quantity of selected features, and
the type of feature optimization employed [8]. All this is
essential to recognize emotions robustly across datasets of
different languages, different sizes, and different emotion
ranges. Along with the global optimum solutions proposed
in literature [9], [10] [11], there exists optimization solutions
with the specific focus on feature optimization in SER [12],
[13]. Even though, these methods improved the accuracy of
the SER systems, however, there is still a great margin to
achieve.

The optimization algorithms are of two types: Determinis-
tic and Stochastic. Most of the classical optimization strate-
gies used are deterministic. However, for problems that have
a variety of sub-problems, stochastic algorithms are preferred
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to use [14]. The objective of optimization algorithms is to
find the best possible solutions within a feasible time limit.
In one of the studies [15], Yogesh et al. presented a new
particle swarm-based optimization for feature selection in
SER. To obtain the optimum values of features for speech
emotions, Gharwan has used an optimization algorithm [11].
In another study [16], deep convolution neural networks are
used to extract spectrogram features. These algorithms do not
guarantee the best solution, however, most of the times nearly
optimal solution is found.

Genetic Algorithms (GA) are optimization techniques [17].
In several studies, GA is giving promising results when used
for feature engineering [15], [18], [19]. Thus, in this research,
we are employing the GA for feature optimization in speech
emotion recognition.

Along with feature optimization and selection, classifica-
tion phase is equally important to build a robust SER system.
Recent studies are more focused on deep learning approaches
for feature engineering and classification [7], [16], [20], [21].
However, in most of the studies involving SER, classifiers
such as SVM [22], decision trees [23], and k-nearest neighbor
(kNN) [24] are used as single, multiple, hybrid, or ensem-
ble forms [25]. In this study, we are using SVM which is
one of the standard algorithms and most frequently used
classifier [26].

The overall objective of this research is to improve emo-
tion recognition performance in terms of accuracy. For this,
we have proposed clustering-based GA for feature optimiza-
tion. Clustering is the way of organizing data into groups
based on similar features. Clustering has many applications
like pattern recognition [27], image analysis [28], and data
mining [29]. We are using Density-Based Spatial Clustering
of Applications with Noise (DBSCAN) for outlier detection
at the feature optimization level.

We name the newly proposed optimization algorithm as
Density-Based Spatial Clustering of Application with Noise
Genetic Algorithm (DGA). The performance of (DGA) is
evaluated on optimization of speech emotion features using
three datasets. The numerical results reveal its superiority
over the standard Genetic Algorithm. It is composed of five
stages: generation of initial population, clustering, detecting
outliers, selection of parents from non-outliers for cross-over
and mutation.

A. CONTRIBUTION OF THIS RESEARCH
This section defines the contribution of our research con-
cretely. We have proposed a feature optimization algorithm
that uses clustering-based GA. In GA, we have used clus-
tering mechanism for fitness evaluation. Feature optimiza-
tion is performed using the proposed method. Our method
outperformed the standard genetic algorithm which uses a
random selection for fitness evaluation. The accuracy gain
of 1.9%, 14.87% and, 1.36% for general, male, and female
tests respectively using EMO-DB dataset, 9.16%, 4.94%, and
11.68% for general, male, and female test using RAVDESS

dataset and, 6.91% for general test using SAVEE dataset on
speaker-dependent experiments is obtained.

The detailed results which also include emotion-wise
recall and accuracy for both speaker-dependent and speaker-
independent scenarios are provided in section 3.

The rest of the paper is organized as follows. Explana-
tion of techniques used, emotional datasets, proposed feature
optimization algorithm and feature selection methods are
presented in Section 2. Experimental results are given in
Section 3. Section 4 concludes the paper.

II. MATERIALS AND METHODS
In this section, the theoretical underpinning of the techniques
utilized in this research will be established. Firstly, the con-
cept of well-known techniques, GA and DBSCAN will be
revisited. Then the proposed feature optimization and selec-
tion technique based onGA andDBSCANwill be elaborated.
Lastly, the concepts of classification algorithm (SVM) used
in this study, will be discussed in detail.

A. GA
The GA [30] has taken its analogy from the genetic process of
living organisms. The solution space of GA consists of chro-
mosomes or individuals. A chromosome has the genetic infor-
mation for each individual. A set of chromosomes make a
population. The priority of each chromosome is evaluated by
using a fitness function. Chromosomes which are considered
fit are selected for recombination through a crossover step to
produce a new individual or offspring. After that mutation is
applied on population to introduce the randomness. The detail
on the GA is provided in the following section.

1) POPULATION
A set of possible solutions are termed as population. The best
possible solutions are found by applying GA operators. The
population size can be kept fixed or variable throughout the
optimization process [31]. For longer chromosome, the size
of population should be big [32], however it needs more
iterations and results in consuming more computational time
with slow convergence.

2) CROSSOVER
Crossover starts with selecting parents, usually by random
selection. After selecting mating population, the crossover
operator Pc is applied. It determines if the current parent
chromosome is crossed over or if it is moved directly to the
offspring population [32]. The crossing over can be applied
as uniform or non-uniform manner. Uniform operators act
in a similar way in every generation. Whereas non-uniform
operators work according to the age of population. The math-
ematical representation of two offspring formed as a result of
crossover of two parents is as follows:

y1i = αiX
1
i + (1− αi)X2

i (1)

y1i = αiX
2
i + (1− αi)X1

i (2)
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where αi stands for uniform random number. α will be
constant in uniform crossover and variable in non-uniform
crossover.

3) MUTATION
The mutation operator is responsible for random changes in
the population. Like natural biological process, the diversity
in the population is maintained by mutation. It also has uni-
form and non-uniform operators. The mutation probability is
denoted by Pm. Too big value of Pm could result in loss of
good genetic material, similarly, too small of a value would
keep the population the same.

B. DBSCAN
DBSCAN (Density Based Spatial Clustering of Applications
with Noise), devised by Ester et. al [33] is a density based
clustering technique. It can learn the clusters of arbitrary
shapes. Initially the algorithm was proposed for clustering
spatial data, however, due to its unique features, it has been
applied for clustering other data types in numerous fields.
In civil engineering it is used for clustering spatial civil
infrastructure networks [34], in spectroscopy it is used for
grouping single particle mass spectra [35], in medical science
it is used for lesion detection [36]. Additionally, It is fast when
clustering small to medium size data sets [37].

The algorithm takes three parameters. The first parameter
is the matrix of m × n dimensions where m is the number
of objects or observations and n is the number of features
for each observation. The second parameter is Eps which
is neighborhood size, and Minpts is number of objects in
that neighborhood. The clustering scheme identifies three
different types of objects, namely, core objects, border objects
and noise. The points which are neither border, nor core are
noise. The mathematical definitions of these concepts [33]
are provided here and Figure 1 clarifies the above points in a
visual way. The nice thing about DBSCAN is that one does
not need to specify the number of clusters to use it. In best
case the time complexity of DBSCAN is O(nlogn), however
the worst case time complexity is O(n2).
Definition 1 (Eps): The Eps of a point p is denoted as Epsp

and defined as:

Epsp = q ∈ D|dist(p, q) <= Eps.

Definition 2 (Cluster): Let D be a dataset of points.
A cluster C is a non-empty subset of D wrt. Eps and Minpts
having satisfied the following:

1) ∀U ,V : if U ∈ C and V is density-reachable from U
wrt. Eps and Minpts then V ∈ C .
Definition 3 (Core Object): An object or observation is

considered as core if

density(coreObject) <= Minpts

Definition 4 (Border Object): The object is border if

density(border) < Minpts

ANDborderObject ∈ neighborhood(core)

Definition 5 (Noise): Let C1,C2, . . . . . .Cn, be the clus-
ters of dataset D wrt. epsi andMinptsi where i = 1, 2, . . . ..n.
The noise or outlier is defined as a set of points in the dataset
D not belong to any cluster Ci

noise = u ∈ D|∀i : u /∈ Ci

FIGURE 1. Visual representation of DBSCAN parameters.

C. DESCRIPTION OF DATA SETS
1) EMO-DB
The EMO-DB is an acted dataset of ten professionals (five
male and five female) recorded by F. Burkhardt in theGerman
language [38]. It is labeled with seven emotion classes of
anger, boredom, fear, happy, disgust, neutral, and sadness.
There are multiple utterances of the same speaker. Ten sen-
tences, which are linguistically neutral, are chosen for dataset
construction. Out of these 10 sentences, 5 sentences are
short (approximately 1.5 Sec long) and 5 are long sentences
(approximately 4 Sec long). Each emotion class has nearly
equal number of emotional utterances in order to avoid the
problem of under-sampling emotion class. There are a total
of 535 utterances in this dataset. It is one of the most widely
used datasets in the literature [26]. The dataset includes those
utterances which have a recognition rate of more than 80% in
a subjective listening test.

2) RAVDESS
RAVDESS is an approved multi-modular database of emo-
tional speech and song [39]. The dataset is multipurpose
having the modalities of audio-visual, video-only and audio-
only. Here in this research the audio-only modality is used for
speech emotion recognition task. There are 24 professional
actors each uttering 60 unique intonations for speech with
emotions: happy, sad, angry, fear, surprise, disgust, calm,
and neutral. The RAVDESS dataset is exceptionally rich
in nature giving that it doesn’t experience the gender bias,
comprises of a wide range of emotions, and has two levels of
emotional intensity. Each actor uses two different statements
with intensities, normal and strong for each emotion except
for neutral which is with the normal intensity only. Each
unique recording is rated 10 times for emotional validity,
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intensity and originality. The total number of utterances
is (60 * 24) = 1440.

3) SAVEE
SAVEE dataset provides audio utterances of British speak-
ers [40]. The speakers were four British male actors who
spoke the sentences showing six emotions: anger, sad-
ness, disgust, happiness, surprise, fear. The sentences cho-
sen were phonetically balanced. The dataset comprises
of 480 audio utterances. The data is processed and labeled
under the visual media lab using high quality audio and video
equipment.

D. FEATURE EXTRACTION
This stage involves extraction of useful features for speech
emotion analysis. Well known toolboxes for feature extrac-
tion in speech signals are OpenSMILE [41], OpenEAR [42],
HTK [43], and Praat [44]. In this research, OpenSMILE
tool box is used to extract INTERSPEECH 2010 Challenge
feature set consisting of 1582 features. [45]. The reason
for opting INTERSPEECH 2010 feature set is its coverage
for broad categories of features namely: prosodic, spectral,
and energy effective for emotion recognition. This fact was
proved in [46] where it gave the best results for emotion
recognition with many classifiers. The summary of features
is provided in Table 1.

TABLE 1. Summary of Interspeech 2010 challenge feature set extracted
using OpenSMILE Toolkit.

E. FEATURE OPTIMIZATION USING PROPOSED METHOD
This section will briefly describe the proposed DGA pro-
cess. To compare the performance of proposed optimization
algorithm, the PCA only and standard GA with PCA will be
used. The proposed method is different to the standard GA
with respect to selection process. Instead of random selec-
tion of parents for crossover and mutation, we are applying
density based clustering. The similar data objects are placed
in the same cluster, while objects having low similarity with
any group are considered outliers. This serves two purposes.
Firstly, the population for crossover and mutation is selected
only from clusters (non-outliers). Secondly, the newly gen-
erated population replaces outliers thus ensuring sufficient

pressure to obtain even better population from current indi-
viduals. The DGA is described in Algorithm 1.

Firstly, the database of normalized features is loaded
and emotion classes are separated. The initial population is
selected from the single emotion class. After that DBSCAN
clustering is applied to detect outlier. In the next step, parents
for cross over and mutation are selected from non-outliers.
For cross over it is ensured that both parents belong to the
same gender so that gender specific emotion information do
not get mixed up. The next step allows single point cross over
with probability 0.9 and mutation with probability 0.1. In the
next step the outliers detected earlier are replaced with newly
created children having the same gender. The whole process
is repeated until the stopping criteria is met and all emotion
classes are dealt.The flow chart of the proposed technique
is given in Figure 2. The stopping criteria for optimization
process is kept in double the size of dataset because we are
able to obtain maximum results on it. At every iteration,
new outliers are detected and non-outliers are selected for
participation in crossover and mutation. The resulting feature
set is optimized, however, we need to reduce its dimensions

F. FEATURE REDUCTION
The feature set is optimized however, huge, consist-
ing of 1582 features, which require a good dimension-
ality reduction technique. Among the effective methods
available(Forward Feature Selection (FFS), Backward Fea-
ture Selection (BFS) [47], Principle Component Analysis
(PCA), and Linear Discriminate Analysis (LDA) [40], [48]),
we opted for the most commonly used PCA [49]–[51]. PCA
includes finding the eigenvalues and eigenvectors of the avail-
able covariance matrix, and choosing the necessary number
of eigenvectors compared to the biggest eigenvalues to create
a transformed matrix. The matrix is utilized to change the
original feature set into a transformed feature space and select
the best-required features. After going through the optimiza-
tion process by our proposed DGA, We fed the openSMILE
INTERSPEECH 2010 feature set to PCA. The reduced fea-
ture set consists of 100 features that have further been used
in the classification step.

G. SUPPORT VECTOR MACHINE
SVM is superior to existing methods because of its structural
risk minimization approach and thus having better discrim-
ination power [52]. It has the ability to solve non-linearly
separable problems by the use of kernel functions. The SVM
classifier endeavors to isolate samples belonging to two con-
sidered classes by maximizing the margins of hyperplane in
the original feature space or in a high dimensional feature
space by nonlinear mapping function ϕ(.). In both cases the
learning of the SVM depends on the mix of two criteria:
i) empirical error minimization, and ii) control of model
complexity. The former goes for optimizing the classification
results in terms of accuracy on the training samples; the later
controls the limit of the capacity utilized for abstaining from
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FIGURE 2. The flow chart representation of proposed DGA technique.

over fitting. These criteria are consolidated for defining the
cost function to be minimized.

In case of linear SVM the cost function can be defined as

f (x) = 6m
i=1w〈x, xi〉 + b (3)

where w is a vector normal to hyper plane and b is a constant
s.t b
‖w‖2

represents the distance of the hyper plane to the
origin. The classical SVM can be seen in Figure 6.

If the data in the feature space cannot be linearly separated,
they can be anticipated into a higher dimensional feature
space with a nonlinear mapping function ϕ(.) characterized

as per the Cover’s theorem [53]. As a result the inner product
between two mapped feature vectors becomes

f (x) = 6m
i=1w〈ϕ(x), ϕ(xi)〉 + b (4)

The function f (x) can be derived by minimizing the fol-
lowing cost function, which is a tradeoff between empirical
error minimization and solution complexity:

1
2
‖ w ‖2 +C6m

i=1


[w.ϕ(xi)+ b] ≥ 1− ξi,

i = 1, 2, . . . ..,m
ξi ≥ 0 and C < 0

(5)
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Algorithm 1 Clustering Based GA for Feature Optimization
Input: S = (x1, x2, x3, . . . . . . .xn, y): Dataset
1: m = Chromosome− length // feature set size
2: Pop = Population
3: Popsize =Population size
4: Pc =Cross over probability
5: Pm =Mutation probability
6: N =Number of emotion classes

Output: Best Fitness and Optimal Feature set
7: Initilize algorithm parameters
8: Load normalized dataset S
9: Separate each emotion class N from dataset S

10: for i = 1 to M do
11: for j = 1 to Popsize of Ni do
12: Pc = 0.9 //initilize Pc
13: Pm = 0.1 // initilize Pm
14: NewPopsize = Popsize
15: Eps = (0.01− 0.1)∗ breath of Ni// adjust the Eps
16: for DBSCAN
17: K = log(Chromosome− length)// calculate
18: the parameter K for DBSCAN
19: Apply DBSCAN on pop
20: Detect outliers
21: select parent1 and parent2 from non-outliers and
22: having the same gender
23: if Pc < 0.9
24: do Cross over
25: replace the outliers with newly generated
26: children from pop generation
27: select parent3 from non-outliers
28: if Pm < 0.1
29: do Mutation
30: replace the outliers with newly generated
31: children
32: end for
33: Newpop = pop // update the existing population
34: end for
35: return optimized feature set of dataset S
36:

where C is a regularization parameter, ξi are non-negative
slack variables for dealing with noise and nonlinearly sep-
arable data, ωi is the label of training set xi , and m is the total
number of training samples. The final decision function can
be written as:

ω = sign[f (x)] (6)

The minimization problem in equation 3 can be solved
according to the Lagrange theory obtaining a dual problem
in which the following convex objection function should be
maximized:

w(a) = 6m
i=1αi −

1
2


6m
i=1ωiαi = 0

0 ≤ αi ≤ C and C > 0
i = 1, 2, . . . .,N

(7)

The Lagrangian w(α) should be maximized with respect
to Lagrange multipliers αi which are associated with training
points xi. Points associated with nonzero lagrange multipliers
are called support vectors: The ones belonging to 0 < αi < C
are called non-bound support vectors and lie inside the mar-
gin, while the ones belonging to αi = C are called bound
support vectors and lie on margin. These examples can be
viewed as erros since they are related to a nonzero ξi. Support
vectors are the main examples in the training set that decide
the ideal hyperplane position. In non-linear SVM the function
ξ. is unknown yet and QP problem solution is not possible
using equation 5. According to Mercer’s theorem, the inner
product will be replaced by positive defined kernel function
K(.). Now it is possible to avoid the inner details of feature
vector i.e.

〈ξxi〉 = K (xi, xj)

Accordingly it is possible to prove that the discriment
function can be rewritten in dual formulation

f (x) = 6m
i=1αiωiK (x, xi)+ b (8)

where b is calulated using the primal-dual relationship [54],
and the samples which affect the solution are nonzero
lagrange multipliers αi. Thus the decision function is formed
by applying (4) to (7). The kernels which satisfy Mercer’s
conditions and widely used are following.

Linear kernel: k(xi, xj) = xi.xj
Polynomial kernel: k(xi, xj) = (1+ xi.xj)d , d ∈ R+

Gaussian kernel: k(xi, xj) = exp(− ‖ xi − xj ‖2 /2σ 2),
σ ∈ R+

where d and σ in polynomial and Gaussian kernels
are adjustable parameters respectively. The Mercer’s kernel
ensures that there is no local maxima in the function to
be optimized [55]. The classical SVM is defined as binary
classifier, which can discriminate between two classes. How-
ever, there are several techniques in literature which make
it possible to use SVM for multiclass classification problem
with same discriminating power. Among the others are: The
One-Againt-All(OAA) and One-Against-One(OAO) strate-
gies [56]. Let � = ω1, . . . , ωR be R different classes to
be identified. In case of OAA strategy, R different binary
SVMs are trained.Every binary classifier has to recognize the
samples of a generic class ω ∈ � from the samples of all
the rest of the classes � − ωi. A given pattern is marked by
the class of the classifier that outcomes highest output value.
In OAO architecture, for each pair of classes ωi and ωj where
i 6= j, one classifier is considered. As a whole, we have
R(R − 1)/2 classifiers. Simple majority voting algorithm is
used for classification.

H. EXPERIMENTAION
All the experiments and code implementations were carried
out onMATLAB and they were executed on Desktop PCwith
3.20 GHz Dual core i7 8700 processor and 32 GB RAM.
For classification SVM was used, for which MATLAB built-
in function, i.e fitcsvm with Radial Basis Function (RBF)
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as kernel function and Sequential Risk Minimization (SMO)
method for parameter optimization was employed. For faster
convergence of SVM, the training samples were scaled to
[0,1] using z-score normalization. The minimum and maxi-
mum values found during the scaling of training data, were
also used to scale the test data as well.

TABLE 2. Parameter setting of feature optimization and selection.

Out of the two commonly used approaches to construct
multi-class SVM classifier: 1) One-Against-All (OAA) and
2) One-Against-One (OAO), OAA is one of the most widely
used method [57]. It is pairwise classification where there
is one binary SVM for each pair of classes to discriminate
one class from the rest of the classes. As compared to OAA,
OAO constructs one SVM to distinguish each pair of classes.
Here we are using the OAA approach for the sake of better
recognition accuracy. In order to classify only one emotion
at a time, we are choosing the class with largest interval
value [58].

To evaluate the performance of DGA along with PCA,
we need to define some parameters. The list of these param-
eters is given in Table 2. The parameter popsize is the size
of population which is equal to the size of emotion class as
given in Table 3 and iter is the number of iterations needed
for optimization. Pm is the probability for mutation and Pc
is the probability for crossover. In case of clustering, Eps is
a neighborhood size and K is the number of objects in that
neighborhood.

We have mainly two scenarios for experimenta-
tion: Speaker-dependent and speaker-independent. For
speaker-dependent experiments 7-folds cross validation is
performed. In literature 10-folds cross validation is com-
monly used. However, in our case, we have experimented
with 10-folds and came to know that the size of valida-
tion set became so small that some of the samples were
totally missed out from test set. So, keeping in view the
datasets we are using in this study, by using the 7-folds
we do not have risk of insufficient samples per emotion
class per speaker to validate the results.In case of speaker-
independent experiments, leave-one-subject-out (LOSO) test
is performed. LOSO requires model to be trained with
1..(n− 1) speakers and tested with nth speaker. The process
is repeated for each speaker. Speaker-dependent experiments
cover general (combining all speakers), male only and female
only tests whereas speaker-independent experiments include
only general tests. For feature selection, PCA is employed

TABLE 3. Size of each emotion class.

only on training data and using the training-data-coefficients
of PCA, the dimensions of testing data are reduced.

The metrics for results calculation are unweighted
recall (UAR) and accuracy. Recall is calculated for each indi-
vidual class. Recognition accuracy is measured by averaging
the individual class recognition rate weighted by the priority
of class.

Recalli =
TPi

TPi + FNi
(9)

Weighti =
TPi + FNi

N
(10)

Accuracy =
M∑
i=1

WeightXRecalli (11)

UAR =
1
M

M∑
i=1

Recalli (12)

In case of the 7-fold cross validation the accuracy and
recall of each individual fold is averaged to get the average
accuracy and recall. In speech emotion recognition research,
accuracy and UAR are standard evaluation measures as num-
ber of utterances in each emotion class are different [59]. The
entire research methodology covering preprocessing, feature
optimization, feature reduction and model representation is
pictorially shown in Figure 3.

III. RESULTS
The results are tabulated according to speaker-dependent and
speaker-independent scenarios.
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FIGURE 3. Research methodology.

TABLE 4. 7-fold cross-validation accuracy results for speaker-dependent experiments.

Firstly speaker-dependent evaluation will be done and then
speaker-independent evaluation.

A. SPEAKER-DEPENDENT EXPERIMENTS
This section explores the recognition of speech emotions for
the speaker-dependent scenario. Table 4 shows the recogni-
tion results for EMO-DB dataset for speaker-dependent case.

Feature optimization and feature selection (DGA + PCA)
has improved results from 84.09% to 87.76% for general test
as compared to when only PCA is used. The standard GA
gained its accuracy on gender-dependent tests rising from
66.77% to 71.39% and 84.81% to 87.04 % for male and
female speakers respectively as compared to PCA. In compar-
ison to this, the highest accuracy was consistently observed

for all three experiments for general, male and female tests as
89.66%, 86.26%, and 88.38% respectively using the proposed
DGA + PCA method.
For RAVDESS dataset, the current human accuracy is

reported as 67% [39] which reflects that the recognition of
emotions for this dataset was not an easy and straightforward
task even for human beings. Our algorithm (DGA+ PCA) not
only outperformed the standard GA + PCA but remarkably
improved the recognition rate as 82.59% for general test,
75.49% for male tests and, 91.12% for female tests.

The SAVEE dataset is consists of male speakers only,
so gender-based results cannot be calculated and com-
pared. The general tests result gave the highest accu-
racy gain of 77.74% by using our proposed algorithm
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TABLE 5. Recall values (%) of each emotion class: speaker-dependent experiments.

TABLE 6. 7-fold cross-validation accuracy results for speaker-independent experiments.

as compared to the state-of-the-art PCA only and
GA + PCA which has 63.45% and 70.83% accuracy
respectively.

The effectiveness of proposed optimization method on
individual emotion classes are shown in Table 5 on EMO-DB,
RAVDESS, and SAVEE datasets for speaker-dependent
experiments. We have taken UAR measure for each emotion
class. In case of EMO-DB dataset, the recall rate of the pro-
posed method is highest for four out of seven emotion classes
with the performance gain of 2% for disgust, 1.54% for anger,
and 14.03% for happy with respect to standard GA + PCA.
Whereas, in the case of RAVDESS dataset it is giving the
maximum score of recall for all eight emotion classes having
the highest performance gain of 30% for neutral utterances
when compared with standard GA + PCA. The performance
gain was 8.24% for calm, 7.61% for happy, 10% for sadness,
1.04% for anger and 8.84% for fear. For SAVEE dataset the
proposed method outperformed for five out of seven emotion

classes with the gain of 1.39% for anger, 11.48% for sadness,
5.75% for disgust, 26.79% for fear, and 10.12% for happy.
These results on three datasets are showing different rate
of performance gain for each emotion class. For example,
in case of EMO-DB, the emotion happy is showing the high-
est performance gain, whereas in case of RAVDESS, the neu-
tral state is showing highest recognition rate and performance
gain. In case of SAVEE dataset, it is the emotion of fear which
is showing highest performance gain. Because the datasets
are imbalanced and have different number of emotion classes,
we cannot expect the same trend of performance gain and also
we can’t infer any reason for the variation in performance
gain. However, it is quite evident, that our proposed method
improved the recognition rate for almost all of the emotion
classes.

These results as visually represented in Figures 4, 5 and, 6
are highlighting the performance of our proposed method in
comparison to the baseline methods.
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TABLE 7. Recall values (%) of each emotion class: speaker-independent experiments.

FIGURE 4. Emotion-wise average recall rate for speaker-dependent
scenario using EMO-DB dataset.

B. SPEAKER-INDEPENDENT EXPERIMENTS
Speaker-independent case is explored in this section for
speech emotion recognition. The accuracy measures on
EMO-DB, RAVDESS and SAVEE datasets for only general
tests are given in 6. The proposed method (DGA + PCA) has
outperformed the state-of-the-art methods of PCA only and,
Standard GA + PCA with the ultimate accuracy of 77.49%
for EMO-DB, 76.20% for RAVDESS and, 69.88% for
SAVEE dataset.

The effects of feature optimization and selection on indi-
vidual emotion classes are given in Table 7 on all three
datasets for speaker-independent experiments. The recall
measure for each emotion class was calculated. In case of
EMO-DB dataset, the recall rate of the proposed method is

FIGURE 5. Emotion-wise average recall rate for speaker-dependent
scenario using RAVDESS dataset.

highest for six out of seven emotion classes, whereas in case
of RAVDESS dataset it is giving the maximum score of recall
for all eight emotion classes. In case of SAVEE dataset again
the proposed method outperformed for seven out of seven
emotion classes. These results give one important insight
about the proposed method that it was good at discriminating
individual emotions for speaker-independent experiments as
compared to speaker-dependent experiments.

C. COMPARISON WITH EXISTING WORK IN THE
LITERATURE
The results presented in this paper with respect to EMO-DB,
RAVDESS, and SAVEE datasets can be compared with
results of a few benchmark studies (performed on same
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FIGURE 6. Emotion-wise average recall rate for speaker-dependent
scenario using SAVEE dataset.

TABLE 8. Comparison of recognition accuracy with previous works using
EMO-DB dataset.

datasets) available in literature. Table 8 compares the pro-
posed results on speaker-dependent and speaker-independent
experiments (corresponding to EMO-DB dataset) of this
study with the results presented in [3], [12], [59]–[65].
It is evident from the Table 8 that the clustering-based GA
improve the recognition performance of the SER systems
when compared with existing work.

Table 9 compares the proposed results on speaker-
dependent and speaker-independent experiments (corre-
sponding to RAVDESS dataset) of this study with the results
presented in [7], [60], [64], [66]–[68]. It is evident from
Table 9 that the proposed feature optimization algorithm
improves the recognition accuracy of the SER when com-
pared to the existing systems.

Table 10 compares the obtained results (corresponding to
SAVEE dataset) of this research on speaker-dependent and
speaker-independent experiments with the results presented
in [3], [19], [63], [69], [70]. It is clear from Table 10 that
our proposed clustering base GA improve the recognition
performance of the SER system when compared to the state
of the art systems.

IV. DISCUSSION AND CONCLUSION
SER is a complex task, with two main stages, feature
engineering and classification. In this study, we propose
a new feature optimization algorithm used in combination
with PCA on INTESPEECH 2010 feature set. Our pro-
posed algorithm outperformed the baseline techniques for

TABLE 9. Comparison of recognition accuracy with previous works using
RAVDESS dataset.

TABLE 10. Comparison of recognition accuracy with previous works using
SAVEE dataset.

RAVDESS, EMO-DB, and SAVEE datasets. The SER model
based on the proposed feature optimization technique is
also compared with many state-of-the-art studies in terms
of accuracy and recall. It is evident from the comparison
tables: Table 8-10, that the SER model based on the pro-
posed optimization technique achieves comparable classifi-
cation performance. Specifically, in the speaker-dependent
experiments, the recognition rate of 89.65%, 82.5%, and
77.74% are obtained for EMO-DB, RAVDESS, and SAVEE
datasets respectively. For speaker-independent experiments,
we achieve the recognition rate of 77.49%, 76.2%, and
69.88% for EMO-DB, RAVDESS, and SAVEE datasets
respectively. There are some other studies in the literature
such as [71], [72], which are showing even better scores than
ours. However, their parameters in terms of classification
algorithms, feature sets, and feature engineering methods
are different. For example, in [72], the recognition accuracy
of 79.2% is achieved on EMO-DB dataset for the speaker-
independent scenario, which is higher than ours. However,
the focus of the study was feature extraction, whereas, in our
study, feature optimization was the main concern.

In another study [71], the authors have proposed a
meta-heuristic based feature selection method and achieved
even higher scores on EMO-DB and SAVEE as 98.46% and
97.31% respectively on speaker-dependent experiments. The
direct comparison even in this case is not possible as the
feature set and classifier used in the study were different.

Nevertheless, more experiments can be done to achieve
better accuracy. The inclusion of other feature types such as
Teager energy operator or use of deep neural networks for
classification could significantly improve the accuracy of the
SER model. In addition, the use of auto-encoders and other
feature selection methods can also improve the accuracy.
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As future work, we will extend our experiments on the pro-
posed method with more datasets, different combination of
features, and with deep learning and other machine learning
techniques in SER. Performing the time complexity analysis
of the proposed method is also one of our plans.
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