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ABSTRACT Information-Centric Networking (ICN) architecture leverages the network of caches’ idea to
bring content closer to consumers to ultimately reduce the load on content servers and prevent unnecessary
packet re-transmissions. Nevertheless, the performance of existing cache management schemes mainly
developed for a single cache is inadequate for a network of caches. There are many factors such as data
dependencies, data redundancy, the limited size of caches, poor replacement policies, and many other factors
that negatively impact a network of caches. Besides, traffic correlation among different caches on the network
influences the performance of the network of caches. One of the essential correlations is the edge filtering
effect. In the presence of data redundancy, the edge filtering effect even becomes more severe. The cache
filtering effect happens when all arriving requests inspect the first cache for data. Therefore, the subsequent
caches in the network receive only those requests that could not find data (cache-miss) from the edge
cache. In this paper, we propose Frozen-cache to mitigate the filtering effect. This policy repeatedly freezes
content in a cache to allow subsequent caches to receive popular content. A lightweight coordinated scheme
incorporated with Frozen-cache policy to cope with the data redundancy problem. Based on our experiments
obtained from realistic scenarios, the Frozen-cache idea highly outperforms state of the art caching schemes.
Depending on the network setup, this superiority varies from 25% to 700%.

INDEX TERMS Frozen-cache, network of caches, information centric networking, filter effect, locality of

reference, coordinated cache scheme, cache policy.

I. INTRODUCTION
Information-Centric Networking (ICN) [1] has gained con-
siderable attention in the current decade as the one idea which
has the potential for being the future of Internet architec-
ture. Although there are different proposals for ICN such as
NDN [2] and Netlnf [3], they all introduce the same concept
of in-network caching. Through in-network caching, each
router utilizes its memory buffer to store data packets that
pass through the router. This network of caches in a basic
form, caches everything at all nodes. That leads to a poor
performance in terms of the overall cache hit rate. The two
main reasons for this insignificant performance are filtering
effect and data redundancy [4].

A cache can be considered as a filter, i.e., the cache serves
the requests that generate cache-hit and forwards the requests
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that generate cache-miss. This filtering affects the pattern of
requests such that subsequent caches are unable to obtain a
high hit rate from the forwarded requests. Thus, the cache’s
performance at the core of the network depends on how the
edge routers perform and handle the traffic. If the edge router
has enough space for caching the most so-called *“popular
content,” then caching the same content at its core is futile.
To reduce the filtering effect, Busari and Williamson [4]
proposed heterogeneous replacement policies. Later,
Ari et al. [5] proposed Adaptive Caching using Multiple
Experts (ACME), which uses a neural network to find the
optimal combination of replacement policies. Although pre-
vious studies combined different replacement policies to
obtain a higher hit ratio at the core routers, their results reveal
that their solution does not entirely remove the filtering effect.
In this paper, by proposing Frozen-Cache policy, we tried
to reduce the cache dependencies between routers at different
levels to enhance the network of caches in terms of increasing
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the durability of popular content in the network. This policy
is a two-state caching scheme where a node either behaves
like a traditional cache (content in the cache can be replaced)
or freeze the data in its cache for a specific period (frozen
content cannot be replaced). When the cache is in the frozen
state, it does not accept any data chunks. That gives some
time to the cached content to receive their potential hit. This
is a very desirable condition in a loaded network and one
of the key differences with other cache policies. To enhance
our policy, we suggested some modifications and presented
various versions of the Frozen-Cache policy.

The basic form of the policy is presented as FCO (Frozen-
Cache policy version zero), and we show that this version
of the proposed policy and the Least Recently Used (LRU)
replacement policy exhibit similar performance under Inde-
pendent Reference Model (IRM) [6] assumption. To further
enhance the performance of the caches, FC1 (Frozen-Cache
policy version 1) is proposed. Following that, the same algo-
rithm’s extensions can be derived (FC2 to FCn) to reduce the
filtering effect of edge routers. Through extensive simulations
on real traces, it is shown that FC2 can reach cache hit rate
very close to the optimal cache policy, and obtain a higher
cache hit rate than some of the selected prominent state of
the art cache policies.

Besides, to rectify the content redundancy problem, a coor-
dinated cache mechanism is introduced in this paper. In gen-
eral, in coordinated cache management, some information
from other nodes is required to decide which content to
be cached or to be evicted. In overall, there are two types
of coordinated caching schemes: explicit coordination and
implicit coordination schemes [7]. Coordination is explicit
when the caches share their state (or state summaries) with
each other [8]. The cost of communication to exchange the
state of caches is not insignificant. An implicit coordination
scheme, on the contrary, does not exchange information with
other nodes. These caching mechanisms such as [9]-[11],
might obtain some information from their local cache,
the position of the cache in the network, or small piggyback-
ing information from request and data packets. However, for
an accurate cache placement decision, the implicit coordi-
nated schemes may still suffer due to insufficient information
that they can obtain from the network.

The proposed coordinated cache scheme is integrated with
Frozen-Cache policy FCn (called CFCn) to boost cache hit
rate. We report two versions of the coordinated Frozen-Cache
policy in this paper (i.e., CFC1 and CFC2). The simulation
results from ndnSIM [12], [13] (a very well-known simu-
lation in this domain) demonstrate the effectiveness of both
versions. These techniques dramatically increase the cache
hit rate at the core and edge routers, while keeping communi-
cation overhead very low, which makes them able to work
at line-speed [14]. CFC2 gains a cache hit rate of 7 times
higher than the rival coordinated cache schemes. On top of
that, a comparison of CFC2 with the other proposed policies
reveal that it reduces traffic load by 3 order of magnitude.
On the other hand, CFC1 exhibits similar performance in
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terms of cache hit rate and traffic load to the state of the art
coordinated cache policies. However, it reduces the average
eviction rate per cache slot up to 4 order of magnitude. That
can be considered as a sign of a more energy savior scheme.

Unlike the other similar schemes that impose extra over-
head such as content popularity measurement [15] or sharing
information among neighboring caches [16] into packets,
CFCn (both version 1 and 2) coordinates caching nodes with
piggybacking information through three integer fields in the
request and the data packets.

The rest of this paper is organized as follows: A sum-
mary of the Named Data Networking paradigm is provided
in Section II. Section III describes the design of Frozen-
Cache policy and its variations for a standalone cache.
Section IV introduces the coordinated scheme that inte-
grates with Frozen-Cache. The evaluation of our coordinated
schemes is presented in Section V. Finally, Sections VI
and VII represent related work and concluding remarks.

Il. NAMED DATA NETWORKING SUMMARY
Named Data Networking (NDN) [17] is one of the well-
defined networking architectures that falls in Information-
Centric Networking (ICN) paradigm [18]. Giving a name
to content by ICN paradigms enables caching content at
the network level. Since then, various studies have been
conducted to optimize caching at the packet level in the
network. As a similar attempt, we try to improve the perfor-
mance of caches in the network in terms of cache hit rate
in this paper. The paradigm we used to implement Frozen-
Cache policy is the NDN paradigm and its infamous simula-
tion environment named ndnSim [12], [13], which is based
on NS3 simulator [19]. To be aligned with other related
works, we use the same terminology introduced in NDN
paper [17].

Content Store: the cache inside a router is called Con-

tent Store or CS.

Data Chunk: is the minimum size of the content that

can get an address (name). So, every file is divided into

several Data Chunks.

Interest Packet: is a request initiated by a client for a

specific Data Chunk.

Data Packet: is the packet carrying Data chunk in its

payload to respond to an Interest packet.

Content Publisher: is the source of a file, or the owner

of the content announces the availability of the file.

Admission Policy: is a scheme that determines which

Data Chunks should be admitted to be cached in a router.
The packet forwarding architecture of NDN is explained
in [2]. In this architecture, there are three main tables CS, PIT,
and FIB standing for Content Store, Pending Interest Table,
and Forwarding Information Base, respectively. An arrived
Interest packet to a router first investigates CS for a cached
copy of the requesting Data Chunk. In case the content is
available in CS, the Data Packet of the requesting Data Chunk
will be sent back to the requester through the arriving inter-
face of the Interest Packet. On the other hand, if data is not
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found from CS, an entry will be created in the PIT table
indicating the arrival interface of the requesting data’s name.
This entry will be used by Data Packet to find its way back to
the requester. If an entry for a name is in the PIT table, it will
be updated by adding the new interface. Later, the arrived
Data Packet for the same name will be forwarded to multiple
interfaces. The last table, FIB, provides routing information
to forward an Interest packet out toward the content publisher.
The default admission policy that NDN architecture is used
in its basic form [2] is Leave Copy Everywhere (LCE). This
admission policy admits all Data Chunks in every Data Pack-
ets that are passing by a router. NDN uses the Least Recently
Used (LRU) replacement policy to replace a data chunk that
recently has not received any hit in the cache with a newly
arrived data chunk to the CS.

Ill. STAND-ALONE FROZEN-CACHE

The Frozen-Cache policy is a solution for the cache filter-
ing effect in a network of caches. Therefore, in this section
first, the cache filtering effect is thoroughly described before
delving into the details of the Frozen-Cache policy and its
variations.

A. CACHE FILTERING EFFECT

Classical cache replacement policies, such as LRU (Least
Recently Used) and LFU (Least Frequently Used) were often
designed to maximize the hit ratio of a stand-alone cache.
Nevertheless, by capturing the most popular chunks from a
workload, they negatively impact the performance of their
subsequent caches and cause filter effect [4] in multiple levels
of caches. Some researchers [20] questioned the gravity of
this problem. The argument is that if the edge routers are suf-
ficient to respond to the popular content, the necessity of the
network of caches fades away. There are two main objectives
for attempts like this study to increase the performance of
caches at the core of the network: (I) the limited capacity of
a single cache (at the edge) cannot cope with the increasingly
high traffic flows, (II) there would be multiple copies of the
same popular content at the edge routers that could be served
with only one copy of the content at the core. We believe that
aredundant copy of data should only be placed in the network
for load balancing purposes.

To illustrate the filtering effect, the results of an experiment
on ndnSIM simulator [12], [13] with a simple topology are
presented in Figure 1. The catalog size (the maximum amount
of data in the network) in this simulation setup is set to 1000
Data Chunks, content popularity follows Zipf distribution
with parameter « = 1 and both routers have the same cache
size C varying within the range (0, 1000]. The client issues
traffic with an average rate of 10* requests/sec that follows
Poisson distribution. The simulation time is equal to 2 x 107
requests in each simulation run.

To display the importance of cache policy selection on the
system’s performance, the replacement policy of the cache
at the router 2 is fixed to LRU policy and the replacement
policy for the cache at router 1 is switched between LFU and
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FIGURE 1. A simple topology to illustrate the filter effect.
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FIGURE 2. Cache hit ratio for two consecutive caches when the
replacement policy for both caches are LRU (up) and when the first cache
uses LFU and the second cache uses LRU replacement policies (down).

LRU. Figure 2 shows the hit ratio of two caches when LRU
and LFU are used for the cache of router 1. One observation
is that, when the cache size is much smaller than the catalog
size (This is the area in the graph that is more realistic due
to the limitations of the current memory technologies [14],
[21]), the hit ratio of the cache at router 2 is in order of
magnitude lower than the hit ratio of the cache at router
1. Compared to LRU, LFU obtains a higher cache hit ratio
at router 1. Theoretically, LFU is an optimal strategy under
the Independent Reference Model (IRM) when the content
popularity remains constant [6].

Unlike LRU, which replaces cache content more aggres-
sively, LFU keeps a relatively stable working set of content
in a cache, which turns out from Figure 2 that it is more
beneficial for the performance of subsequent caches. Moti-
vated by this observation, we propose Frozen-Cache, a frame-
work to freeze caches, to improve the overall performance
of a network of caches when LRU replacement policy is
deployed. LFU is not a practical replacement policy due to its
high cost in implementation. It requires many counters (one
counter for each data chunk) to store the frequency of data’s
request.
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all slots get updated

frozen period timer expiration

FIGURE 3. State diagram of a Frozen-Cache policy.

B. FROZEN-CACHE PoLICY
The idea of Frozen-Cache can be illustrated by the state
transition diagram in Figure 3. Based on this figure, a cache
can operate at either the Active state or the Frozen state. The
cache executes its regular cache policy when in the Active
state. The policy decides whether to cache the passing by
traffic or just pass it to the next node without caching it.

However, by the transition to the frozen state, the node
locks the content inside the cache (i.e., its content is frozen)
for a specific period (frozen period), during which no new
chunks get cached, and no existing chunks get evicted.

Under this framework, three design parameters need to be
specified:

o The length of the frozen period (7')

o The cache policy of the active state

o The condition that triggers the transition to the frozen

state.
The value of T mainly depends on traffic patterns, which

in turn depends on some network parameters such as user
demands, routing state, network topology, and some more.
Any change in these parameters might affect content popu-
larity. Therefore, this parameter is better set by the network
administrator when the network is in a stable condition. For
an unstable network, the idea of caching content at the net-
work level might not help much. A wrongly set T value might
have a great impact on the caching system’s performance.
Assume T is the proper frozen period for the current state
of the network but the administrator has set it wrongly to 7/
value. If 77 > T then content remains in the cache for a
longer time than it should be. Meaning, the caching system
reacts much slower to the changes of the content popularity.
When T/ < T, frozen cache policy fails to meet its objective
to keep a popular content long enough in the cache to give the
content enough time to reach its potential hit rate. We provide
some suggestions on how to determine the value of 7'. First
of all, caching unpopular content is futile. Hence, the caching
system is supposed to keep as many popular contents as pos-
sible. Assuming that the network, mainly the popular range
of the content passing through the network, changes every x
hours, the value of 7" should be set to a value less than x hours.
On the other hand, caching large popular content benefits
clients and ISPs more. Thus, one of the most critical targets
for network caching is video traffic, and it is shown in [22]
that the popularity of Video on Demand (VoD) content does
not change within a day. Moreover, it is stated in [23] that
routing tables are quite stable for at least 2/3 of the paths
on the Internet in a day. Therefore, the lengths of the frozen
period can be in the order of hours but less than a day.
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FIGURE 4. Hit ratio of cache 2 under LRU when cache 1 is managed by
LRU, LFU and FCO.

The design space of cache policies and triggering con-
ditions for freezing caches are wide open. At the baseline,
a cache is assumed to be empty when entering the active
state. Transitioning the cache to the frozen state has already
cached C distinct newly arrived data chunks. This baseline
mechanism is named FCO (Frozen-Cache version 0). When
a node is in the Active state, the LRU replacement policy is
used as it is the widely accepted policy in practice.

Considering the simple topology in Figure 1 with 7 equals
to the arrival time of 5 x 10* requests, a comparison plot of
hit ratio of cache 2 when LRU manages cache one, LFU, and
FCO cache policies are provided in Figure 4. It is shown that
FCO outperforms the other two policies when the cache size
is small compared to the catalog size. One important reason
is that FCO reduces the filter effect for the incoming request
to the cache of router two compared to the other two policies.
When cache size is small, maybe even the optimum cache
policy cannot perform well as the data inside the cache does
not stay long enough inside the cache to get hit.

Although LFU, in general, outperforms both LRU and
FCO for stationary traffic, the cost of its implementation is not
negligible. Moreover, it fails to adapt itself with a high rate
of change in content popularity. Nevertheless, because of its
high-performance profile, we will compare its performance
with our general design of the Frozen-Cache algorithm in a
later section and show they are comparable.

For further explanation on the effectiveness of Frozen-
Cache on the hit rate of subsequent caches, we investigate
one of the structural characteristics of the inbound traffic, i.e.
reuse distance [24] on cache 2. Reuse distance is defined as
the number of distinctive requested data chunks between two
consecutive requests of the same data chunk. If the number of
requests defines the notation of time, reuse distance naturally
measures the temporal locality of reference of data chunks.

From Figure 5, FCO has smaller average reuse distance
compared to LRU and LFU, especially when C is smaller
than the catalog size N. Intuitively, Frozen-Cache keeps a
stable working set of content and bypasses some popular
content for the subsequent cache. Consequently, it makes
the reuse distance of the outbound workload smaller and,
therefore, provides a more substantial locality of reference
for the subsequent cache’s inbound workload.
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FIGURE 5. Comparison of the reuse distance of cache 2's inbound
workload when cache 1 uses LRU, LFU and FCO.

C. FROZEN-CACHE VERSION ONE

In the baseline mechanism, FCO changes the cache state from
active to frozen state when C distinct data chunks arrive.
However, there is a concern when round trip time (RTT)
between the cache and the content provider is not negligible.
We need to reserve slots for the first C distinct requested
content such that a newly popular content gets into cache
before the cache goes to the frozen state because RTT passes
before a newly popular content (not present in the cache)
gets received by the cache. This constraint might be unfair
and prioritize content closer to the consumers over content
located at further nodes. To rectify the problem, FC1 makes
sure that it has the original C distinct requested content and
then transitions to an active state.

The same simulation setup in Figure 1 assesses the algo-
rithm with dynamic content popularity. The popularity index
is changed every X random amount of time. X is an exponen-
tial random variable with a mean 50 seconds. The change of
popularity rank (1 to the catalog size 1000) is determined by
a geometric random variable with mean 20 (p; = 0.05). The
analysis is based on the stand-alone cache, and the experiment
ran 10 times, each lasts for 2 x 10° seconds.

Figure 6 shows the cache hit ratio under LRU, FCO and
FC1 when the RTT varies along the x-axis. The cache size
equals to 50 and 100 in the up and down sub-figures, respec-
tively. We observe that all three policies achieve the same
cache hit ratio under zero RTT. When RTT increases, the hit
ratio under LRU sharply drops till RTT is smaller than the
cache characteristic time [25], which is defined as the maxi-
mum interarrival time between two consecutive requests for
a chunk without a cache miss. Although the hit ratio under
FCO increases with small RTTs, as RTT advances, it sharply
drops. The analysis of the two sub-figures reveals that with
smaller cache sizes, the performance of the cache is more
susceptible to larger RTTs. Nonetheless, with FC1 the cache
hit ratio is not sensitive to RTT variation.

D. FROZEN-CACHE THAT FILTERS ONE-TIME REQUESTS

FC1 caches the first C distinct requested chunks regardless
of their RTTs, and therefore, it adapts to the popularity
changes. Nevertheless, prior works studying web [26] and
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(a) FC2 without feedback (b) FC2 with feedback

FIGURE 7. State transition diagram of the FC2 policy.

video workload [27] show that up to 50% of the data appear
only once during a caching period. Hence, caching them is
futile.

To filter out these one-time requests, we add a rule
in FC1 policy to cache C district hit chunks rather than
requested chunks to create version two of our policy (FC2).
FC2 guarantees that any chunk cached in the frozen state had
received a couple of requests during the previous active state.
Thus, the frozen chunks are not one-timers.

An intermediate stage is added to the system to achieve
the goal. In Figure 7, a cache makes the transition to stage
As when all cached data chunks receive at least one request.
By the second request, the cache transitions to the frozen state
(i.e., with one request stage of the active state changes and
with another request (hit), the state transitions from active
to frozen). To support the idea, the replacement policy is
modified only to evict data chunks that have received zero
requests.

Figure 7 illustrates two variations of the state transition dia-
gram of the FC2 policy. The one on the right has a feedback
transition from stage A, back to stage A;. This feedback is to
reset the system’s active state, which is triggered by a time-out
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FIGURE 9. Comparison of the hit ratio of cache 1 when cache 1 is
managed by LRU, LFU, FC1, FC2 and FC3.

event similar to the triggering condition from the frozen state
to the active state. The version with feedback can be seen
as a generalization of the version without feedback. When
the time-out value is set to infinity, the two versions become
equivalent. The system without feedback gets stuck in stage
A, for too long before capturing C hit chunks and entering
the frozen state. To make the cache policy adaptable to the
variation of content popularity, the same period of T is set for
the time-out from stage A to Aj.

In general, FC2 can be extended to a policy that maintains
n stages in the active state, as shown in Figure 8. In particular,
FC1 can be regarded as a special case where the active state
only maintains a single stage; and therefore, we call such a
policy that maintains 7 stages in the active state as policy FCn.
The same experimental settings described in Section III-C is
used to assess FCn. Figure 9 plots the hit rate of the first cache
managed by LRU, LFU, FC1, FC2 and FC3 under various
cache size C. It shows that FC2 and FC3 obtain a higher hit
rate than LRU, FC1, and LFU. These results indicate that
FC2 can capture popular chunks and adapt to the changes
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in the traffic pattern. Moreover, the figure shows that increas-
ing the number of stages of n from 1 to 2 effectively improves
the cache hit rate. However, this improvement is negligible
by further increasing n to higher values. Another observation
is that increasing the number of one-timer requests reduces
the overall performance of the network of caches. Besides,
as mentioned earlier, Frozen Cache policy reduces the incom-
ing rate of the data packet to the cache, and that specifically
helps when the size of the caches is small.

Figure 10 plots the cache hit rate under LRU at the second
cache while the first cache is managed by LRU, LFU, FCl1,
FC2, and FC3. It shows that the second cache obtains the
highest hit rate when the cache policy of the first cache
is LFU. Since LFU does not perform well when content
popularity is changed, some popular content is captured by
LRU at the second cache.

E. IMPLEMENTATION HIGHLIGHTS

To capture the first C distinct data chunks passing by a router,
one extra bit, called Reference Bit (RB), is required per cache
slot. RBs are all unset at the beginning. When a data chunk
at a cache slot gets hit, its corresponding RB will be set. Like
Clock (second chance) replacement policy, newly arrived data
chunks can be replaced only with the slots whose reference
bits are unset. As a result, to move forward from one stage of
active state to another stage, the triggering condition is to have
all the RBs set. RB in FCO is set, when writing new content,
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FIGURE 11. Definition of closeness based on various paths.

or when the content in slot hits. In FC1, the reservation is
made only by one counter set to zero when a cache transits
to the active state. Whenever a request gets missed, and it is
forwarded to the content provider or when the content in a slot
with an unset RB gets hit, the counter gets increased until it
reaches C. After that, the cache only sets a slot RB by writing
content. This implementation is sufficient for FC1, but for
more intermediate stages, every cache slot needs [log(n)] + 1
bits to implement FCn. The value of extra bits of each slot
indicates the number of cache hits for the slot.

IV. COORDINATED FROZEN CACHE
As stated in Section III, frozen cache policy enhances the
cache hit rate of subsequent caches. However, a local cache
management in a network of caches increases the redundant
copies of data chunks at different nodes. Data redundancy
wastes the overall cache space in the network so that the
hit rate of the network of caches drops. To overcome the
problem, a lightweight coordinated scheme is introduced in
the following subsections. It is shown that the coordinated
scheme, together with FCn, highly improves the performance
of the network.

To introduce the policy, first, some notions need to be
defined:

Path: is a set of routers and links to connect a consumer
group to a content producer (or content publisher).
Closeness: is [ Tiop distance ,; e comsumer ]+ 1 is calculated
by the arrival of a request at a router. The higher the
number, the closer the router to the consumer.
Redundant Data: is the presence of multiple instances

of a data chunk alongside a Path.

For instance, there are three distinct paths in Figure 11
illustrated by different patterns and colors. Pathl consists
of routers {1,3,4} that connects consumersl to the pro-
ducer2. Path2 involve with routers {2, 3 and 4} to connect
consumers2 to the same producer2. The final path, path3,
is the opposite of pathl and connects consumers3 to the
producerl through routers{4,3,1}.

Closeness for every path that a router belongs to should be
calculated. For example, the closeness of router 4 regarding
path3 is 1 while this value is % concerning pathl and path2.

Redundant data is usually considered a waste of caching
space unless the same copies of data are cached at different
Paths. For instance, upon requests from consumers 1 and 2
for data X at producer2, the data is cached at all four routers
in Figure 11. In this example, the copies of the data at routers
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1 and 2 are not Redundant Data as they are at different paths
and can be used by a different set of consumers. However,
the other two copies of X at routers 3 and 4 are redundant.
Because all of the requests generated by consumers 1 and 2
are served by routerl and 2, respectively. We try to reduce the
wasteful data redundancy.

A. DESIGN GOAL AND PRINCIPLE

The primary goal of the coordinated caching policy is to
remove Redundant Data in a path. In this regard, the coor-
dinated policy must ensure that only one router in the path
between the requester and the source of the content caches
the data chunk. Equally important, the policy should decide
on the location where the data chunk should be cached.
Intuitively, to meet the users’ expectation, content should be
cached at the closest router to the consumers. However, as the
cache space is extremely limited at each router compared
to the catalog size of data passing by a router, the design
principle is to increase the probability of caching popular
content at the routers with higher closeness. Recall that under
the FCn framework, each data chunk in a cache has to pass
through n stages before getting frozen, and this is equivalent
to get n requests/hits. Thus, from any router’s perspective,
the instantaneous popularity of a requested chunk can be
measured by its current state, i.e., the number of hits accu-
mulated in the active state. If a router is at stage i in the active
state, to proceed further into stage i + 1 or eventually the
frozen state, this router wants to cache content chunks that are
popular enough for it, i.e., chunks that have been requested for
at least i times, possibly from other routers in a coordinated
environment.

Based on the above design goal and principle, Algorithm 1
describes an implementation of the coordinated scheme. The
algorithm is used by a router to process arriving requests
of data chunks. The router, first, looks up its cache for the
name of the data chunk (a.k.a. X). The return value from the
cache is either a hit or a miss. In case of a miss, a message
is added to the request packet indicating that the router will
cache the data chunk if the data chunk at its origin is in
stage A; (i.e., has received j hits). The origin can be a cache
of another router or the content publisher. The value of j
reduces as the closeness of the router in the path decreases.
For instance, at the edge router with FCn policy, only contents
with j = n are cached; while, the last router in the path (next
to the content publisher) caches content with j = 1. After the
message is prepared, the request will be forwarded according
to the routing information provided in the FIB table.

If the outcome of searching the cache is a hit, the data
chunk will be returned to the requester using the information
of that packet in the PIT table. However, to eliminate data
redundancy, the router checks if another router in the return
path is willing to cache the content. It is done by matching
the hit value of the content in the cache against requested
Aj values for the routers in the message. If such equality
exists, the data chunk evicts from the cache of the current
router.
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Algorithm 1 Coordinated Caching Scheme

Result: Send Data x if Hit, Forward msg if Miss

msg < Request for Data x is arrived;

if x is not in current Cache then

msg < msg + This router will cache x if it has got
A;j hits;

Path < FIB(msg.address);

Send(msg, Path);

else
Path < PIT(msg.address);
routersToCache «— msg.ToCache;
msg <Data(x);
if routersToCache != empty then
hit < Data(x).numberOfHits;
if Max(routerToCache.hit < hit) # 0 then
Evict(x);
msg.ToCache < Ap;s;

end if
end if

Send(msg, path);
end if

B. FCn WITH COORDINATION

With coordination, candidates to cache a content add
extra information (current active stage of their cache) in
the requested packet’s header. Based on this information,
the router or the content publisher that serves the request
specifies which router should cache the content. Augmenting
coordination into FCn, requires an extra vector of n Boolean
fields A =< A1, A, ..., A, > inthe header of the requesting
packets. Initially all elements of the vector are reset to 0
(A1 = Ay = ... = A, = 0). A request packet along the path
toward the content publisher might visit a router that does not
have the cache’s content but is willing to cache it when a data
packet arrives. Such a router sets the value of A; that matches
the active stage of its cache to one. The router that sets a
field of the vector is called marker. The action of changing
the field is called marking a request. When a request packet
reaches the content publisher or arrives at a router with the
content in its cache, the vector A will be investigated for non-
zero fields. Among them, the field with the most significant
Jj value, which is smaller than the current active stage of the
router’s cache, will be selected as the proper caching node
for the content. The reason is explained through an example
below:

Suppose when a router receives a request packet, its cache
is in stage A,,. Let say j is the smallest index of vector A that
has been marked, i.e.,j = min{i : A; > 0}. The request packet
might either get its data from cache or not (hit or miss):

« Cache Miss (Marking Rules) Depends on the value of
J» the router might react differently:

Jj = 0: the vector is in its initial stage. Thus, none of the

routers in the path before the current router are

interested in caching this content. Therefore,
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this is the closest router to the consumer that
might cache the content.

Jj > m: there is at least one router with higher closeness
value in the path that is interested in caching the
content if and only if the content has received
A; hits at its origin. So, if the content is not
popular enough to satisfy the upstream route
requirement, this router can cache it. The cur-
rent router marks the request packet and leaves
the decision of where the content should be
cached to the destination node.

Jj < m: there is another router with higher closeness
value that is interested in caching the content.
Therefore, the current router gives up caching
the content due to its less closeness rank and

forwards the packet unchanged.
Marking rule has an inherent characteristic that the

marker, which marks a higher A; field, has higher close-
ness value.

o Cache Hit (Caching Rules) FCn operates normally if
the request hits the content in the router. Thus, the state
of the content becomes A+ 1. To prepare the data packet,
the node that will cache the content should be deter-

mined at this stage.
Jj = 0: the vector is in its initial stage. Thus, none

of the routers in the path before the current
router are interested in caching this content.
The content would not be evicted from the
current cache.

j > m+ 1. the content in the cache has not received
sufficient hits (i.e., it is not popular enough)
for any routers in the path. Consequently,
the router returns the data packet and keeps
the content in its cache. None of the routers
will cache this content along the reverse
path.

Jj <m+ 1: there exists a router that accepts the content
to cache when it is at stage A, 1. In this case,
to avoid data redundancy, this router evicts
the cache’s content even if it is in the frozen

state.
When the request reaches the content publisher, and assum-

ing the content at the publisher is always at the initial active
stage A1, the stage of the content is set to A;.

V. PERFORMANCE EVALUATION

We implemented the frozen cache with coordination in
NDNsim [12], [13] simulator to evaluate and compare it
with other well-known caching schemes. This section first
explains the simulation setups, including traffic generation,
metrics, and topology. The section follows the simulation
results and their analysis.

A. EXPERIMENTAL SETTING

1) BENCHMARK SCHEMES

The performance of Coordinated Frozen Cache policy is eval-
uated using five real and well-known cache policies which
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are: Leave Copy Down (LCD), Move Copy Down (MCD),
Leave Copy Everywhere (LCE), CCndn and UNI. They all
are applicable in the ICN context and representatives of a
wide range of existing schemes. In LCD [28], a data chunk
on its way back to the consumer is written only into the first
cache after the node that it gets hit. LCD is a representative
for [11] because it writes the missed content in the network
to the farthest router from consumers and moves the content
toward the consumers. Similar to LCD, MCD writes the
content only into the very first cache in the return path,
but it evicts the content from the origin cache. Therefore,
MCD reduces data redundancy compared to LCD. LCE is
universal caching, and due to its simplicity it is used as the
baseline of comparison by many schemes [11], [29], [30].
The main idea behind CCndn (CCndnS) is to spread every
data object in the routing path between the consumer and the
producer. CCndn breaks data into several segments to place
each segment in one router. Since the algorithm at the content
publisher determines which segment(s) should be cached in a
router, searching other routers’ cache for the segment can be
escaped with CCndnS. CCndn tries to increase data diversity
at each node and engage the core routers more in the caching
process by letting them cache a piece of some popular data
object. Thus, like most of the cache policies, every piece of
data definitely will be cached somewhere in the network with
CCndn. However, all nodes might be at freezing state with
the frozen-cache policy when some data chunks pass through
them, and these data never placed in the network. Besides,
the frozen-cache policy is not a deterministic caching scheme,
and data cannot be assumed to be cached in any specific node
(unlike CCndnS). Moreover, with frozen-cache policy each
router individually determines which data should be cached
at the router based on its current state. Whilst, this is the
content publisher for CCndn that determines which router
is responsible to cache which data chunk based on its hop
distance to the requesters. Finally, UNI used in [11], which
caches each content with a probability inversely proportional
to the number of hops between the consumer and the cur-
rent location of the content. The UNI is a representative of
schemes, such as [29], that writes a missed content only in
one of the routers on the return path to the consumers.

2) PERFORMANCE METRICS
There are 6 performance metrics used in this study to cover
different perspectives from consumers to ISPs.

[i] System perspective metrics, represent the performance
of the network in its entirety:

1) Overall hit ratio, H, is defined as H = g"r’;q,
where Y req is the total number of requests entered
the network and Nj;; (i.e., Network hit) is the total
number of cache hits from all routers,

2) Hp, average edge routers hit rate,

3) Hc, average core routers hit rate.

[ii] Consumer perspective metric, is related to content
access time:
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4) Average content download time, D, that represents
the average latency that consumers experience in
downloading contents.

[iii] ISP perspective metrics, are related to traffic intensity
and cost:

5) Traffic reduction ratio, y, is defined as y =
%, the fraction of traffic with and without
caching capacity in the network.

6) Average eviction rate per cache slot, 8, is defined
as f = ﬁ where E is the total number of
evictions in the network, S is the total number of
cache slots in the network and T, is the duration
of simulation time. 8 can be a good estimation of
the energy consumption of caching components in
the network.

B. ISP TOPOLOGY CAPTURED BY RocketFuel - REQUEST
GENERATION

AboveNet, an extensive transit ISP with 6461 Autonomous
Systems, is the topology used to assess the performance of
the CFCn algorithm. This ISP has 25 edge routers and 77 core
routers. All 25 edge routers and 25 of the randomly selected
core routers are connected to the content publishers (sources
of data). There are three different traffic types generated in
this network: i) Video Streaming, ii) Web, and iii) file sharing.
The size of each traffic pattern is set based on predicted future
traffic [31]. The average size of video streaming is set to
2000 data chunks; the web traffic has the average content
size of 100 data chunks; file-sharing has an average content
size of 600 data chunks. All of the content sizes are generated
based on the geometric distribution [32]. That makes the cat-
alog size of the network around 2 x 107 data chunks in total.
The consumers generate content requests based on Poisson
distribution with an average rate of 250 requests per second.
Prior work [33] has shown that the session level of Internet
traffic is well modeled by Poisson distribution. Moreover,
a window-based request generation at the packet level on the
consumer side is used. In this window-based system, request
generation starts with w = 1 and uses TCP rules, such as
linearly increasing the window size by receiving a data packet
and dividing window size by half for each packet loss. The
popularity of the content follows the Zipf distribution with a
slope of one (¢ = 1). The index of file popularity changes
with rate A, = 0.00066 (period of 1500 seconds) and it is
determined by a geometric random variable with mean 20
(ps = 0.05). Doing that, the location of the popular files
dynamically changes through time. The simulation time is set
to 6000 seconds, and we run each simulation setup ten times.
The frozen period T for both CFC1 and CFC2 is 700 seconds.

1) PERFORMANCE UNDER VARIOUS CACHE SIZES

Hit Ratio: Figure 12 shows that in general, CFC2 has the
highest overall hit ratio of H. Because CFC2 obtains the
highest hit ratio Hg at the edge routers and has a compara-
ble hit rate of Hc at core routers. CFC2 outperforms LCD
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because it brings data closer to the consumers (i.e., prioritizes
routers with higher closeness). In Figure 11, the edge router
4 caches more content from path three than the other paths
under CFC2.

One important result from Figure 12 is that, CFC2 obtains
the highest cache hit rate under small cache sizes, regardless
of whether it is an edge router or a core router. This area of the
curve is more interesting, as catalog size passing by a router
increases rapidly while the cache size remains constant. The
cache hit rate at core routers drops for CFC2 is that the fixed
frozen period of 700 seconds is insufficient to stabilize the
cache state when the cache size increases.

Comparing the proposed algorithm with CCndn - the
newest cache policy compared to the other policies - shows
the superiority of CFC2 over CCndn and all other policies
when the overall hit rate is considered. However, CCndn
is performing slightly better than the rest of the policies
at the core of the network. Unlike the other policies that
significantly improve the performance of the edge routers, for
CCndn there is no difference between edge and core routers,
and the slight improvement at the core routers is due to the
more significant number of traffic passing through the core
routers.

Average Content Download Time and Traffic Reduction
Ratio: Figure 13 shows that CFC2 significantly reduces con-
tent download time and provides the traffic volume reduction
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around 30%, more than other schemes. MCD shows the least
improvements in these regards as it removes the popular
content from the router that could be an edge router for other
consumers. CCndn improves the performance of the core
routers, and that is the reason it is more successful than other
policies (except CFC2) to reduce traffic load.

Average Eviction Rate Per Slot: Figure 13 also shows that
as a trade-off, by using CFC1, the average eviction rate can
be decreased up to 4 orders of magnitude, which could help to
save the energy consumption in ICN routers. In CFC2, each
cache keeps replacing the contents until capturing C contents
that get at least one hit. On the other hand, each cache in
CFCl1 can stop replacing after capturing the first C distinct
contents (either they get hit or not). Therefore, CFC2 replace
more content but obtains more popular content compared to
CFCl1. Since CCndn considers only a fraction of content to
cache at each router, the router’s catalog size is smaller, and
the incoming data rate to the router is less than most of the
algorithms. Therefore, the data eviction rate for that is lower.

2) PERFORMANCE VERSUS POPULARITY OF CONTENTS

To test the performance of the frozen cache under vari-
ous content popularity, we also use a constant cache size
of 1000 chunks and change the « parameter of the Zipf
distribution from 0.7 to 1.2. Figure 14 depicts a similar trend
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under these scenarios. As CCndn promised, it improves the
core routers performance whilst, CFC2 wins overall network
hit rate.

VI. RELATED WORKS

Caching at Application-level, to reduce traffic load on the
links, and to lessen content access time for clients, has
been studying and developing for many years [34]. How-
ever, Content-Centric Networking [2], [35] was one of the
pioneers to propose a practical scheme to utilize cache at the
network level. This networking paradigm has been growing
vastly in terms of applications such as, smart homes [36],
ad-hoc networks [37], [38], vehicle applications [39]-[41],
wireless sensor networks [42], [43], IoT (Internet of Things)
[44]-[49], connectivity of mobile networks [50], [51], etc.
However, the main advantage of CCN or, later, NDN (Named
Data Networking) [17] lies in its compatibility with the cur-
rent infrastructure. A tunneling method to run NDN on top of
TCP/UDP protocols is proposed in [52].

Since then, one crucial trend of studies is measuring and
improving the performance of a network of caches working at
network level.! One reason NDN’s default en-route caching
strategy leaves the core caches cold lies in the lack of cache
diversity, i.e., the core contains copies of the content at the
edge. One way to reduce this redundancy is for the caches
to run some coordination protocol [34], [53]. The coordi-
nation may require the measurement of content popularity
[54]-[56]. Such schemes increase traffic overheads, add com-
plexity to the routers, and may not adapt fast enough to
changes in popularity.

We classify ICN coordinated caching schemes in two cate-
gories. The first category either imposes high overhead such
as measuring the frequency or makes impractical assump-
tions, such as having a holistic view of the network. Although
these works give us a better understanding, they are not practi-
cal due to the technology’s current limits, such as lack of fast,
inexpensive, and plentiful memories. For instance, algorithms
proposed in [16], [57] change the default route of requests by
looking at the state of the neighboring caches. Therefore, each

! The main difference between caching at Application-level and Network-
level is in the formation of the topology. Unlike Network-level caching,
Application-level caching can define an arbitrary topology.
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cache must maintain extra information about its neighbors’
content to update them about how its cache state changes
periodically. The updating communication overhead depends
on the cache update rate, which is high due to the small cache
size of an ICN router compared to the total content available
on the Internet. Breadcrumb is a well-known idea that is used
to find the best location of the cached node [58]. Still, this
approach requires extra memory to track the history to find a
node with the content.

As another attempt to reduce the complexity of off-path
caching, OpenCache [59] reduces the domain of the cache
collaboration into a smaller group of nodes to share the
most popular content among them. In an innovative study,
a routing algorithm is used to retrieve a copied data in one
of the routers in [60]. Their proposed scheme searches for a
copy of the requested data using probe packets. The probe
packet searches the routers to find the data. However, this
idea works well when there are enough resources in the
network to cache most of the data in many close nodes to the
requesters.

Other coordinated caching schemes with communication
overhead, even with on-path caching, are [15], [61], [62].
In an on-path caching, only nodes on the routing path
from content publishers toward consumers are considered for
caching content.

We are looking for a scheme to improve the performance
without adding extra traffic overhead and expect minimum
additional complexity at routers. Ideas like those presented
in [9], [10], [62] require each router to measure the access
frequency, which imposes processing overhead to the ICN
router.

The second category has low overhead and does not
rely on impractical assumptions. For example, [11], [29]
proposed easy-to-implement coordinated caching schemes.
WAVE, the scheme proposed by [11], determines the number
of packets that should be cached by measuring the content
popularity in the producers. However, measuring popularity
at the producer may not be very accurate because of inter-
mediate caches. On the other hand, the authors in [29] pro-
pose a probabilistic in-network caching scheme. The scheme
considers three parameters to calculate the probability to let
the content be accepted in a cache: the total cache size in the
path from consumer to producer, the number of hops from
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the previous location of the content, and the number of hops
to the consumer. Their idea for probabilistic caching could
be useful, but their evaluation is limited to the hierarchical
topologies.

Although it is widely believed that popular content must
be cached at the edge of the network and less popular at
the core routers [63], the introduction of an optimal cache
allocation in [64] defies this belief. Wang et al. formulated
the problem as a linear program to maximize the benefit
of caching, equivalent to hop distance minimization. Their
finding emphasis that for a heterogeneous topology, a system
tends to cache content at core routers, and for a homogeneous
topology, content is pushed more toward the edge routers.
In this regard, studies like [63], [65], [66] illustrate the benefit
of distributing an object through multiple caches and reducing
the download time by a parallel download scheme. These are
the most relevant studies to our proposal regarding reducing
content correlation among routers. However, there are some
subtle differences. First they do not consider content popular-
ity in their caching. Frozen-cache assumes that LRU captures
the popular file during the active state of the cache. Second,
the frozen-cache idea does not force content in a cache to be
replaced when the cache is in the frozen state. Third, frozen-
cache improves the performance of the edge router which is
very precious to the end-users. Besides, our scheme achieves
the same distribution goal with a minimum required explicit
coordination.

Using local content popularity with pre-filter queues to
filter out popular content is proposed in [67]. Since measuring
popularity at a local node is a waste of resources, a global
popularity measurement is proposed in [68]. Although they
have an excellent idea of caching the most popular content at
the core router where they can get more hits from more poten-
tial requesters, using Zipf distribution at all routers to assess
content popularity seams, not a right approach. As mentioned
earlier in this paper, cache hits at downstream routers change
the popularity patterns at upstream routers.

In another popularity-based approach to reduce redun-
dancy that is inspired by web caching, an age-based coop-
erative caching scheme is proposed in [15]. In their design,
popular content that is cached in routers closer to requesters
receive larger age values. In this way, they push the popular
content closer to the clients. Like the other caching proposals,
measuring popularity is not a straightforward task. Another
example of measuring popularity with breadcrumbs is pre-
sented in [58]. The paper uses the content popularity to cache
them closer to the requester and cache less popular content
further from the clients. Caches are using the Betweenness
Centrality idea to determine whether to cache content or
not. This paper not only has the limitation of an impractical
way of popularity measurement, but the cost of calculating
betweenness centrality is not negligible. As examples of
other researches that cannot be applied here are: Multifactor
replacement [69] that uses semantic information provided
in the packets to find proper data for a request. Aiming at
the ToT domain, a request can be satisfied by other data
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with some errors. In an off-path caching, data can be cached
anywhere in the network. Ideas like using hash function
[70]-[72] to find a proper cache to locate the content, inter-
feres with the default routing algorithm of NDN and decou-
ples it from TCP/IP. A similar trend that requires modifying
the routing algorithm is proposed in [73]. The paper proposes
a controller to rout packets toward the content. In another
approach, Xiaoyan et al., in [74] network coding idea along
with multipath routing to locate and find data in an off-path
router. However, using multipath routing in this way increases
the traffic load of the network. A similar idea of network
coding for multipath off-path caching is presented in [75].

An application specific caching scheme is proposed
in [76]. The algorithm targets the Video caching application
for the purpose of energy efficiency in cognitive content
centric networking.

VIi. CONCLUSION AND FUTURE WORKS

We proposed frozen cache policy a new way to manage a
network of caches to achieve a high cache hit rate and reduce
the filtering effect. We achieved those goals by uniformly
distributing requests to all caches. In our proposal, content
in a cache is frozen to prevent them from being replaced.
That forces the other content to be cached in another node
and gives them a chance to cache some popular content.
We showed that our basic idea of frozen cache policy has
the same hit ratio as LRU, which can be modified for a
higher hit ratio, and can be used in a coordinated fashion for
a network of caches. Our coordinated frozen cache scheme
obtains an improvement of 7 times of overall hit ratio for
small cache sizes and up to 25% for large cache sizes, and
decreases the average number of evictions per cache slot by 4
orders of magnitude. Besides, our scheme reduces the average
content download time up to 10%, traffic reduction ratio
up to 26% compared to existing coordinated schemes with
low overhead. Future directions include the design of new
triggering conditions for frozen cache for new objectives such
as minimizing the Inter-ISP traffic and combining our scheme
with the works that consider the content in the neighbors’
caches. We believe frozen cache policy suits such schemes
as it needs minimal cache updates.
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