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ABSTRACT In this study, the problem of guiding a small fixed-wing unmanned aerial vehicle (UAV)
toward a predefined horizontal path is studied. A stable nonlinear guidance law, which is a function of
the inertial positions and velocities of the UAV and the predefined path, is designed using Lyapunov
stability arguments. The concept of the nonlinear model predictive control (NMPC) technique was applied
to optimize a key parameter of the guidance law to improve the performance of the controller (PFC_NMPC),
where the stability of the relative nonlinear system is maintained. The proposed method was verified in the
MATLAB/Simulink environment to realize following the straight-line, square and circular paths. The path-
following performance of the proposed method is compared with those of the guidance laws with parameter
fixed (PFC) or tuned by fuzzy logic (PFC_FL).With the predictive ability, the proposedmethod canmake the
UAV fly more on the desired square and circular paths than the other two methods, PFC and PFC_FL. The
error overshoot by using PFC_NMPC is much smaller than those by using the PFC and PFC_FL methods
in the presence of wind at 8m/s.

INDEX TERMS Path following, small unmanned aerial vehicle, Lyapunov stability, parameter optimization,
nonlinear model predictive control.

I. INTRODUCTION
In the past two decades, the autonomous capability of
small fixed-wing UAVs has been greatly developed [1].
UAVs have been widely utilized in military, civil, and other
fields, such as military reconnaissance, aerial mapping, smart
city traffic management, high-voltage line inspection, and
polar environment detection [1]–[3]. Currently, advanced
control topics, including coordinated control [4], swarm con-
trol [5], [6], obstacle avoidance [7], and path planning [8],
are still attracting a large number of researchers to carry out
theoretical analysis and experimental verification of fixed-
wing UAVs. To realize these advanced control technologies,
it is very important that the UAVs have the ability to track
a predefined trajectory or follow the desired path accurately.
Unlike trajectory tracking, which requires the UAV to arrive
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at a particular location at a certain time, the UAV needs to
follow a predefined geometric path with any feasible speed
while using the path-following technique [1]. This reduces
the difficulty of controlling and saving energy [9].

Many studies have addressed for the path following of
small fixed-wing UAVs in the literature. The approaches to
realizing the path following include the linear and nonlin-
ear techniques. While designing the linear path-following
controller, proportion-integration-differentiation (PID) and
linear quadratic regulator (LQR) are two common meth-
ods. In [10], a PID-based common path-following algo-
rithm was demonstrated. Several controller comparisons for
autonomous railway following with a fixed-wing UAV have
also been presented [11], where the base PID method was
the worst performing controller. Although the PID struc-
ture is simple, the PID controller has little robustness to
environmental disturbance. In [12], a PID controller with
a feed-forward part was adopted to realize the tight path
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following of a UAS. The traditional PD method, together
with the disturbance accommodating control (DAC)-based
observer, has been applied in the outer-loop controller to
produce the commands for the rotational controller [13].
However, the DAC-based observer needs the actual models
of the UAV. A modified genetic algorithm was applied to
optimize the parameters of PID controllers to achieve bet-
ter path-following performance [14]. However, the genetic
algorithm requires more calculation as the generations and
population size increase.

By linearizing UAV dynamics with respect to the desired
heading, the LQR method was applied to generate the guid-
ance law for the UAV to follow the straight-line and circu-
lar paths respectively [15]. While using the LQR method,
the assumption that the difference between the heading angle
and the desired path angle is close to zero was adopted. The
effectiveness of the method cannot be guaranteed if the initial
heading of the UAV is far from the desired path angle. With
the combination of the UAV’s lateral linear dynamics and the
derivatives of the cross-track and heading errors, Lee et al.
used the LQR technique to generate the control laws for
the aileron and rudder directly to make the UAV follow the
desired straight-line or circular path [16]. However, the UAV
should work near the trim conditions, and the heading and
cross-track errors should also be relatively small to make the
system stable.

With regard to nonlinear control of path following, intel-
ligent control techniques, including the fuzzy logic, neural
networks, and reinforcement learning, have been studied. The
Takagi-Sugeno fuzzy model was used to generate the desired
route heading in the horizontal plane, which was realized
in the Hardware-In-the-Loop (HIL) simulations of following
predefinedwaypoints [17].With the linear combination of the
results of the convolutional neural network for head direction
control and the lateral offset, the yaw rate command was
determined to follow the trail path for the UAV [18]. In [19],
the authors applied a deep reinforcement learning approach
to generate the desired yaw angle for the inner loop con-
troller. The good path following simulation results verified
the effectiveness of the methods. However, the stability of
these path-following methods has not been proven.

Most of the stable path-following control methods were
designed based on the Lyapunov stability theory. The vec-
tor fields, nested saturation, backstepping, and sliding mode
techniques are applied to generate the guidance law for
the UAV to follow the desired planar or three-dimensional
paths in the sense of Lyapunov stability. In [20], the authors
used the sliding mode approach to render the sliding sur-
face, which is constructed by the concepts of vector fields
surrounding the desired path. Horizontal straight-line and
circular path following were realized in the actual flight
experiments. Considering the input constraints, the nested
saturation technique was adopted to generate the guidance
laws for the UAV to follow a predefined path [1], [21]. The
adaptive vector field was designed by addressing unknown
wind and unmodelled course angle dynamics [22]. In [23],

the authors presented approaches with a combination of the
vector field approach and input-to-state stability to realize
the curved path following of a UAV. The guidance laws for
following the planar and three-dimensional curved paths were
designed using conservative, solenoidal, and tangent vector
fields [24], [25]. While considering the dynamics of the UAV,
the backstepping technique can effectively transfer the vir-
tual control variables between the kinematic and dynamic
models. Backstepping and parameter adaptation techniques
were applied to generate the roll angle command for the path
following of the UAV [26]. An adaptive control strategy is
developed to follow the trajectory in the presence of wind,
where the design of the controller is based on the backstep-
ping technique [27]. In addition, the familiar pure pursuit with
line-of-sight (PLOS) [28], nonlinear guidance law using the
virtual target point (NLGL) [29], and the Lyapunov-based
3D path- followingmethod [30], etc., have also been designed
and applied in UAVs. The stability of these controllers is
guaranteed by the Lyapunov stability criteria. It can be seen
that the path-following guidance laws designed based on the
Lyapunov stability theory are very attractive. The relative
structures are simple and easy to implement in the autopilots.
However, in the process of using the Lyapunov stability cri-
terion to design the path-following controller, the parameters
of the controller are usually fixed to ensure the stability of the
closed-loop system. The choice of parameters directly affects
the path-following performance of aircraft under different
initial states or wind disturbances, such as overshoot and
stability time [31].

Nonlinear model predictive control, also referred to
as receding horizon control, has been applied to solve
the path- following problems with input and state
constraints [32]–[38]. In some applications of NMPC for
high-level control of UAVs, they have satisfactory path
following performance. However, the relative closed-loop
stability cannot be guaranteed [32]–[34]. Yang et al. used
the NMPC method to follow a desired linear path. Sufficient
conditions were derived to guarantee the closed-loop stability
of the system [35]. An adaptive NMPC that varies the control
horizon according to the path curvature profile was presented
to achieve accurate performance [36]. In [37], an NMPC
scheme for the path-following problem was introduced with
a proof of asymptotic convergence and recursive feasibility,
where a suitable terminal penalty and the related terminal
constraint were also presented. A path- following controller
with obstacle avoidance using NMPC was designed [38].
Specific definitions and sufficient assumptions were intro-
duced to satisfy the stability of the system controlled by
the NMPC feedback law. Because the NMPC technique can
consider the dynamics and kinematics model of the UAV
together with the constraints of state and control variables,
it can generate control laws for the UAV to realize path fol-
lowing. To solve the NMPC path-following problem, the con-
ditions designed to guarantee the stability of the closed-loop
system put forward higher requirements for the optimization
technology. While realizing the open-loop optimization of
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the NMPC problem without considering the stability of the
closed-loop system, the calculation is simpler and relatively
faster. However, it lacks a stability guarantee.

Motivated by the above discussions, it can be found that
the nonlinear guidance control laws designed based on the
Lyapunov stability theory are simple and effective. However,
the parameters of these guidance law are usually fixed. The
uniform optimal path-following performance cannot be real-
ized under different initial states or wind disturbances. In our
previous works [39], a PD-like nonlinear guidance was pre-
sented to guide the UAV toward the predefined straight-line
path. To achieve better path-following performance, one of
the parameters was tuned by fuzzy logic. However, the design
of fuzzy rules is still based on experience, and the best path
following performance cannot be achieved. In this study,
the PD-like nonlinear guidance law is extended to follow a
class of horizontal paths. Because the NMPC technique has
the predictive ability via the finite horizon optimization of
a kinetic or dynamic model to anticipate future events and
take control actions accordingly. the open-loop optimization
of the NMPC technique is used to optimize a key parameter
of the controller to make it adaptive. The proposed novel
nonlinear guidance law adopts both the simple structure of the
basic method and the predictive optimization of the NMPC
technique to improve the path-following performance. The
stability of the proposed controller is guaranteed by Lyapunov
stability arguments. A preliminary version of this paper is
presented in [40]. However, the reference [40] did not address
the nonlinear guidance law for a class of horizontal paths,
the details of the parameter optimization for the straight-line
and circular path guidance laws, and did not include more
simulation analysis under different methods, all of which
appear in this paper.

The main contributions of this study are summarized as
follows: First, a Lyapunov-stability-based guidance law for
following a class of horizontal paths is presented in the Carte-
sian coordinate system. The guidance law for following the
circular path was derived from the UAV’s course and track
angle in the polar coordinate system. Second, a key param-
eter of the guidance law for following the straight-line and
circular paths is optimized using the NMPC technique. The
stability of the guidance system is still guaranteed, whereas
the NMPC technique is only used for parameter optimization.
Thus, the proposed method inherits the advantages of the
Lyapunov stability of the nonlinear controller with simple
structure, and the predictive ability of NMPC. To the best
of our knowledge, this the first time that the NMPC tech-
nique is applied to optimize the parameter of a Lyapunov-
stability-based guidance law. Third, the control results were
compared with the methods when the parameter was fixed
or adjusted by fuzzy logic, which illustrates the effectiveness
and better performance of the proposed control strategies.

The remainder of this paper is organized as follows.
In the next section, the problem description is presented.
In Section III, the guidance law to guide the UAV toward a
class of horizontal paths is presented. In Section IV, the details

of the NMPC technique used to optimize the parameters of
the guidance law for flowing straight lines and circular paths
are presented. The simulation results in MATLAB/Simulink
are presented in SectionV, and the comparison under different
methods is also discussed. Finally, the concluding remarks are
summarized in Section VI.

II. PROBLEM DESCRIPTION
A small fixed-wing UAV equipped with a low-level flight
controller, which can provide altitude- and airspeed-hold
functions, is assumed to be used for path following. The
kinematics of the UAV in the inertial horizontal frame can
be used for controller design:{

ẋ = Vacos(ψ)+Wx

ẏ = Vasin(ψ)+Wy
(1)

where (x, y) is the position of the UAV in the inertial hori-
zontal frame, Wx and Wy are the x and y components of the
wind velocityW , and Va, ψ denote the airspeed and heading,
respectively. By introducing the groundspeed Vg and the
course χ with the relationship shown in Fig. 1, equation (1)
becomes {

ẋ = Vgcos(χ )
ẏ = Vgsin(χ )

(2)

FIGURE 1. Position of the UAV with respect to the desired path and the
relationship among the horizontal groundspeed Vg, airspeed Va and the
wind speed W .

Following [20], with another assumption that the autopilot
can provide the course-hold function adopted, by introducing
the course rate control χ̇ = ucmd , the system (2) becomes

ẋ = Vgcos(χ )
ẏ = Vg sin (χ)
χ̇ = ucmd

(3)

Therefore, the motions of the UAV can be expressed in
terms of the groundspeed and course angle. In the follow-
ing section, the command design is based on model (3).
Because the groundspeed contains information on the wind
velocity, the wind disturbance rejection will be naturally
considered [20]. If the UAV is flying on the desired path,
the groundspeed should always be positive. In the following,
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it is assumed that Vg ≥ Vgp > 0, where Vgp is a given positive
constant. Considering a horizontal smooth path, which can be
described as a continuously differentiable function f :R2→ R
with

f (x, y) = 0 (4)

Following [41], the curve function f (x, y) instead of the
Euclidean distance from the curve is used as the distance
function, that is, d (x, y) = f (x, y). The function d (x, y) can
indicate whether the UAV lies on the curve f (x, y) = 0. The
partial derivatives and the gradient modules of d (x, y) with
respect to x and y can be derived as:

dx =
∂d(x, y)
∂x

=
∂f (x, y)
∂x

dy =
∂d (x, y)
∂y

=
∂f (x, y)
∂y

‖∇d‖ =
√
d2x + d2y

(5)

For some continuously differentiable function
f :R2 → R, the gradient modules of f (x, y) can reach zero
at some points (x, y). If the initial position of the vehicle is
on these points, the guidance may fail due to ‖∇d‖ = 0.
In the following, the flying area of the UAV is defined as
Dint = {(x, y) | x, y ∈ R, ‖∇d‖ ≥ λ}, where λ is a positive
constant.

III. GUIDANCE LAW FOR THE HORIZONTAL PATH
FOLLOWING
For a given horizontal smooth path shown as (4), if the
UAV is flying on the path with the right direction, it should
have the fact that the distance function d (x, y) = 0. Further-
more, the direction of the vehicle should equal the relative
tangent direction of the path. To derive the guidance law for
the horizontal path following, two new intermediate variables
x1 and χ1 are introduced as follows:

x1 = d (x, y)

χ1 =


χ − tan−1

(
−
dx
dy

)
, dy 6= 0

χ − π
2 , dy = 0, dx < 0

χ + π
2 , dy = 0, dx> 0

(6)

From (6), the sine value of variable χ1 can be derived
as sin(χ1) = sin

(
χ − tan−1

(
−
dx
dy

))
= sin(χ) dy

‖∇d‖ +

cos(χ ) dx
‖∇d‖ . Additionally, the time derivatives of x1 and χ1

are: 

ẋ1 =
d
dt
d (x, y) = dx ẋ + dyẏ

= dxVg cos (χ)+ dyVg sin (χ)
= V g ‖∇d‖ sin(χ1)

χ̇1 = χ̇ −
d
dt
tan−1

(
−
fx
fy

)
= ucmd − d

dt tan
−1
(
−
dx
dy

)
(7)

Proposition 1: Consider the kinematic error model of the
path following described in (7). Because Vg ≥ Vgp > 0, then
the control law,

ucmd = −K1 ‖∇d‖Vgfsat (x1)− K2Vg
dx1
dt

+
d
dt
tan−1

(
−
dx
dy

)
(8)

where K1 is a positive constant, K2 ≥ K2p with K2p a given
positive constant, and the saturation function

fsat (x) =


x0, x > x0
x,−x0 ≤ x ≤ x0
−x0, x < x0

with x0 an arbitrary given positive constant, asymptotically
drives x1 and χ1 toward zero. The saturation function fsat (x)
is used to ensure that the UAVwill not fall into an infinite loop
when its initial position is far away from the desired path.

Proof: With the control law ucmd shown in (8),
system (7) can be derived asẋ1 = Vg ‖∇d‖ sin(χ1)

χ̇1 = −K1 ‖∇d‖Vgfsat (x1)− K2Vg
dx1
dt

(9)

Define the domain D = {(x1, χ1)|x1 ∈ R,−π < χ1 < π}.
It can be found that (0, 0) is the equilibrium point for (9)
in domain D. The candidate Lyapunov function V (x1, χ1) is
given as:

V (x1, χ1) = K1

∫ x1

0
fsat (y)dy+

∫ χ1

0
sin(y)dy (10)

It can be found that V (x1, χ1)> 0 on D−{(0, 0)}.
Furthermore,

V (x1, χ1) ≥ 1− cos (χ1) = W 1 (x1, χ1)

V (x1, χ1) ≤
K1

2
x21 + 1− cos (χ1)

≤
K1

2
x21 +

χ2
1

2
= W2 (x1, χ1)

(11)

Differentiating V (x1, χ1) with respect to time, it gets that

V̇ (x1, χ1) = K1ẋ1fsat (x1)+ χ̇1sin(χ1)

= K1fsat (x1)(ẋ1 − ‖∇d‖Vgsin(χ1))

−K2Vgẋ1sin(χ1)

= −K2V 2
g ‖∇d‖ sin

2(χ1)

≤ −K2V 2
gpλsin

2(χ1) = −W3(x1, χ1) (12)

The three functions W1 (x1, χ1) ,W2(x1, χ1), and
W3 (x1, χ1) are all continuous positive definite on D. The
above shows that the equilibrium point (0, 0) is uniformly
asymptotically stable [42], that is, the control law (8) can
asymptotically drive x1 and χ1 toward zero. Thus, under the
guidance law (8), the UAV can reach the predefined path and
then follow it in the right direction.
For nonlinear system (9), the phase trajectory is affected by

the two control parameters k1 and k2. The dynamics of χ1 is a
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FIGURE 2. The structure of the proposed controller.

nonlinear combination of the variable x1 and its differential,
which is similar to a PD controller. The term −K2Vg

dx1
dt

can predict the error trend and correct the error in advance,
which can improve the dynamic performance of the system.
However, if the parameter K2 is too small, the prediction
effect is limited. If the parameter K2 is too large, the differ-
ential action will be too strong, which may cause oscillation.
Thus, the parameter K2 affects the guidance performance of
the UAV. For a UAV flying in a windy environment, the fixed
parameter K2 cannot guarantee the same flight performance.
From the above proof process, it can be found that as long as
the parameter K2 changes in a positive interval, the stability
of the system (9) can still be guaranteed. Considering the
limitation of the turning rate owing to the minimum turning
radius of the UAV, the control input ucmd has constraints
−um ≤ ucmd ≤ um (where um is a positive constant) in this
study. Accordingly, the control parameter K2 is also limited
within the range [K 2,min,K2,max], where K2,min and K2,max
are given positive constants.

As all of the planar curves can be approximated by a series
of segments, and considering the course rate constraint, this
study focuses on the UAVs’ straight-line and circular paths as
follows. The general expression of a given straight-line path

can be denoted as ax + by + c = 0 with
√
a2 + b2 = 1,

where a, b, c ∈ R. The circular path can be described as√
(x − Cx)2 + (y− Cy)2 − CR = 0, where (Cx ,Cy) and

CR represent the center and radius of the circle, respectively.
It can be found that with the circular path function f (x, y)
chosen as above, the magnitude of the corresponding gradient
is ‖∇f ‖ = 1. In the following section, the parameter K2 of
the guidance law shown in (8) will be optimized to improve
the straight-line and circular paths following performance.

IV. GUIDANCE LAW FOR HORIZONTAL PATH
FOLLOWING WITH PARAMETER OPTIMIZED
BY NMPC (PFC_NMPC)
The NMPC technique has the predictive ability via the
finite horizon optimization of a kinetic model to antic-
ipate future events and take control actions accordingly.

This section shows the applications of the NMPC technique
to adjust the parameter K2 to improve the path-following
performance.

The general structure of the proposed controller, which
consists of three hierarchical control loops, is shown in Fig. 2.
The inner-loop control block was used to stabilize the dynam-
ics and to track the reference control signals. The outer-
loop controller, including the presented guidance law and the
altitude and airspeed hold block, is applied to control the
position and heading of the UAV. The pitch angle command
θcmd is used to realize the altitude hold through a zero climb
rate. The path generator block generates the desired flight
paths.

A. GUIDANCE LAW FOR STRAIGHT-LINE PATH
FOLLOWING WITH PARAMETER OPTIMIZED BY NMPC
Considering that the nonlinear function (3) is continuous
and Lipschitz continuous, the forward Euler method is used
to approximate the solution to the differential equations
with:

xk+1 = f (xk , uk) =

 xk +1tV gcos(χk )
yk +1tV gsin(χk )
χk +1tucmd,k

 (13)

where xk = (xk , yk , χk )T , uk = ucmd,k , and1t is the discrete
time step.

The basic nonlinear model predictive control is to find a
control input sequence (u0, · · · , uN−1) that minimizes the
cost function:

J = φ (xN )+
∑N−1

i=0
L(xi, ui) (14)

For the straight-line path following, we have

φ (xN ) = SD
(axN + byN + c)2

a2 + b2
+ Sχ (χN − χd )2

L(xi, ui) = QD
(axi + byi + c)2

a2 + b2
+ Qχ (χi − χd )2 + Ru2i

(15)

where φ (xN ) denotes the cost in the final state, L(xi, ui)
represents the cost of the state and input on the ith step,
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SD, Sχ ,QD,Qχ , and R are weights, and N is the length of the
look-ahead horizon. This optimization is performed at each
sample time. The nonlinear kinematic function (13) acts as
an equality constraint.

To follow the straight-line path ax + by + c = 0
with

√
a2 + b2 = 1, the control law ucmd can be

derived from (8) as ucmd = −K1Vgf sat (ax + by+ c) −
K2Vg(aVgcos(χ )+bVgsin(χ)). To optimize the parameterK2,
we substitute the control law u(K2,i) as shown in (16) for ui
in (14).

u(K2,i) = −K1Vgf sat (axi + byi + c)

−K2,iVg(aVgcos(χi)+ bVgsin(χi)) (16)

Then, L(xi, ui)(i = 0, · · · ,N − 1) becomes as

L (xi, ui) = L(xi,K2,i)

= QD (axi + byi + c)2 + Qχ (χi − χd )2

+Ru2(K2,i) (17)

The relative equality constrain (13) is changed as

xk+1
= f (xk ,K2,k )

=


xk +1tV gcos(χk )
yk +1tV gsin(χk )

χk +1tVg

(
−K1fsat (axk + byk + c)
−K2,k (aVgcos(χk )+ bVgsin(χk ))

)


(18)

To minimize the cost function J with the components
shown as (14) and (15), similar to the processing of the
open-loop optimization of NMPC problem [43], the indi-
rect method of Lagrange Multipliers is applied. The cost
function J is rewritten by adding a sequence of value 0
multiplied by the vector Lagrange multiplier sequence
{λi : i = 0, · · · ,N } as:

J = φ (xN )+
∑N−1

i=0
L(xi,K2,i)+ λTi+1

(
f (xi,K2,i)− xi+1

)
(19)

Here, the Hamiltonian and the derivative of J can be
derived as:

Hi(xi,K2,i)

= L(xi,K2,i)+ λTi+1f (xi,K2,i) (20)

dJ =
(
∂φ(xN )
∂xN

− λTN

)
dxN

+

∑N−1

i=1

((
∂Hi(xi,K2,i)

∂xi
− λTi

)
dxi

+
∂Hi(xi,K 2,i)

∂K2,i
dK2,i

)
+
∂H0(x0,K 2,0)

∂x0
dx0 +

∂H0(x0,K2,0)
∂K2,0

dK2,0 (21)

Because the vector multiplier sequence {λi : i = 1, · · · ,N }
is multiplied by zero terms as shown in (19), and then they can
be arbitrarily chosen as:

λN =

(
∂φ (xN )
∂xN

)T
(22)

λi =

(
∂Hi(xi,K2,i

∂xi

)T
=

(
∂L(xi,K 2,i

∂xi

)T
+ λTi+1

∂f (xi,K 2,i)
∂xi

i = 0, · · · ,N − 1 (23)

The details of λi in (23) are listed in equations (A.1)-(A.5),
as shown in the Appendix. Then dJ can be simplified as:

dJ =
∑N−1

i=0

∂Hi(xi,K2,i)
∂K2,i

dK2,i + λ
T
0 dx0 (24)

Here, ∂Hi(xi,K2,i)
∂K2,i

is the gradient of dJ with respect to
the control parameters K2,i while holding x0 and K2,j,

j 6= i constant. Thus, if x0 is constant, an N dimen-
sional search direction from the control parameter sequence
(K2,0,K2,1, · · · ,K2,N−1) can be obtained which will lead to
a lower cost. At a local minimum of J , we can conclude
that ∂Hi(xi,K2,i)

∂K2,i
= 0.

With the multiplier sequence {λi : i = 0, · · · ,N } chosen
above, the gradient of the Hamiltonian with respect to the
control parameter K2 becomes

∂Hi(xi,K2,i)
∂K2,i

=
∂L(xi,K 2,i)
∂K2,i

+ λTi+1
∂f (xi,K 2,i)
∂K2,i

(25)

The details of ∂Hi(xi,K2,i)
∂K2,i

in (25) can be seen in
equations (A.6)-(A.7) shown in the Appendix. As described
in Section III, the control input ucmd and the parameter K2 are
bounded with −um ≤ ucmd ≤ um and K2,min≤ K2 ≤ K 2,max
respectively. During the optimization, the corresponding con-
trol input ucmd and parameterK2 should satisfy the constraints
described above.

With a candidate parameter sequence and a given{
K2,i

}N−1
i=0 , the parameter optimization process at each given

time instant k is performed as
The parameters β, δ and Itermax inAlgorithm 1 are prede-

fined positive values.

B. GUIDANCE LAW FOR CIRCULAR PATH FOLLOWING
WITH PARAMETER OPTIMIZED BY NMPC
While optimizing the parameter K2 of the guidance law for
the circular path following, the cost function includes the
distance deviation and the difference between the course
and azimuth angles. In the process of optimization calcula-
tion, it is very inconvenient to use the difference between
the course and azimuth angles described in the Cartesian
coordinate system. The description of the UAV’s course and
track angle in polar coordinate system is simple and intuitive.
For circular path following, the polar coordinate system was
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Algorithm 1 Parameter K2 Optimized by NMPC for
Straight-Line Path Guidance Law

1: while
∣∣∣1Jk , Jk − Jk−1

∣∣∣ > δ and Iter_times< Itermax
do 2: for j= 0, . . . ,N − 1
3: compute u(K2,j) using (16) with the

parameter sequence (K2,0, . . . ,K2,N−1),
and limit u(K2,j) within [−um, um].

4: compute xj+1 using (13)
5: end for
6: for j = 0, . . . ,N
7: compute λj using (22) and (23).
8: end for
9: for j = 0, . . . ,N − 1
10: compute ∂Hj(xi,K2,i)

∂K2,j
using (25).

11: end for
12: if 1Jk ≤ 0
13: update (K2,0K2,1, . . . ,K2,N−1) via

K k+1
2,j , K k

2,j + h
∂Hj(xi,K2,i)
∂K k

2,j
and limit K k+1

2,j

within the range [K 2,minK2,max]
for j = 0, . . . ,N − 1

14: else
15: reduce h by h = β · h
16: end if
17: update Iter_times = Iter_times +1
18: end while

chosen to describe the dynamics. From Fig. 3, we have{
x = Cx + dcos(γ )
y = Cy + dsin(γ )

(26){
ẋ = Vgcos(χc)
ẏ = Vgsin(χc)

(27)

where (Cx ,Cy) is the center of the circle with respect to the
Cartesian coordinate system, CR is the radius of the circle, γ
is the angular position of the UAV with respect to the circle
center.

If the UAV follows the circle clockwise, then d = CR
and χc = γ − π

2 . Taking the derivative of (26) and con-
sidering (27), it is clear that ḋ = Vgcos (χc − γ ) and γ̇ =
Vgsin (χc − γ ) /d . In the polar coordinate system, the non-
linear equation (3) in the Euclidean coordinate system can be

FIGURE 3. The relative position of the UAV in the polar coordinates.

expressed as ḋ = Vgcos (χc − γ )
γ̇ = Vgsin (χc − γ ) /d
χ̇c = uc,cmd

(28)

For the circular path
√
(x − Cx)2 + (y− Cy)2 − CR = 0,

it has the fact that tan−1
(
−dx
dy

)
= tan−1

(
−
x−Cx
y−Cy

)
= γ ,

the corresponding control law can be derived from (8) as:

uc,cmd = −Kc1Vgfsat (d − CR)− Kc2Vgḋ + γ̇ (29)

where the parameters Kc1, Kc2 are positive. Similar to the
subsection IV.A for the straight-line path following, the
equality constraints used for optimization can be derived
as (30), shown at the bottom of the page, where xc,k =
(dk , γk,χc,k )T and the subscript c represents the circle.

The relative cost function Jc used for optimization is
defined as:

Jc = φc(xc,N )+
∑N−1

i=0
Lc(xc,i,Kc2,i)

+λTc,i+1
(
f c(xc,i,Kc2,i)− xc,i+1

)
(31)

The cost of the final state φc(xc,N ) and the cost of the state
and input on the ith step Lc(xc,i,Kc2,i) are defined as

φc(xc,N ) = Sc,D (dN−CR)2+Sc,χ (χc,N−γN+π/2)2

Lc(xc,i,Kc2,i) = Qc,D (di − CR)2 + Qc,χ (χc,i − γi + π/2)2

+Rcu2c,cmd,i (32)

xc,k+1 = f c(xc,k ,Kc2,k ) =

 dk +1tV gcos(χc,k − γk )
γk +1t

Vgsin(χc,k−γk )
dk

χc,k +1tuc,cmd,k



=


dk +1tV gcos(χc,k − γk )
γk +1tV gsin(χc,k − γk )/dk

χc,k +1t

(
−Kc1Vgfsat (dk − CR)−

−Kc2,kV 2
g cos(χc,k − γk )+

Vgsin(χc,k−γk )
dk

)
 (30)
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where Sc,D, Sc,χ , Qc,D, Qc,χ , and Rc are weights,
uc,cmd,i = −Kc1Vgfsat (di − CR) − Kc2,iV 2

g cos(χc,i − γi) +

Vg
Vgsin(χc,i−γi)

di
. The relative Hamiltonian is defined as:

Hc,i(xc,i,Kc2,i)=Lc(xc,i,Kc2,i)+λTc,i+1fc
(
xc,i,Kc2,i

)
(33)

The vector multiplier sequence
{
λc,i:i = 0, · · · ,N

}
is cho-

sen as:

λc,N =

(
∂φc(xc,N )
∂xc,N

)T
(34)

λc,i =

(
∂Hc,i(xc,i,Kc2,i)

∂xc,i

)T
=

(
∂Lc(xc,i,Kc2,i)

∂xc,i

)T
+ λTc,i+1

∂fc
(
xc,i,Kc2,i

)
∂xc,i

i = 0, · · · ,N − 1 (35)

The details of λc,i in (35) are listed in equations (A.8)-
(A.11), as shown in the Appendix. The derivative of Jc is:

dJc =
∑N−1

i=0

∂Hc,i(xc,i,Kc2,i)
∂Kc2,i

dKc2,i + λTc,0dxc,0 (36)

∂Hc,i(xc,i,Kc2,i)
∂Kc2,i

=
∂Lc(xc,i,Kc2,i)

∂Kc2,i
+ λTc,i+1

∂f c(xc,i,Kc2,i)
∂Kc,i

(37)

The details of the terms of ∂Hc,i(xc,i,Kc2,i)
∂Kc2,i

can be seen as
equations (A.12)-(A.13) shown in the Appendix. The param-
eter Kc2 is also limited within the range [K c2,min,Kc2,max],
where Kc2,min and Kc2,max are given positive constants. With
a candidate parameter sequence and a given

{
Kc2,i

}N−1
i=0 ,

the parameter optimization process at each given time
instant k is performed as

V. SIMULATIONS
For the horizontal path following, the bank-to-turn maneuver
is used to realize the UAV’s level turn. The course rate χ̇
is induced by the roll angle φ with the groundspeed Vg
as

χ̇ =
g
Vg
tan (φ) (38)

where g is the magnitude of gravity at the sea level. The roll
dynamics is assumed to be much faster than the heading and
altitude dynamics, which implies that the roll angle can be
considered as the control variable. Therefore, (38) becomes

χ̇ =
g
Vg
tan (φcmd ) (39)

For the given course rate command χ̇ = ucmd shown in (8),
it can be translated into a bank angle command φcmd as

φcmd = tan−1
(
Vgucmd

g

)
(40)

In the following simulation, the guidance law (8) with
the parameter K2 tuned by fuzzy logic (PFC_FL) was also

Algorithm 2 Parameter Kc2 Optimized by NMPC for
Circular Path Guidance Law

1: while
∣∣∣1Jc,k , Jc,k − Jc,k−1

∣∣∣ > δ and Iter_times <
Itermax do

2: for j= 0, . . . ,N − 1
3: compute uc,cmd,j with the parameter

sequence (Kc2,0Kc2,1, . . . ,Kc2,N−1),
and limit uc,cmd,j within [−um, um].

4: compute xc,j+1 using (30)
5: end for
6: for j = 0, . . . ,N
7: compute λc,j using (34) and (35).
8: end for
9: for j = 0, . . . ,N − 1
10: compute ∂Hc,j(xc,i,Kc2,i)

∂Kc2,j
using (37).

11: end for
12: if 1Jk ≤ 0
13: update (Kc2,0Kc2,1, . . . ,Kc2,N−1) via

K k+1
c2,j , K k

c2,j + h
∂Hc,j

(
xc,j, K k

c2,j

)
∂K k

c2,j
and limit K k+1

c2,j

within the range [K c2,minKc2,max]
for j = 0, . . . ,N − 1

14: else
15: reduce h by h = β · h
16: end if
17: update Iter_times = Iter_times +1
18: end while

applied for path following to show the performance of the
proposed method. The parameter K2 is adjusted around a
given nominal value K20 using a fuzzy logic unit as follows:

K2 = K20 +1K2 (41)

where 1K2 is the output of the fuzzy-logic unit for
adjusting the parameter K2. The details can be found
in [39].

Simulation studies on the proposed method were carried
out in the MATLAB/Simulink environment with the help of
the Aeronautical Simulation (Aerosim) Block Set [39].

The Aerosonde UAV, which has a wingspan of 2.9m was
prepared as a test vehicle [40]. The detailed 6 degree-of-
freedom nonlinear model of the UAV was built using the
means of Aerosim Block Set. Fig. 4 presents the Simulink
model, which contains the proposed guidance law, static
inner-loop controller, and the UAV model used for the simu-
lation studies.

Table 1 lists the initial setup and the parameters used in the
simulation. A constant wind speed of 8m/s from 270deg west
was added to the model of the UAV. The simulation period
was set to 50ms.

A. STRAIGHT-LINE PATH FOLLOWING
The response comparison of the three proposed methods
while following the four directional paths is shown in Fig. 5.
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FIGURE 4. The Simulink block diagram for the simulation studies.

TABLE 1. The initial setup and parameters for simulation.

The initial position and course of the UAV were set as
(−160

√
2, 0) and 90deg East respectively. Fig. 6 presents a

comparison of the distances d (x, y).
The response to directional paths can be evaluated by the

rise time, convergence distance, and error overshoot. The rise
time is the time the UAV travels along the straight line before
the absolute value of distance |d (x, y)| the first time becomes
less than 5m. The convergence time is the time the UAV
travels along the straight line before the absolute value of
distance |d (x, y)| becomes less than 1.45m (defined as half of
the aircraft’s wingspan). The error overshoot is the maximum
deviation from the straight reference line.

The performance of the responses to the four directional
paths using the three methods is presented in Table 2. When
following the four directional paths at 45◦, 0◦ and −90◦, the
rise time and the convergence time by using the PFC_NMPC

FIGURE 5. Comparison of the four directional paths following with the
methods PFC, PFC_FL, and PFC_NMPC.

method are both shortest. When following the directional
path at −45◦, the corresponding rise times by using the three
methods PFC, PFC_FL, and PFC_NMPC are 9.00, 9.20, and
15.70 seconds respectively. However, the corresponding con-
vergence times are 37.35, 36.15, and 34.40 seconds respec-
tively. Moreover, the error overshoot by using the method
PFC_NMPC is only 1.65m, while the error overshoots by
using the methods PFC and PFC_FL are 22.16m and 18.34m
respectively. This can also be observed in Fig. 6. The above
indicates that the PFC_NMPC method can make the UAV fly
toward the desired straight-line path faster than the other two
methods PFC and PFC_FL.

From Table 2, it can be seen that the guidance law can
make the UAV have a smaller error overshoot with the
parameter K2 optimized by fuzzy logic or NMPC.
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TABLE 2. The performance of the response comparison with the three methods.

FIGURE 6. Comparison of the distance d
(
x, y

)
for the directional path

following with the methods PFC, PFC_FL, and PFC_NMPC. (a) straight-line
heading at 45◦, (b) straight-line heading at 0◦, (c) straight-line heading
at −45◦, (d) straight-line heading at −90◦.

In particular, when following the four directional paths at
0◦, −45◦ and −90◦, the corresponding error overshoots by
using PFC_NMPC are 3.79m, 1.65m, and 1.93m respectively.
The error overshoots derived using the methods PFC and
PFC_FL are all larger than 6.30m. When following the
directional path at 45◦, the error overshoots by using the three
methods PFC, PFC_FL, and PFC_NMPC are 1.81m, 0.67m,
and 0.93m respectively. This shows that the smallest error
overshoot is derived by using the PFC_FL method. However,
the error overshoot by using the method PFC_NMPC is less
than 1.45m. From the perspective of convergence, when the
subsequent errors are less than 1.45m, the vehicle is flying
along the desired path.

The above comparative analysis shows that the PFC_NMPC
method can make the UAV fly to and along the desired path
more smoothly and faster.

B. SQUARE PATH FOLLOWING
The desired horizontal square path was defined with four
waypoints A (0, 0), B (2000, 2000), C (0, 4000), and

FIGURE 7. Illustration of LOPPF.

D (2000, −2000), as shown in Fig. 8(a). The initial posi-
tion and course of the UAV were set as (0, 0) and 0deg
north respectively. A comparison of the path following with
the methods PFC, PFC_FL, and PFC_NMPC can also be
seen in Fig. 8(a). Fig. 8(b) shows a comparison of the dis-
tance while following the predefined square path using the
three methods. While executing the square path following,
the predefined behavior that the UAV will switch segment in
advance with 160 m was adopted.

Table 3 lists the performance comparison of the square
path following using the three methods PFC, PFC_FL, and
PFC_NMPC. For a given predefined segment path, from the
time when the error converges to less than 1.45 meters until
the aircraft switches to the next path, it is called that the
aircraft flies along the set path in this period of time. The
length of the predefined path followed (LOPPF) is defined as
the projection length of the actual flight path on a predefined
segment. An illustration of LOPPF is shown in Fig. 7. It can
be seen from Table 3 that when the UAV follows segments
AB, BC, and DA with the PFC_NMPC method, the LOPPF
is the longest compared with those by using the other two
methods.

While following the segment CD, the LOPPF caused by
the method PFC_NMPC is 2173.36m, which is smaller than
those by using the other two methods PFC and PFC_FL.
It also takes more convergence time before the UAV flies
along the segment path with the PFC_NMPC method. How-
ever, the rise time caused by using the PFC_NMPC is
9.20 seconds, which is shorter than those obtained using
the PFC and PFC_FL methods. Furthermore, the relative
rise times obtained using the PFC_NMPC method are all
shorter than those obtained using the other twomethods while
following the predefined segment.

After the UAV has filed a lap along the square path
under the action of the three controllers with the same initial
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FIGURE 8. Comparison of the square path following with the methods PFC, PFC_FL, and PFC_NMPC. (a) the position, (b) the
distance d (x, y ), (c) the parameter K2, (d) the courserate command ucmd , (e) the bank angle command φcmd .

TABLE 3. The performance comparison of the square path following with the three methods.

conditions, the total lengths of the path followed by the UAV
with the three methods PFC, PFC_FL, and PFC_NMPC are
9129.19m, 9034.75m and 9691.99m respectively. For the
purpose of path following, the PFC_NMPCmethod canmake
the UAV fly more on the target path.

From Fig. 8(b), the error overshoots displayed in the ellip-
tic marks I and II indicate that the wind will influence the

path following performance if the UAVflies against the wind.
Under themethods PFC, PFC_FL, and PFC_NMPC, the error
overshoots in the area I are 10.48m, 8.37m, and 0.85m
respectively. In area II, the corresponding error overshoots are
18.99m, 10.74m, and 1.93m respectively. This shows that the
error overshoots by using the PFC_NMPC method are both
much smaller than those using the PFC and PFC_FLmethods.
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FIGURE 9. Comparison of the circular path following with the methods PFC, PFC_FL and PFC_NMPC. (a) the position, (b) the
distance d (x, y ), (c) the parameter Kc2, (d) the courserate command ucmd , (e) the bank angle command φcmd .

TABLE 4. The performance comparison of the circular path following with the three methods.

The results demonstrate the effectiveness of the PFC_NMPC
method.

Fig. 8(c) presents a comparison of the parameter K2 while
following the predefined square path with the three methods
PFC, PFC_FL, and PFC_NMPC. A comparison of the course
rate command ucmd and bank angle command φcmd is shown
in Fig. 8(d) and Fig. 8(e), respectively. While turning near
the switched points, the parameter K2 is adjusted automat-
ically by NMPC to adapt to the new desired segment path.
The corresponding bank angle command φcmd will make the
UAV fly toward the new desired path. After the UAV has
followed the new path stably, the parameter K2 remains rel-

atively unchanged to ensure stable path following. It should
be noted that the fuzzy logic method makes the parameter K2
tuned based on the distance d (x, y) and its time derivative.
The NMPC method has the ability to minimize the cost
function of the distance d (x, y) and the heading error in the
optimization window. The optimized parameterK2 by NMPC
is more predictable than that by fuzzy logic. The comparison
of rise time shown in Table 3 also demonstrates that the
predictive ability of the PFC_NMPC method can make the
UAV fly toward the new segment path faster.
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The above comparative analysis shows that the UAV can
have the best square path following performance with the
PFC_NMPC method even under horizontal wind conditions.

C. CIRCULAR PATH FOLLOWING
The initial position of the UAV was set to (0, 0). The desired
path consists of two concentric circles, which are defined as√
x2 + (y− 350)2−250=0 and

√
x2 + (y−350)2−300 = 0

respectively. The UAV first flew toward circle A with
a radius of 250m. Approximately 187 seconds later, the
UAV started to switch from position (0, 600) and flew toward
circle B with a radius of 300m.

Fig. 9(a) shows that the UAV will cross the circular path
approximately four times before flying along the desired path
using the PFC and PFC_FL methods. The PFC_FL method
can allow the vehicle to reach the predefined path with a
smaller overshoot compared with that using the PFC method.
However, there is almost no overshoot when the UAV flew
toward the predefined circular path with the PFC_NMPC
method. The distance d (x, y) presented in Fig. 9(b) can
also show that with the parameter K2 optimized by NMPC,
the corresponding bank angle command φcmd will make the
UAV fly toward the desired circular path the most smoothly.
The error overshoots of d (x, y) for the first circular path
following using the methods PFC, PFC_FL, and PFC_NMPC
are 31m, 25.80m and 0.12m respectively. When switching
to fly toward a circular path with a larger radius, the error
overshoots of d (x, y) for the second circular path following
using the methods PFC, PFC_FL, and PFC_NMPC are 23m,
17.72m and 1.16m respectively.

The length of the predefined circular path followed
(LOPCPF) is defined as the length of the actual flight path
after the time that the UAV has converged to the desired
circular path with the absolute value of distance |d (x, y)|
becomes less than 1.45m (defined as half of the aircraft’s
wingspan). Table 4 listed the LOPCPF and the convergence
time for the UAV to follow the two circles A and B. it can
be found that it takes only 12.95 seconds for the UAV to
converge to Circle A with the method PFC_NMPC. When
using the other two methods, the convergence times were
both more than 30 seconds. During the 400 seconds’ flight,
the LOPCPF by using the method PFC_NMPC is 7916.89m,
while those with themethods PFC and PFC_FL are 6945.50m
and 7216.72m respectively.

The above indicates that the PFC_NMPC method will still
make the UAV have the best circular path following perfor-
mance compared with those by using the PFC and PFC_FL
methods.

VI. CONCLUSION
A horizontal guidance law for paths following of a small
unmanned air vehicle is presented in this paper. With the
combination of the Lyapunov stability and the predictive abil-
ity of NMPC via the finite horizon optimization of a kinetic
model to anticipate future events, the proposed path following

guidance law PFC_NMPC still has its stability guaranteed
by the mechanism of the Lyapunov stability arguments and
adopts the simple structure of the method PFC. With a key
parameter of the controller adjusted based on the NMPC
technique, the path following performance was improved.
While following the straight-line path, the error overshoot
by using the PFC_NMPC method is much smaller than
those using the PFC and PFC_FL methods in the presence
of wind at 8m/s. The predictive ability of the PFC_NMPC
method can make the UAV fly toward the new segment path
faster while following the desired square and circular paths.
For path following, the PFC_NMPC method can make the
UAV fly more on the target path than the other two methods,
PFC and PFC_FL.

In the future, the performance of the controller will be
tested in a Hardware-In-the-Loop simulation and the real
flight. In addition, the closed-loop roll dynamics will also
be considered for more precise path-following. Since the
dynamics has the model uncertainties and control constraint,
the adaptive fuzzy control [44], [45] and nested satura-
tion method [1] will be applied to handle these problems.
Moreover, the relationship between the curve represented
by parameters and the implicit function will also be studied
so that the method can adapt to more types of paths. The
3D space path-following controller with optimized parame-
ters will be considered for further study.

APPENDIX
During optimization of the parameter K2 with NMPC for the
straight-line path guidance law, the details of the terms of the
vector Lagrange multiplier sequence λi are derived as

λN =

(
∂φ (xN )
∂xN

)T
=

 2aSD(axN+byN+c)
2bSD(axN+byN+c)

2Sχ (χi − χd )

T
(A.1)

∂L(xi,K2,i)
∂xi

=

 2aQD(axi + byi + c)+ 2Rui
∂ui
∂xi

2bQD(axi + byi + c)+ 2Rui
∂ui
∂yi

2Qχ (χi − χd )+ 2Rui
∂ui
∂χi


T

(A.2)

∂f
(
xi,K2,i

)
∂xi

=

 1 0 −1tV gsin(χi)
0 1 1tV gcos(χi)

1t ∂ui
∂xi

1t ∂ui
∂yi

1+1t ∂ui
∂χi

 (A.3)


∂ui
∂xi
∂ui
∂yi
∂ui
∂χi

 = Vg

 −K1af ′sat (axi + byi + c)
−K1bf ′sat (axi + byi + c)

K2,i(aVgsin(χi)− bVgcos(χi))


(A.4)

Because the saturation function fsat (x) is continuous, but
it is non-differentiable when x = ±x0, the function f ′sat (x)
above is arbitrarily defined as

f ′sat (x) =

{
1, if − x0 ≤ x ≤ x0
0, else

(A.5)
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λc,N =

(
∂φc(xc,N )
∂xc,N

)T
=

 2Sc,D(dN − CR)
−2Sc,χ (χc,N − γN + π

/
2)

2Sc,χ (χc,N − γN + π
/
2)

T (A.8)

∂Lc(xc,i,Kc2,i)
∂xc,i

=

 2Qc,D(di − CR)+ 2Rcuc,i
∂uc,cmd,i
∂di

−2Qc,χ (χc,i − γi + π
/
2)+ 2Rcuc,i

∂uc,cmd,i
∂γi

2Qc,χ (χc,i − γi + π
/
2)+ 2Rcuc,i

∂uc,cmd,i
∂χc,i


T

(A.9)

∂f c(xc,i,Kc2,i)
∂xc,i

=

 1 1tV gsin(χc,i − γi) −1tV gsin(χc,i − γi)
−1t Vgsin(χc,i−γi)

d2i
1−1t Vgcos(χc,i−γi)di

1t Vgcos(χc,i−γi)di

1t ∂uc,cmd,i
∂di

1t ∂uc,cmd,i
∂γi

1+1t ∂uc,cmd,i
∂χc,i

 (A.10)


∂uc,cmd,i
∂di

∂uc,cmd,i
∂γi

∂uc,cmd,i
∂χc,i

 =

−Kc1Vgf ′sat (di − CR)−

Vgsin(χc,i−γi)
d2i

−Kc2,iV 2
g sin(χc,i − γi)−

Vgcos(χc,i−γi)
di

Kc2,iV 2
g sin(χc,i − γi)+

Vgcos(χc,i−γi)
di

 (A.11)

The gradient of Hamiltonian with respect to the control
parameter K2 are derived as

∂L(xi,K2,i)
∂K2,i

= −2RuiVg(aVgcos(χi)+ bVgsin(χi)) (A.6)

∂f (xi,K2,i)
∂K2,i

=

 0
0

−1tVg(aVgcos(χi)+ bVgsin(χi))


(A.7)

During optimization of the parameter Kc2 with NMPC
for the circular path guidance law, the details of terms of
the vector Lagrange multiplier sequence λc,i are derived
as (A.8)–(A.11), shown at the top of the page.

The gradient of Hamiltonian with respect to the control
parameter Kc2 are derived as:

∂Lc
(
xc,i,Kc2,i

)
∂Kc2,i

= −2Rcuc,cmd,iV 2
g cos(χc,i − γi) (A.12)

∂f c
(
xc,i,Kc2,i

)
∂Kc2,i

= −1t

 0
0

V 2
g cos(χc,i − γi)

 (A.13)
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