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ABSTRACT Social media plays a crucial role in shaping the worldview during election campaigns. Social
media has been used as a medium for political campaigns and a tool for organizing protests; some of
which have been peaceful, while others have led to riots. Previous research indicates that understanding
user behaviour, particularly in terms of sentiments expressed during elections can give an indication of the
election outcome. Recently, there has been tremendous progress in language modelling with deep learning
via long short-term memory (LSTM) models and variants known as bidirectional encoder representations
from transformers (BERT).Motivated by these innovations, we develop a framework tomodel the US general
elections. We investigate if sentiment analysis can provide a means to predict election outcomes. We use
the LSTM and BERT language models for Twitter sentiment analysis leading to the US 2020 presidential
elections. Our results indicate that sentiment analysis can provide a general basis for modelling election
outcomes where the BERT model indicates Biden winning the elections.

INDEX TERMS Language models, deep learning, election modelling, sentiment analysis, BERT,
US elections.

I. INTRODUCTION
Political forecasting is an area where analytical and statistical
methods predict election outcomes mainly using surveys and
qualitative approaches [1]. This also includes analysis of
manifesto of political parties while looking at the trend of the
popular news media, which is also known as political analy-
sis [2], [3]. The forecasting of elections becamemore difficult
with growing opposition in government, especially in coun-
tries such as the USA, where the elections take place between
two dominant parties [4]. There are major challenges in get-
ting a good representation of opposing political viewpoints
when it comes to data collection [5]–[8]. Social networks
such as Facebook and Twitter have somewhat addressed
limitations of representation in sampling via surveys. Social
networks have been at the forefront of political campaigns
and activism during elections [9]–[11].

Over the last decade, there has been some interest in using
social media to forecast the outcome of elections. This has
been mainly through artificial intelligence via natural lan-
guage processing (NLP) methods [12], [13]. These methods
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range from basic statistical methods to complex models
that include deep learning [14], [15]. Election modelling
include strategies such as topic modeling and sentiment anal-
ysis [16]–[18] and some of the relevant studies are reviewed
as follows. Agarwal et al. [19] used long short-term mem-
ory (LSTM) networks and prominent word embedding for
41 million tweets for the 2019 Indian general elections where
the predictions showed a close correlation with the actual
results. Suciati et al. [20] used machine learning to detect
buzzer accounts that disseminate information deliberately
for the 2019 Indonesian Presidential elections. Mohbey [21]
analyzed user opinion for topic modeling for the 2019 Indian
general elections and gathered information that could assist
the government and businesses to revise strategic policies.
Vijayaraghavan et al. [22] presented a framework using deep
learning for analyzing election-related conversation on Twit-
ter on a continuous and longitudinal basis for the 2016 US
Presidential elections. Li et al. [23] used deep hierarchical
graph convolution for election prediction from geospatial
data taken from the 2016 Australian census.

Sentiment analysis applies NLP methods [24] to provide
an understanding of affective states and emotions [25]–[27].
Sentiment analysis has been prominent in understanding
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customer behaviour [28], health and medicine [29], stock
market predictions [30], and modelling election prediction
such as the 2012 US Presidential elections [15]. Data from
social media with deep learning provides a powerful tool
in sentiment analysis [16]–[18]. Language models are con-
tinuously updated with innovative methods in deep learn-
ing. Attention-based mechanism has been used to improve
long short-term memory (LSTM) models for language mod-
elling [31]. The transformer model is an enhanced LSTM
model that incorporate attention mechanism into encoder-
decoder LSTM models [32], [33]. Moreover, bidirectional
encoder representations from transformers (BERT) [34]
developed by Google, has been at the forefront of language
models. BERT has been trained with a large data corpus
with more than 300 million models parameters useful for
tasks such as topic modeling, language translation, and sen-
timent analysis. Recently, BERT has been applied in China
for COVID-19 topic modelling and sentiment analysis [35].
BERT has also been used for time-dependent sentiment anal-
ysis [36] and document retrieval [37]. Apart from other lan-
guage modelling applications, we believe that BERT can be
very useful for modelling election outcome via sentiment
analysis.

The 2020 US Presidential election featured an intense
competition between Democrat party candidate Joe Biden
and Republican party candidate Donald Trump. Due to an
intense campaign prior to the elections, there has been politi-
cal unrest and fierce online activities during the first wave of
COVID-19 [38]. The political conflict between the two pres-
idential candidates reflected in dispute and abusive debates
on social networks such as Twitter which led to Capital
riots just after the elections [39]. President Donald Trump
was banned by Twitter as it was alleged that his comments
led the Capitol riots. Social media plays a crucial role in
political campaigns, activism and unrest [40]. This has been
shown by analysis of tweets before and during the Capitol
riots [39]. Although there has been some work done using
tweets in predicting election outcomes [41], our paper focuses
on sentimental analysis via deep learning using tweets during
US presidential elections.

In this paper, we present a framework that uses sentiment
analysis via state-of-art languagemodels to understand public
behavior during elections. We employ BERT and LSTM-
based language models for sentiment analysis. We use the
internet movie database (IMDB) as training dataset that pro-
vides polarity scores indicating positive and negative senti-
ments. We investigate if sentiment analysis from social media
can help in modelling and understanding voter behaviour
during the elections.

The rest of the paper is organized as follows. In Section 2,
we present a framework that uses sentiment analysis to pre-
dict election outcomes. Section 3 presents a visualization
of the data and prediction results, and Section 4 provides
a discussion with focus on the implications of the results.
Section 5 concludes the paper with directions for future
research.

II. METHODOLOGY
A. TWITTER DATA EXTRACTION AND PROCESSING
We extract the raw US-2020 elections dataset [42], [43] that
features tweets from October 15th 2020 to November 8th
2020. We consider tweets that have geo-location within USA
from the dataset of 1.72 million tweets. The dataset follows
a similar extraction process implemented for the study of
2017 UK elections [44].

We implement language-based processing by classifying
individual tweets based on user identification and filter the
English language origin tweets. After language-based pro-
cessing, further cleaning is done to remove links and spe-
cial characters in tweets. We process the US-2020 elections
tweets using a software application known as tweepy [43].
We consider tweets only in English for the sentiments that
relate to theUS elections using the langdetect1 python library.
We consider tweets only in English for the sentiments that
relate to the US elections using the langdetect python library.
We process the special phrases and expressions such as hash-
tags (#), emotion symbols (emojis), stop words (eg. ‘‘the’’,
‘‘an’’, ‘‘you’’ ), https links, and abbreviations and translate
them into known English words as shown in Table 1. We also
convert all tweets to lowercase strings. We do not correct
the misspellings, this bias is present both in the training and
the test dataset. Hence, we allow our model to learn repre-
sentations of tweets that feature misspelling to make predic-
tions. While metadata of each tweet contains a multitude of
attributes, we focus in extracting only specific variables such
as tweet location, retweet count, and time of tweet created.
In case if the user state location is missing, non-applicable
(NA) is given. We also create a data dictionary to map major
states such as Kentucky, Wyoming, New Hampshire, and
others for the final polarity mapping. We do not remove
the stop words (eg. ‘‘a,’’ ‘‘and,’’ ‘‘but,’’ ‘‘how,’’ ‘‘or,’’ and
‘‘what.’’), since it can eliminate information regarding the
sentiment. Similar approach has been used in our previous
work [45]. We also remove text case sensitivity (i.e., lower or
upper case) in the tweets.

B. FRAMEWORK
A tweet with a political viewpoint could feature sentiments
for or against a subject, such as a political party or candidate.
The sentiments expressed in such tweets are not easy to
classify since the way emotions are expressed with words
are often complex by different users with different regional
and cultural backgrounds. Sentiment analysis is challenging
given various features in tweets, number of character limit
in Twitter, semantics, and context. The tweets that feature
sentiments that are for or against the subject can have a score
which is known as polarity which can be highly susceptible
to inconsistency and redundancy [46]–[48]. Moreover, some
users change their stand about a matter with time. Often
in Twitter debates, people express comments with serious

1https://pypi.org/project/langdetect/
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TABLE 1. Examples of tweet processing, before and after removing special characters, web-links, and newline.

opposition of political views that leads to hate speech and
online abuse [49], [50].

Our overall goal is to review sentiments expressed in
the tweets few months prior to the elections and find if
they can provide insights regarding the election outcome.
We use sentiment analysis via deep leaning (LSTM or BERT
model) for understanding the nature of the tweets in terms
of polarity (i.e., intensity of sentiments indicating support
for either Biden or Trump). Figure 1 presents the framework
for sentiment analysis which provides an indication of US
election outcome. The predicted sentiment polarity score is a
real number which includes negative and positive values in a
range [−1,1]. At first, the US election tweets are collected by
software applications and then processed as described earlier.
The BERT and LSTM languagemodels are then trained using
a labelled dataset (IMDB dataset) to predict the polarity of
processed-tweets. The polarity score is then used to map
the overall nature of voters in the electoral states, solely on
the basis of the total sentiments for individual candidates
(i.e., Biden and Trump). The framework provides a prediction
for all the respective US electoral states, which also includes
the swing states. Finally, we analyse the predictions and
compare with the actual electoral results for all US states with
emphasis on the swing states i.e., the states that are highly
unpredictable.

C. WORD EMBEDDING
Word embedding is a technique that maps textual tokens,
e.g., words, into dense and low-dimensional vector repre-
sentations which are generated by large unlabelled corpus.
Mikolov et al. [51] proposed word2vec word embedding
which uses a simple neural network to learn word associ-
ations which can be used to find synonymous words and
provide additional words given an incomplete sentence. The
word2vec model features two training approaches, which
includes the skip-gram model and the common bag of
words (CBOW) model. CBOW embeds a word on the basis
of the words within the surrounding context, while skip-gram
embeds the wordwithin the surrounding context starting from

the current word. These methods have been used for measur-
ing semantic similarity [52] between texts and topics [53].
They have been used in conjunction with deep neural net-
works for language modelling tasks such as topic modeling
and semantic analysis [54]. We note that we use word2vec
embedding in our framework (Figure 1) for the LSTM
language model. Although word embedded models can be
trained, our framework employs a pre-trained word2vec word
embedding for the LSTM model from the natural language
toolkit (NLTK) library2 where vector embedding size is set to
100, and the maximum length of input text is limited to 140.

D. TECHNICAL SETUP AND MODEL TRAINING
In the case of the BERT model, we use inbuilt word embed-
ding based on BERT-base uncased 3 where the English lan-
guage is used for masked language modeling (MLM) [34].
The BERT and LSTM models are trained further using
the IMDB dataset [55] with training and test dataset using
80/20% split and a batch-size of 100. The batch size defines
the number of training instances before updating the inter-
nal model parameters which can play an important role in
improving model performance. The IMDB dataset classifies
the data into either ‘‘positive’’ or ‘‘negative’’ class based
on movie reviews. Note that our model prediction gives a
sentiment polarity score. We note that the polarity score is
in the range [−1,1]; hence, our predictions are transformed
since we use sigmoid activation function in the output layer
of the respective models.

The adaptive moment estimation (Adam) [56] optimizer
is used for training with a learning rate lr = 3e − 05,
numerical stability constant c = 1e − 08, and maximum
gradient norm n = 1 which clips the gradient. We use the
limit of 140 characters for input sequences in our BERT
model. Since BERT is a pre-trained model, we refine it with
a training time of 4 epochs which gave good performance
in trial experiments. Note that data processing is slightly

2https://www.nltk.org/
3https://huggingface.co/bert-base-uncased
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FIGURE 1. Framework for twitter-based sentiment analysis for US elections using LSTM and BERT language models.

different for BERT model since it can cater for more features
when compared with LSTM. BERT provides attention to
specific features in sentence due to being pre-trained from
a large corpus and uses its own word embedding whereas
LSTM uses word2vec.

In the case of the LSTM model, the overall approach is
similar to the BERT model with minor changes in clean-
ing of dataset where we remove the stop-words, hash-
tags, uppercase letters and punctuation to extract better fea-
tures. In model training for LSTM, the tweets are limited
to 140 characters with embedding dimension to 32 using
word2vec embedding, and the model is trained for 10 epochs.
These hyper-parameter values have been determined from
trial experiments. Note that the LSTMmodel is trained longer
since BERT model is pre-trained and features knowledge
from language corpus [55]. The model architecture showing
number of trainable parameters of LSTM and BERT model
is given in Table 2.

III. RESULTS
A. DATA ANALYSIS
We note that the Twitter dataset (1.17 million tweets) features
tweets from 15th Oct 2020 - 11th November, 2020 which
covers the first presidential debate to declaration of the
final results [43]. Figure 2 presents a global visualisation
by showing the locations of tweets. There is interest in the
US elections from many different countries in the world
with tweets from 40 different languages; however, a large
proportion of the tweets are in English that originate from the
US with 92,984 classified as English tweets using the Lang-
detect library [57]. We note that only 47.25 percent of the
data-set (544,885 out of 1,153,079) tweets has user location.
We note that Twitter users can decide if they need to show
their location. We find that majority of the tweets came from
USA and Europe (Figures 2 and 3), followed by India which
has a large population of growing internet and Twitter users.4

4https://www.statista.com/statistics/255146/number-of-internet-users-in-
india/

The information about the exact number of tweets for
different location for Trump and Biden datasets is given
in Figure 3, where we see that majority of the dataset is
marked by location not available (NA). Figure 4 presents
further details for the missing information (null values) in
the number of tweets for Trump and Biden datasets show-
ing missing information regarding user location and further
details given by city, country, state and continent. Note that
this information is shown by ‘‘Geo Data NA’’ in Figure 3.

Figure 5 shows the trend in the number of tweets per hour
from 20th October to 20th November, 2020 which covers the
span before the elections. We note that there is a major spike
around 23rd of October (10-23) which is due to the election
debate held at the Belmont University.5 Similarly, from 1st
November (11-01), the number of tweets gradually increases
with major spike around 8th November which is due to Biden
being declared ‘‘President Elect’’ by majority of the news
organizations.6

Figure 6 presents the leading ten bi-grams and tri-grams
from processed tweets from Trump and Biden datasets.
We observe that the bi-grams are mostly descriptions of their
respective roles and names. It is striking to see ‘‘joe - biden’’
as the second highest bi-gram in the Trump dataset along with
‘‘antitrump - please’’. The tri-grams on the other hand are
more descriptive of support for Trump. In the case of Biden,
we see ‘‘warning - awaits - u’’ and ‘‘video - warning - awaits’’
which seem to be either negative sentiments or sentiments
showing concern.

B. MODELLING AND PREDICTIONS
First, we provide model training prediction accuracy results
that compare LSTM and BERT model using the IMDB
dataset as shown in Table 3. Note that the training dataset
is class balanced with 25,000 positive and 25,000 nega-
tive movie classified reviews [55]. BERT and LSTM models

5https://www.theguardian.com/news/2020/oct/21/the-worlds-election-
inside-the-23-october-guardian-weekly

6Joe Biden elected president: https://edition.cnn.com/politics/live-
news/trump-biden-election-results-11-08-20/index.html
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TABLE 2. LSTM and BERT model configuration.

FIGURE 2. Tweet geo-location showing majority of tweets coming from USA, Europe and India.

FIGURE 3. Geo-data for tweets for each candidate (Trump and Biden) across the major
continents.

use learning rate of 1e-04 and 1e-05 for the Adam opti-
mizer, respectively. We execute 30 experimental runs with
different model parameter (weights and bias) initialization
and consider different combinations of a batch size of the
training dataset. We find that batch size of 64 provides

better results for both models in terms of classification accu-
racy (mean and standard deviation) and the best F1-score
documented in Table 3. We find that both BERT and
LSTM provide similar training performance in terms of the
F1 score.

128498 VOLUME 9, 2021
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FIGURE 4. Number of missing (null) values present in tweets for the respective datasets (Trump and Biden) showing that
there is mostly missing information regarding user location and further details given by city, country, state and continent.
Note that this is giving further information about the ‘‘Geo Data not available (NA)’’ shown in Figure 3.

FIGURE 5. Tweet per hour from October 15th to 11th November, 2020.

FIGURE 6. Top 10 Bi-grams and Tri-grams from processed tweets for Trump and Biden datasets.

Next, we present results with our trained models that fea-
tures a binary classification dataset and sigmoid activation
function in the output layer of the respective models. The
predictions are transformed in the range [−1,1] in the test
phase to represent the sentiment polarity score. In this way,
we develop a model for binary classification using training

data which is then used for sentiment polarity prediction
using the test data.

Figure 7 presents state-wise average polarity from pre-
dictions given by LSTM and BERT models. We calculate
the state-wise average polarity by averaging the individual
polarity score of the tweets for the respective states. Our
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FIGURE 7. State-wise sentiment polarity predictions by LSTM and BERT models for Trump and Biden.

TABLE 3. Result after 30 experiments using IMDB dataset given different
initial learning rate (LR) and batch size of the training dataset.

definition of a contentious state is when the absolute ratio
between either Trump or Biden average state-wise polarity
score of the electoral state is less than α. In order to determine
the best value of α, we ran trial experiments from which
we selected α = 1.5, after comparing with past election
results (2016 US presidential election) in order to capture the
state’s electoral history. The goal is to capture prior voting
information by states to determine the winning candidate.

In Figure 7 (Panel a) BERT for Trump dataset, we notice
that in the state of Montana (MA), the average polarity is
much lower (below −0.1) when compared to the rest of the
states. In the Biden dataset (Panel b), we find that there is
no state with negative average polarity. In LSTM prediction
for the Trump dataset, the total sentiment polarity for most
of the states is positive (Panel c). In (Panel d), the case of
the Biden dataset shows no negative polarity in predictions.
So far, we can assert that both LSTM and BERT models
have predicted positive average polarity for the Biden dataset,
while the Trump dataset have some states with negative
polarity.

Finally, we present results that show the predictions based
on BERT and LSTM language models. The polarity score is
based on the sentiments (negative/positive) and normalized
final score for individual electoral states. The normalisation
range is between [−1, 1] and defined by p = x√

x2+α
; where,

α is user-defined constant, x is the sentiment score, and p is
the polarity. Based previous research [58], we use α = 15
which approximates the maximum expected value of x.
Figure 8 shows the prediction by giving the percentage

of tweets by positive, neutral, and negative sentiments for
respective candidates using BERT and LSTM models. In the
case of BERT, we observe that both candidates have similar
level of neutral tweets and positive tweets, with a lower
number of negative tweets where Biden has more negative
tweets than Trump. In the LSTM model, we find that the
number of negative and positive tweets is similar, but there
is a large influx of neutral tweets, which is almost double
when compared with the BERT model. These predictions
show model bias which can be due to the model architecture
and also due to the information that was already present in the
pre-trained BERT model. We can quantify these predictions
only by comparing the actual election results, which will be
shown in the later section of this paper.

Table 4 shows the prominent electoral state’s average sen-
timent and their actual result comparison based on the BERT
model (Figure 7, Panel a and b) for Trump and Biden state-
based polarity score. We find that in the top 3 states given by
positive polarity score, the chances of winning for Trump are
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FIGURE 8. Fraction of tweets by positive, neutral, and negative
sentiments for respective candidates using LSTM and BERT.

higher in Wyoming, New Hampshire, and Kentucky. We note
that Trump lost the state of New Hampshire as given by
the actual result since Biden’s score is close, which is also
the case of Kentucky. In the actual result, we observe that
Biden won the state of New Hampshire while Trump won in
Wyoming andKentucky.Moreover, NewHampshire has been
one of the swing states that implies that either the Democratic
or Republican presidential candidate can win [59].

Similarly, Wyoming gained its position in the Top 3 pos-
itive states for both Trump and Biden. Also, Delaware is
a top positive state for Biden and one of the most hostile
states for Trump, and thus it is not surprising that Biden won
with a good margin in actual results. In the case of North
Dakota, the previous result could not be reinstated because
it is one of the most favorable states for Biden, and has been
a hostile state for Trump. However, Trump won probably due
to his dominance, and we need further analysis to explain
why he won by an excellent margin.7 The negative sentiment
score could be due to the aggressiveness of Trump supporters

7Why Trump’s 2020 dominance in North Dakota signals long road for
state Democrats: https://www.thedickinsonpress.com/news/government-
and-politics/6748856-Why-Trumps-2020-dominance-in-North-Dakota-
signals-long-road-for-state-Democrats

against the opposition candidate and supporters, while Biden
focused on liberal political views that has beenmore inclusive
to minority groups and promoted climate change policies.
Nevertheless, Biden’s campaign failed due to the far-right
Trump supporters in that electoral state (North Dakota).

In Table 6, we observe that words such as ‘pron’, ‘begging’,
‘sick’, and ‘china’, led to a negative sentiment score which
indicates that the user tried to be either aggressive or are using
whataboutery to defend their candidate. Hence, this shows
that Twitter has been used as a medium to impose political
opinion rather than discussing a viewpoint.

In Table 3, we find that the LSTM model provides a good
competition with BERT in terms of the performance accu-
racy on the IMDB training dataset; however, in the test case
(Figure 7, 8, and 9), they perform differently. The dif-
ference in performance may be due to BERT’s complex
architecture and pre-existing knowledge gained by train-
ing from more than 300 million parameters from a large
corpus; hence, having better semantic information relating
to the context of the tweets for capturing the sentiment
polarity.

The results from the BERT model in Figure 9 show that
sentiment analysis via Twitter can provide a good framework
for modeling election results. If we compare the BERTmodel
results (Panel a) with actual results (Panel d), we find that the
BERTmodel has been successful in distinguishing the Trump
and Biden states and some contentious states. We note that
the LSTM model could not fully capture the situation due
to the large number of neutral sentiments (Figure 7 - Panel
b), and hence it has performed poorly in Figure 9 (Panel b)
when compared with actual results (Panel d). Several factors
such as net presidential approval, GDP growth in the second
quarter of the election year, and a ‘‘term’’ penalty for the
incumbent party can help in improving the prediction. While
social media such as Twitter can give insights into how people
vote, it must be noted that a large percentage of voters do
not express themselves in social media. The factors such as
distribution of tweets in terms of count, language, location
play a vital rolewhich is evident from our results.We note that
some of the previous models indicated that it would be tough
for Biden towin the elections [62].Moreover, themulti-factor
Twitter analysis predicted Republican’s (Trump) winning the
elections [41]; however, our BERTmodel indicates that Biden
had more chances of winning (Figure 9, Panel a).

Table 5 provides average sentiment and their actual result
based on the BERT model, where either the polarity ratio
[Biden/Trump, Trump/Biden] of less than 1.5 determines if
the state will be contentious. A contentious state can indicate
if the state will be a swing state. Looking at 11th November
media reports about potential swing states (Figure 9, Panel c),
we find that the BERT model (Figure 9, Panel a) provides
accurate results in highlighting five out of the eight states
as contentious (Arizona, Michigan, Wisconsin, Minnesota,
Pennsylvania, North Carolina, Florida, and Georgia). The
LSTM model (Figure 9, Panel b) gives good information
about swing states, but we need to ignore the model as it is
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TABLE 4. Prominent state’s average sentiment and their actual result comparison based on BERT model Figure 7 (Panel a and b).

TABLE 5. Swing state’s average sentiment and their actual result comparison based on the BERT model. Note that either the polarity ratio [Biden/Trump,
Trump/Biden] of less than 1.5 determines if the state will be contentious, which can give insights if the state will be a swing state.

FIGURE 9. State-wise results for all electoral states.

deplorable when it comes to Biden state wins when compared
to actual results (Figure 9, Panel d). Table 5 shows that in
most of the cases, the BERT model correctly predicts the

swing states as contentious. In some cases, the prediction
turns out to be incorrect, such as Florida and North Carolina,
where Trump won by a mere 1-2% margin. It is also evident
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TABLE 6. Example of tweet scores in favour or against Trump and Biden.

that this might be due to them being swing states from the
2016 elections. In Florida and North Carolina, the normalized
final score (p) is above 2 in Table 5, which is close to the
borderline vote count in actual results. Generally, it would
be challenging for such models to predict the outcomes of
contentious and swing states due to limited data. Only a tiny
fraction of tweets have state information.We also need to note
that not all voters would express themselves on Twitter.

IV. DISCUSSION
The primary purpose of our study was to understand the
nature of the political discourse that took place on Twitter
during the elections, such as sentiments expressed, frequently
mentioned terms, and popular tweets/retweets. We utilized
user attributes such as tweet ID, retweet count, date of joining
Twitter, user followers count and observe that the tweets’
overall sentiment has been positive especially for Biden.
In the case of Trump (Figure 7, Panel a), the sentiment
polarity score has been negative in some states, indicating
the nature of his campaigns that targeted global issues that
promoted abuse.

According to our exploratory data analysis, we find that
although Twitter is a popular tool for political discussions and
debates, a minimal number of users dominate this platform.
Figure 3 gives the comparison between the number of tweets
with various geo-locations, where only 26.12% are within

the US out of 1.17 million tweets. Hence, most users (who
shared their geo-location) are simply following trends and
discussions through tweets. It seems that most users who
shared their geo-location from US origin have been passive
and did not actively participate in conversations during the
peak of the US election campaigns.

Modeling and forecasting electoral results only with tweets
is a very challenging task. The US 2020 election was
held during the COVID-19 pandemic with significant travel
restrictions, and uncertainty in vaccination and economic
activity [38]. There has been a significant rise in unemploy-
ment and geopolitical tensions, especially with China’s trade
apart from restricted migrations and the development of a
border with and Mexico, given Trump’s policies. These led
to the polarising viewpoint in social media not just from
US users, but from all the users worldwide, which has been
covered by Google leading news coverage (top stories) [63].
The coverage of the US 2020 campaign and elections was
dominant in international news, and hence there weremassive
tweets regarding the elections worldwide.

Our model has a major limitation where it only provides a
prediction based only on a small section of the society that
expresses themselves on social media about their political
views. Our aim was to predict and provide a general view-
point of the society based on sub-sampling from a popula-
tion using novel language models powered by deep learning.
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The BERT and LSTM models have been trained on the same
dataset (IMDB dataset), and hence it is fair to compare their
training performance. Although the framework can incorpo-
rate other models, in order to maintain a fair comparison we
need to ensure that the other models use the same dataset
and similar word embedding. We note that we use the basic
BERT model known as BERT-base; however, in principle the
framework can incorporate larger models such as BERT-large
with fine tuning [64].

Furthermore, large pre-trained models would be more suit-
able when more data is available from the elections. Our
framework uses BERT-base since it is publicly available and
our dataset is not so large that it requires a larger model. Other
models can be used to enhance the framework further. These
include 1.) pre-trained models such as embeddings from lan-
guage models (ELMO) [65] that use complex characteristics
such as syntax and semantics inword embedding and 2.) word
embeddings such as contextualizedword vectors (CoVe) [66].

V. CONCLUSION AND FUTURE WORK
Our study highlighted that discussion on the social media
platform can be helpful in understanding crowd behavior
and viewpoint during elections. We analyzed approximately
1.2 million tweets associated with the US 2020 presidential
elections. After modeling and analyses, we found that senti-
ment analysis can form a general basis for modeling election
outcomes. The BERTmodel indicated that Biden had a better
chance of winning based on the tweets during the electoral
campaigns.Wefind that the BERTmodel has been accurate in
determining Trump, Biden, and the contentious states. Hence,
given more data and geographical information, sentiment
analysis could be helpful in predicting election results.

In future work, we can expand this study by detailed geo-
location analyses, which can significantly increase the num-
ber of tweets for the given states. Furthermore, by dividing
US states into rural and urban areas, we can further refine
our location sentiment analyses as rural; urban divide plays a
crucial role in elections. The framework can also be extended
to other areas other than general elections, including smaller-
scale elections involving cities and states. The framework
can also be used to understand public viewpoints regarding
emerging political issues such as COVID-19 travel restric-
tions, lock-downs, and vaccination strategies.

DATA AND CODE
We provide Python-based open source code and data for
further research.8
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