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ABSTRACT Optical Character Recognition (OCR) is a technique that generates text from an image.
Recognizing the importance of OCR in real-world settings, a plethora of techniques have been developed for
Western, as well as Asian languages. Urdu is a prominent South Asian language and a number of different
solutions for UrduOCR have been proposed. However, fewer attempts have beenmade to develop end-to-end
deep learning-based solutions for recognizing printed Urdu text. Furthermore, several benchmark corpora
for Urdu OCR have been developed that can be used for training and evaluation of different OCR techniques.
However, there are a number of limitations of the existing Urdu corpora: firstly, most of them have either
character or word or text images, which are usually rendered using only a single font, Nastaleeq. Secondly,
the volume of the existing datasets is so small that it is not suitable for working with the deep-learning
techniques that have achieved groundbreaking results for OCRs. To that end, in this study, we have proposed
a very large Multi-level and Multi-script Urdu corpus (MMU-OCR-21). It is the largest-ever Urdu corpus of
printed text that is effectively suitable to work with deep learning techniques. In total, the corpus is composed
of over 602,472 images, including text-line and word images in three prominent fonts, and their respective
ground truth. Also, we have performed experiments using multiple state-of-the-art deep learning techniques
for text-line and word level images.

INDEX TERMS Artificial neural networks, corpus generation, image processing, optical character recog-
nition, text recognition, Urdu OCR.

I. INTRODUCTION
OCR is the process of converting handwritten or printed text
images into machine readable format [1], [2]. It is widely
acknowledged that there are numerous applications of OCR
systems. For instance, given a book or newspaper image,
an OCR system can automatically read and convert the text
in an image to a sequence of ASCII or Unicode characters,
which can subsequently be used for various purposes, such
as searching, highlighting, annotating, and translating [3].
Furthermore, the application domains of OCR include gov-
ernment, as well as private organizations. For instance, it can
be used by immigration department for passport recognition,
City Traffic Police for number plate recognition [4], [5], and
banking organizations for automatic processing of demand
drafts and cheques [6]. In addition to the above, OCR can
also be used to preserve and digitize ancient literature as
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a heritage. Another useful application of OCR is assistive
technology for blinds and visually impaired users. Due to
numerous application areas, OCR is widely acknowledged as
an established research problem in the field, where a plethora
of rules-based, as well as supervised learning techniques,
have been developed [3], [7].

OCRs can be classified in a number of different ways.
For instance, Online and Offline OCR [8]. Where, Online
OCRs can recognize texts on-the-fly by merely analyzing
the patterns of the strokes generated by a stylus or drawn
on a touch screen panel [1], [3], [9]. On the contrary,
Offline OCRs work on an existing text from an image [1],
[3], [7], [9]. It is widely acknowledged that Offline OCRs are
harder to develop [2], [10].

OCRs can also be classified as Segmentation-based or
Segmentation-free [11], where the former type requires seg-
mented text at character or ligature level, for learning and
prediction. Where, ligature refers to a single connected body
which could be a single character or a combination of two
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or more characters [11], [12]. Typically, segmentation-based
systems require an image of character which is cropped
using some segmentation technique [13]–[15]. On the con-
trary, a Segmentation-free OCR has the ability to recognize
complete words or text lines, without requiring any prior
segmentation. Typically, an OCR of this class takes a text
image as input and subsequently, recognizes text in the image.
Segmentation-based OCRs differ from Segmentation-free
OCRs as the former requires less amount of data, whereas,
the latter requires a large amount of training data for better
generalization. However, Segmentation-based OCRs require
labeling of individual characters in images which is a more
challenging task.

The recent advancements in deep learning have been used
to provide a single end-to-end solution for many of the exist-
ing problems, such as speech recognition [16]–[18], machine
translation [19], text summarization [20], [21], and image
captioning [22], [23]. Furthermore, deep learning has also
been used for developing end-to-end solutions for OCR [7],
[11], [24]–[27]. An end-to-end solution for OCR allows a
single model to enclose all the substituent tasks of an OCR
into a single model. This allows optimizing the model as a
single cohesive unit. This concept of end-to-end learning is
made possible by deep learning.

A plethora of studies had relied on deep learning tech-
niques for building up OCRs for European languages, such as
English, German, and French, following the Latin script, with
remarkably high accuracies [11], [24], [28]. However, Asian
languages significantly differ from the European languages.
For instance, English, German, and French are written from
left to right, whereas, Arabic, Persian, and Urdu, which fol-
low the Arabic script, are written from right to left. Therefore,
the OCR techniques developed for European languages can-
not be used for Asian languages. Several attempts have been
made to develop OCRs for Asian languages, such as Arabic,
Persian, Bengali, Urdu, Punjabi, and Hindi [10], [25], [29].

Urdu is a prominent South Asian language, having well
over 100 million speakers worldwide, making it the 20th

most spoken language of the world according to the Ethno-
logue. Urdu has a total of 39 characters and several of these
characters occur in multiple forms including isolated, pre-
fix, postfix, and middle form [30]. Urdu has several writing
styles, including Devani, Kofi, Naskh, Nastaleeq, Riqa, and
Taluth. Among these, the two prominent styles are Naskh
and Nastaleeq [31], [32]. Predominantly the printed mate-
rial available today is in Nastaleeq font, whereas Naskh is
the more dominant font for the digital material [30], [31].
For instance, Akhbare-Jehan is a widely distributed printed
magazine that uses Nastaleeq. In contrast, BBCUrdu website
uses Naskh font. Figure 1, illustrates the differences between
the two scripts with the help of an example word. It can
be observed from the figure that the initial characters in the
Naskh script are aligned along a straight-baseline, whereas in
the Nastaleeq script the characters have a diagonal baseline
which changes from right to left. Also, there are significant
differences when it comes to ligature formation and how

FIGURE 1. Example of an Urdu word printed using two different fonts.

the shape of characters varies when using the two different
fonts. Similarly, the presence of the ‘hook’ diacritic under
the letter (hey) in case of Nastaleeq can be observed in the
same figure, whereas it is absent in case of Naskh.

In the presence of such a variation, the performance of a
deep learning technique trained on Nastaleeq script is not
effective for detectingNaskh font text. It is therefore desirable
to develop an Urdu OCR that is capable of identifying text
written in any font for a wider applicability. However, to the
best of our knowledge, an adequately large and comprehen-
sive dataset containing the required variation is not available
for Urdu OCR. Currently, the available datasets are either
very small or do not contain adequate variations that are
necessary for building end-to-end OCR systems using deep
learning. Furthermore, almost all the existing Urdu OCRs are
developed for Nastaleeq font, which are not applicable when
the source images contain text in other fonts.

To that end, in this study, the following key contributions
are made:

• Firstly, we have employed a systematic and rigorous
procedure to develop a holistic Urdu OCR corpus that
is large enough for training an end-to-end deep neural
network model. The corpus has 602,472 image files
which include 301,623 text-line images, 300,000 word
images, and 849 character images. Altogether, the cor-
pus contains 619,555 words and 2,106,267 characters.
The key features of our corpus are that it is a multi-level
and multi-script, and it encapsulates three levels, text-
line, word and character level, as well as multiple fonts
to render text images at all the three levels. The fonts
used for rendering the images are: Naskh, Nastaleeq and
Tehreer.

• Secondly, five different deep neural networks based end-
to-end segmentation free models are used to evaluate the
proposed corpus.

The rest of the paper is organized as follows: Section II
presents the related work. Section III presents the details
of the corpus generation process. The specifications of our
developed corpus and its comparison with other corpora are
presented in Section IV. The deep learning techniques that
we have used for OCR are discussed in Section V. The details
of the experimental settings and the analysis of the results are
presented in Section VI. Finally, the conclusions are provided
in Section VII.
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II. RELATED WORK
A plethora of studies has been conducted to develop OCR
techniques for Western, as well as Asian languages. Further-
more, several benchmark corpora have been made available
for these languages. On the contrary, fewer attempts have
been made for Urdu language OCRs, and there is scarcity
of benchmark datasets for the Urdu language. In particular,
the fundamental requirements of deep learning techniques
are to have a generalized and substantially large corpus
that can be used for effective learning and prediction. How-
ever, despite the presence of several Urdu OCR corpora for
printed [33]–[36], handwritten [37]–[42] and natural scene
text recognition [43], it is found that the existing datasets are
small in size and they have inadequate diversity for training
deep neural network models. The details of these datasets
along with a comparison with our proposed corpus is pre-
sented in Section IV. For a better comprehension, traditional
machine learning and deep learning techniques are discussed,
separately.

A. MACHINE LEARNING FOR OCR
Machine learning and computer vision work hand-in-hand
for image processing. Several studies have used machine
learning techniques for OCR. Segmentation-basedOCR tech-
niques consist of a number of steps, where each step performs
a certain task to generate an output which is fed to the next
step. Typically, these steps are pre-processing, segmentation,
feature extraction and training a machine learning based
classifier. Where, pre-processing often employs techniques,
such as smoothing, binarization, etc., to the input image for
enhancing features of an image and reducing noise in the
image. The pre-processed image is then segmented at either
line, word or character level, using techniques, such as His-
togram projection or Hough transformation. Subsequently,
features are extracted from the segmented characters. The
commonly used features for OCR are Gradient features, chain
codes, etc. Finally, these extracted features are used to train
machine learning classifiers, such as Support Vector Machine
and Artificial Neural Network [27], [44]–[46].

A number of techniques have been employed for build-
ing segmentation-based OCRs for the Urdu language. These
techniques recognize individual Urdu words and charac-
ters [47]–[49]. However, there are some techniques which
first segments Urduwords into characters and then employees
classification techniques to identify characters. These stud-
ies focus on recognizing Urdu characters in only Nastaleeq
font [50].

In addition to segmenting and recognizing characters, stud-
ies have been conducted on segmenting and recognizing lig-
atures in Urdu, where a ligature is a single connected body
made up of one or more of characters. There are several
notable studies about segmentation-based OCRs recognizing
ligatures in Urdu [33], [34], [51]–[53]. Typically, these stud-
ies employ diverse feature extraction, such as Gabor filters,
DCT features, and Zoning based features [54]. Furthermore,

these studies recognize Urdu ligatures in Nastaleeq font using
SVM, KNN and HMM. However, a few studies have also
used SIFT and SURF features for Urdu ligatures identifica-
tion [55].

B. DEEP LEARNING FOR OCR
The recent advancements in deep learning have achieved
groundbreaking results in numerous domains [56]. It includes
building end-to-end OCR systems for English, as well as
for other languages. The key reason for these groundbreak-
ing results stem from the multi-layer trait of deep neural
networks [57]. One such layered architecture consists of
CNN layers which are followed by RNN layers. Furthermore,
the RNN layers are followed by Connectionist temporal clas-
sification (CTC) loss function [27]. A model with a CER
of 11%, working only with data related to bank cheques is
proposed [26], which used the same process, using Gated
Recurrent CNN for feature extraction and Bidirectional Long
short-term memory (BLSTM) for mapping these features at
multiple timestamps generating a probability distribution of
every character at each timestamp.

Text in natural scene images is identified using an end-to-
end deep neural network-based model [58]. The study used
YOLOv2 with CTC loss and evaluated its performance on
ICDAR 2013 and 2015 datasets. Individual components for
segmentation-based OCR systems are also developed using
neural networks, where each of the subsystem used a DNN of
its own and it is trained separately to accomplish a particular
task [59].

Deep learning techniques have also been applied to low
resource languages, such as Telugu multi-font OCR [60],
and multiple Bengali fonts [61]. Arabic is a notable lan-
guage whose characteristics are similar to Urdu [62]. For
instance, both in Arabic and Urdu the flow of sentences is
from right to left. Furthermore, many words in Urdu are
also derived or borrowed from Arabic and Urdu follows the
Arabic orthography. Due to these similarities, many tech-
niques that are applied to solve certain problems in Arabic
can also be adapted for Urdu. A prominent Arabic OCR was
proposed in [63] that was based on five steps: pre-processing,
segmentation (sub-word and letter segmentation using the
Zidouri algorithm [64]), thinning stage using Hilditch thin-
ning algorithm [65], and features extraction and character
classification usingDecision trees. Another suchArabicOCR
model was trained on DARPA corpus using stacked BLSTM
which is connected with CTC loss function for predicting
Arabic text sequences. Also, a language model was added to
the technique at the time of prediction to enhance the output
of the actual trained OCR [66].

A number of deep learning techniques have been applied
to Urdu datasets, either presenting an end-to-end Urdu OCR
or simply using DNNs as character or word classifiers,
or even as feature extractors. For instance, Stacked Denois-
ing AutoEncoders that were originally used for recogniz-
ing Bangla [67] were also used for recognizing Urdu liga-
tures [68]. The CNN + RNN end-to-end model was applied
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FIGURE 2. Example of text images rendered in 3 fonts.

to Urdu text images [69] to predict a sequence of characters
making up the input Urdu text line. Models comprising of
Long short-term memory (LSTM) layers connected to a CTC
loss function were also proposed. These models work at
character and ligature level, respectively [30], [70]. Another
OCR system using LSTM+ CTCwas proposed that used the
same UPTI dataset for training [71].

The key deficiencies in the existing studies are that the
datasets used for training Urdu OCR system are very small
and that the datasets used for training are merely available for
a single font, mostly Nastaleeq. Whereas, a Multi-level and
Multi-script Urdu OCR dataset is obligatory for Urdu OCR.
To that end, the focus of this work, is to overcome the size
and diversity limitations of the existing corpora and develop
a benchmark corpus for printed Urdu.

III. CORPUS GENERATION
This section presents the architectural details of our novel
Multi-level and Multi-script Urdu OCR (MMU-OCR-21)
corpus. The novelty of MMU-OCR-21 lies in the following:
(a) holistic nature of the corpus that spans across multiple
levels, including character, word, text line level, (b) support
for three fonts, and (c) providing adequately large number
of example points that will be useful to better generalize
deep neural network based models. Thus, trying to overcome
the limitations of the smaller single font based printed Urdu
corpora that already exist. Figure 2 depicts an example of text
line andword level image containing text in all three fonts that
are used in our MMU-OCR-21 corpus.

Our synthesis of literature revealed that three types of
approaches have been used for generating an Urdu OCR cor-
pora. These are: real-world, controlled, and synthetic. In the
real-world approach, the existing documents are collected,
their images are generated, and subsequently, the ground truth
(or human benchmark) is produced [36], [43]. The existing
documents may include handwritten text, such as student
assignments, or printed material, such as books and newspa-
pers. A key strength of this approach is that the generated
corpus mirrors real-world cases, whereas the key issues with
the use of this approach are as follows: firstly, generating
the human benchmark having images and their correspond-
ing Urdu text in the digital form, is a resource-intensive
task. Secondly, there is scarcity of documents belonging to
a diverse range of content. Finally, due to the large vocab-
ulary size of Urdu language and its inflectional nature, it is
particularly challenging to generate a comprehensive bench-
mark for Urdu.

In the controlled approach, subjects are asked to reproduce
a given text in their handwriting which is available in digital
form. Subsequently, the written documents are scanned to
generate images corpus, whereas for these images, the source
text in digital form is used as a benchmark. The key benefit of
this approach is that the human benchmark can be generated
with little effort. Furthermore, with this approach, it is possi-
ble to control the diversity of written text by choosing appro-
priate subjects. For instance, subjects having different writing
styles, genders, age groups, and levels of writing proficiency,
can be chosen. The key limitation of this approach is that
generating a substantially large dataset, that can be used for
state-of-the-art deep learning techniques, is very challenging
as arranging enough subjects, as well as generating sufficient
samples from each resource, is a time intensive task.

In the synthetic approach, the raw digital text is given as
input to an automated technique for generating printed text
images. A key strength of this approach is that a large-sized
corpus and its corresponding ground truth can be rapidly
generated. However, the limitation of this approach is that the
generated images may not have the necessary variation that
is typically available in real-world settings, yet such varia-
tions can be generated computationally using data augmen-
tation techniques including rotating, contrast and brightness
changes, additive noise, and other degradations. In this study,
a synthetic approach is used for generating our MMU-OCR-
21 corpus due to its ability to rapidly generate a large images
corpus and its corresponding ground truth. In order to handle
the limitation of missing necessary variations, raw Urdu text
is generated in three different fonts, Naskh, Nastaleeq, and
Tehreer, and images are generated for each font. Hence,
synthetically inducing the three variations of each word in
the corpus. Therefore, one can say that the large-sized corpus,
which is manifolds larger than the existing datasets, together
with the three font variations can be a closer substitute of the
real-world settings. Also, it is of key importance to mention
that the provided images have no degraded versions of them-
selves. Thus, applying augmentation to the said dataset can be
used to further increase the size and diversity of the corpus as
per requirement.

Figure 3 provides an overview of the process that was used
for developing the MMU-OCR-21 corpus. Recall, from the
preceding section, the benchmark is defined at three levels,
text line level, word level and character level, and also in
three different fonts. The overall process is composed of
three phases: data cleansing, three-level tokenization, and
generating fixed-size text images, for three different Urdu
fonts. The details are as follows:

A. DATA CLEANSING
As shown in Figure 3, the input to the corpus generation
process is raw Urdu text. To generate Urdu text, in-line with
a prominent study [40], raw Urdu text was collected. For
collecting the raw Urdu text, news articles were scrapped
from BBC Urdu bbc.com/urdu, which is an Urdu language
station of a prominent news service, BBC News. The reasons
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FIGURE 3. Corpus generation process.

for using news text are as follows: firstly, the news text is
freely and publicly available in digital form with limited
proprietary issues. Secondly, news articles cover a wide range
of topics, therefore, a large collection of articles from diverse
domains includes domain-specific vocabulary from several
domains. Lastly, news text has been widely used in gen-
erating benchmark corpora for several languages, including
Urdu, Arabic, and Hindi OCRs. Nevertheless, news articles
have been used for generating information retrieval bench-
marks, and benchmark corpora for plagiarism and text reuse
detection. In particular, we scrapped 285,131 news articles
from various genres, including history, science, defense,
politics, and sports. The collected raw text is composed
of 70,350,473 tokens. Where, the smallest news article is
composed of seven words, the longest news is composed
of 32,227 words, with an average length of 246.8 tokens.

The scrapped news articles contained non-Urdu content
which had to be cleaned before any further processing. To that
end, a two-step data cleansing process was employed. In the
first step, regular expression-based string matching was used
to remove the html tags using a built-in Python library RegEx.
Furthermore, characters were parsed to filter-out the Uni-
codes that form emoticons. In the second step, a Unicode
index was built which in fact contained every Unicode in
the raw data along with the number of times it appeared.
This index was then used to identify several garbage values,
such as ‘ ’, ‘ ’, ‘±’, ‘3/4’, and ‘2̆’, by merely considering
the Unicodes that had a lower occurrence frequency. These
garbage values were omitted to generate the Urdu text corpus
of 70,053,292 tokens, that was subsequently used for gener-
ating the image corpus.

B. THREE LEVEL TOKENIZATION
The purpose of the second phase of corpus generation proce-
dure is to generate excerpts of Urdu text that could be used for
generating the images corpus. As discussed earlier, we intend
to develop a three-level images corpus, text line level, word
level and character level, therefore, we have performed three
levels of tokenization. The details of each step are as follows:

The first level tokenization requires identification of
text-lines excerpts of Urdu text. Text line is a reasonable
sequence of words that represents a useful expression or

piece of information which may or may not be a com-
plete sentence. In this step, we used Urdu language punc-
tuation as delimiters for the 285,131 documents to generate
5,510,951 excerpts. Subsequently, a series of post-processing
steps were performed which included, removing the empty
text-lines, the text-lines that are too small (having less than
three words), the ones that contained only numeric values,
and the ones having less than eight non-white-space charac-
ters. Accordingly, 3,580,373 candidate excerpts were identi-
fied for generating text-line images in the subsequent phase.

For the word level, unique Urdu tokens were generated,
also referred to as vocabulary, to avoid generating dupli-
cate images in the subsequent phase. For that, tokeniz-
ing the corpus at word level was done using white spaces
and other punctuation characters as delimiters for sepa-
rating words. The cleansed documents contained a total
of 70,053,292 word, forming a vocabulary of 312,813 words.
Furthermore, the minimum, maximum, and average size of
the vocabulary was computed and frequency of each vocabu-
lary token was also computed to develop an understanding of
the cleaned Urdu text corpus. It was observed that the small-
est word in the vocabulary had two characters, the longest
word had twelve characters, whereas the average length was
5.4 characters. Based on the frequency distribution, it was
observed that the most common 100,000 vocabulary words
constituted 60,922,354 tokens (87%) of the cleaned Urdu text
corpus. The same 100,000 commonly used vocabulary words
were chosen as a candidate for generating word level images
corpus in the subsequent phase.

For the character level, apart from the characters that
existed in our corpus other characters that belong to Urdu
were identified and manually added to the corpus by native
Urdu speakers. It was ensured that all the forms (isolated, ini-
tial, middle, end) of every Urdu character were made part of
the corpus. Urdu digits and punctuation characters were also
made part of the character level corpus. Accordingly, a set
of 283 characters was identified as a candidate to generate
character level images corpus in the subsequent phase.

C. GENERATE FIXED-SIZE IMAGES
The aim of this phase is to generate images for the MMU-
OCR-21 that will in turn be used for the evaluation of printed
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TABLE 1. Meta-information about OCR images.

Urdu OCR techniques. In particular, we intend to generate
a three-level images corpus, text-line, word, and character
level, for the three widely used Urdu fonts, Naskh, and
Nastaleeq, Tehreer.

For generating the text-line images corpus, a further anal-
ysis of the 3,580,373 candidate text-lines excerpts was per-
formed, which included computingminimum,maximum, and
the average length of each text-line. Furthermore, the stan-
dard deviation and distribution of lengths were computed.
Based on the results, it was observed that the smallest
text-line had merely three words, whereas the longest one
had 29 words. In the presence of such a significant variation,
it is of paramount importance to carefully choose text-lines,
as well as specific image dimensions, that can accommodate
excerpts in three different fonts. The reason behind generating
fixed-sized images and not variable size images was the
intend to create a ready to use OCR corpus that does not
require any pre-processing and can be fed directly to deep
neural network models that usually require the same input
dimensions. 128× 32 image dimensions were chosen for text
line and word images while 32 × 32 image dimensions were
chosen for character level. It was estimated that a substantial
number of text-lines, 100,541 excerpts of each of the three
different fonts can be accommodated in these image dimen-
sions, considering the fact that the same text rendered using
same font size but different fonts will generate different size
images for each font as can be observed in Figure 2.

Finally, 100,541 text-line, 100,000word, and 283 character
excerpts were used to automatically render images in three
different fonts, Naskh (Nafees Naskh), Nasaleeq (Jameel
Noori Nastaleeq) and Tehreer (Urdu Tehreer) using our text
to image rendering software. In addition to the text excerpts,
font size, image dimensions, background and foreground etc.,
was given as input. That is, for text-line the font was set
to 11 pt, whereas for word and character level the font size
was set to 12 pt. For each image, the background color was
set to white, foreground color was set to black, and the text
excerpts were horizontally and vertically centered. Accord-
ingly, a large corpus of 602,472 images was generated which
contains 301,623 text-lines images, 300,000 word images,
and 849 character images.

D. GENERATING GROUND TRUTH
In the final phase, the ground truth for each of the
602,472 images was generated, which mere is intended to
provide a format that is both human readable and machine
readable, and can help facilitate other researchers using the
MMU-OCR-21. The ground truth is mainly composed of
meta-information about the images and the associated labels.
The detailed constituents of themeta-information: name, type
of meta-information, and description of each element of the
meta-information, is presented in Table 1.

For an in-depth understanding of the corpus structure,
Figure 4 illustrates the meta-information for an example
image. It shows that the total number of images of the three
levels, text-line, word, and character level, as well as example
images of each type. Furthermore, the figure contains the
three types of meta-information about the example text-line
image. The three types of meta-information are separated by
horizontal lines.

IV. CORPUS SPECIFICATIONS AND COMPARISON
This section presents the specifications of our developed
MMU-OCR-21 corpus followed by a comparison of our pro-
posed corpus with the existing Urdu OCR corpora. The spec-
ifications of MMU-OCR-21 corpus are presented in Table 2.
The table is composed of two parts, the upper part of the table
contains specifications of the images included in the corpus,
whereas the lower part shows the statistics of the ground
truth text. The first column contains the specification items,
whereas the subsequent three columns contain the corre-
sponding values of the three levels. Note, some values are
not applicable to a certain level, for instance, text-lines count
cannot be found at word and character level, therefore these
values aremarkedwith ‘-’ sign in the table. In total, the corpus
is composed of 602,481 files, with 602,472 images files in jpg
format and 9 ground truth files in csv format having a space
requirement of 1.22 GBs, and it will be freely and publicly
available.1

From the specifications of the images presented in the
table, it can be observed that the corpus contains images

1https://www.kaggle.com/tayyabnasir22/mmuocr21
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FIGURE 4. Illustration of meta information.

TABLE 2. Specifications of the MMU-OCR-21 corpus.

in three different fonts, i.e. there are 200,824 (100,541 +
100,000 + 283) images for each font. From the specifi-
cations of the digital text presented in the table, it can be
observed that the ground truth text excerpts contain 619,555
(519,555 + 100,000) words, and 2,106,267 (1,573,492 +
532,492 + 283) characters. Furthermore, text-line excerpts
contain 31,347 unique words, whereas the word level con-
tains 100,000 unique words.

The comparison of our proposed corpus with eight promi-
nent Urdu OCR corpora is presented in Table 3. It includes,
CENPARMI-2009 [38], UPTI-2013 [33], Prakash-2014 [40],
CALAM-2016 [41], and CLE-2016 [36], UCOM-2017 [37],
Ali-2018 [43], UNHD-2019 [39]. These corpora were iden-
tified through an extensive literature survey which was per-
formed by searching through multiple digital libraries and
google scholar, using several Urdu OCR related keywords.
Subsequently, eight prominent corpora were chosen. Note,
there are some other attempts to develop a corpus, such
as [34], [35], [42], [72], however, either their corpora are
too small or the available information is inadequate for the
comparison.

It can be observed from the table that CLE [36] is the only
multi-level corpus besides our developed corpus. However,
our corpus is manifolds larger that the CLE corpus. Not only
that, our MMU-OCR-21 is manifolds larger than all the eight
Urdu OCR corpora used for the comparison. Given that the
deep learning-based techniques are particularly sensitive to
the size of the training corpus, requiring 105 to 106 train-
ing example points, thus, our developed corpus is a useful
addition for deep learning techniques-based OCR systems.
It can also be observed from the table that the existing corpora
that are focused on printed Urdu, use only Nastaleeq font.
In contrast, our corpus is the first of its kind that is available
in three fonts, Naskh, Nastaleeq, and Tehreer.

V. DEEP LEARNING TECHNIQUES FOR OCR
For the evaluation of our proposed MMU-OCR-21 dataset a
number of end-to-end deep neural network-based segmenta-
tion free OCR techniques are used. The goal is to evaluate the
usefulness of our proposed corpus using several techniques.
These techniques are built to OCR word and text line images.
A description of each of these techniques is as follows:

The first two techniques that we use are based on the idea
of combining CNN, BLSTM and CTC for recognizing text
from images, as advocated by [27]. That is, using CNN for
image feature extraction, passing the extracted features to
stacked BLSTM layers to generate a sequence of probabilities
at each timestamp, and finally, using CTC loss for training the
proposed technique.

Deep Convolutional Neural Network (DCNN) has been
widely used for many image classification problems. It con-
sists of Convolutional and Max pooling layers. Where,
DCNN part of the said model is used as a means for extracting
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TABLE 3. A comparison of Urdu corpora.

image features which can then be used in predicting the
actual text sequence using RNN layers. The extracted image
features are fed to stacked Bi-Directional Long Short Term
Memory (LSTM) layers. LSTM being a type of RNN layer
predicts the probability distribution of each character at a
given timestamp. Thus, generating a sequence of probability
distributions which can then be used to predict complete
labels consisting of characters. The main advantage of using
RNN layers is that these are quite helpful in capturing the
contextual information for a given sequence. The reason for
using LSTM is that it is effective in capturing longer past con-
textual information. Let xt be our input sequence at timestamp
t, at−1 be the hidden state vector of the previous timestamp
and ct be the current timestamp cell’s state then the following
set of equations describe a single unit of LSTM for a given
timestamp t:

Update Gate:

ut = sigmoid(Wuxxt +Wuaat−1 + bu) (1)

Forget Gate:

ft = sigmoid(Wfxxt +Wfaat−1 + bf ) (2)

Output Gate:

ot = sigmoid(Woxxt +Woaat−1 + bo) (3)

Cell Input Activation Vector:

ĉt = tanh(Wĉxxt +Wĉaat−1 + b̂c) (4)

Cell State Vector:

ct = ut ◦ ĉt + ft ◦ ct−1 (5)

Cell Output Vector:

at = ot ◦ tanh(ct ) (6)

where, ◦ represents the Hadamard product. Although the
LSTM layer is proficient in carrying past contexts, yet it only
has the ability to capture context information in one direc-
tion. That is, for any LSTM cell at timestamp t, the context
from cells 1 to t-1 are carried out to this cell. Thus, Bi-
directional LSTM is introduced here. Bi-directional LSTM
is in fact a combination of two LSTM layers, where each has
context information flowing in the opposite direction. Hence,
Bi-directional LSTMs are able to capture context information
from both forward and backward directions. Let aft be the

output of a single LSTM cell for the LSTM layer flowing
in the forward direction and abt be the same for backward
direction then the combined output of the two is given as:

yt = Wf aft +Wbabt + by (7)

The main reason to use CTC [27] for calculating the proba-
bility of the sequence (either characters or words sequence) is
that it enables the use of BLSTM for outputting the sequences
for the given image, without having the need to label indi-
vidual words or characters in images. The CTC loss function
for the given probability at each time stamp along with the
actual label sums up the score for all the paths/alignments
from the input probabilities. It then calculates the negative
of log of this sum, which is propagated back in the network.
For our dataset U, with Urdu text images U I along with
corresponding labels UL , one can define the CTC objective
function for the ith example point as:

p(UL
i |U

I
i ) =

∑
a=F(yi)

yi (8)

The function F maps all alignments/paths and returns the
score of all the paths that make up our ground truth label
UL
i , collapsing the duplicates and removing the blank CTC

tokens. The score for the individual valid alignments is then
summed up giving the final score. Also yi is the sum of
probabilities of all tokens, l = l1, l2, . . . , ln (including the
CTC blank token) that may appear at a given timestamp t.
Formally, it is defined as the following:

yi =
T∏
t=1

pt (lt |U I
i ) (9)

The CTC loss function, which is used for training the
model weights is in fact the negative log of the above cal-
culated likelihood.

L = −
∑

U I
i U

L
i ∈U

log p(U I
i ,U

L
i ) (10)

For the prediction, CTC decoder is required which is used
with the trained model. It takes the probabilities of each token
returned from the RNN at each timestamp and returns the best
path which may be based on the highest character probability
at every timestamp t.

O = max yi (11)
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FIGURE 5. Architecture of CNN + BLSTM + CTC.

TABLE 4. CNN + BLSTM + CTC model details.

Finally, we can pass the best path through our filter func-
tion G so that the output can again be filtered, collapsing the
repeating characters and removing the CTC blank token to
get our prediction:

ÛL
i = G(O) (12)

A. CNN + BLSTM + CTC MODEL (CBC)
The architecture of this technique is inspired by an existing
architecture [27]. An overview of the architecture is presented
in Figure 5.
In particular, two variations of the same model were

trained, one for word and the other for text line image recog-
nition. In the first variation, the model was trained to predict
the sequence of Urdu text characters at each timestamp.
Similarly, in the second variation, a single wordwas predicted
at every timestamp by giving a sequence of words forming
a complete text line. The details of the model are given
in Table 4.

B. VGG-16 + BLSTM + CTC (VBC)
The aforementioned architecture [27] was also used for this
technique. However, this model had its CNN layers replaced

with a pre-trained VGG-16 using imagenet weights. Here,
the idea was to exploit the already trained CNN for better
image feature extraction and then to fine-tune the complete
model for Urdu text recognition. The architecture of the
model is given in Figure 6.
Similar to the previous architecture, two variations of this

transfer learning-based model were trained, one for Urdu
word images and other for the Urdu text line images. The
details of network are given in Table 5.

C. ENCODER DECODER MODEL (EDM)
The encoder decoder model [73] has been used in predict-
ing sequences with its wide applicability in tasks such as
machine translation. AnOCRmodel [74] was used for printed
text using the same encoder decoder approach. Where,
the encoder part consists of CNN + LSTM layers that
extracted the image features which were then passed to the
decoder as the initial state which generated the most prob-
able text sequence. This architecture has been used in this
study, where Urdu text line image was passed as input to
the encoder and a sequence of most probable Urdu words at
each timestamp t was outputted by the decoder. The encoder
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FIGURE 6. Architecture of VGG-16 + BLSTM + CTC.

TABLE 5. VGG-16 + BLSTM + CTC model details.

part consisting of CNN layers along with LSTM layer can be
defined as:

Xi = Fenc(U I
i ) (13)

For the input text image, it generates a feature vector Xi.
The decoder part, consisting of LSTM cells, given this feature
vector can then be used to generate the probability at each
timestamp of every word.

P(UL
i |U

I
i ) = Fdec(Xi) (14)

For the purpose of training, the decoder was initialized
with state of the encoder and also fed with the actual labels
so that it can maximize the probability distribution at each
timestamp t.

P(UL
i |U

I
i ) =

T∏
t=1

P(ct |c1, . . . . . . ct−1,Xi) (15)

For the purpose of prediction, the maximum probability
of a word at every timestamp t is generated as an output to
generate a final sequence. Figure 7 illustrates the architecture
of the model used in this study. The details of the model are
given in Table 6.

ÛL
i = argmax(P(UL

i |U
I
i )) (16)

VI. EXPERIMENTS
We performed comprehensive experimentation using deep
learning techniques to show the effectiveness of our devel-
oped resources. Firstly, we introduce the performance evalua-
tion measures followed by the experimental setup. Secondly,
results and discussion of the experiments are presented for
multiple fonts under fixed settings. Thirdly, techniques for
selecting optimal parameters per model along with the results
achieved for optimal parameter settings is discussed. Finally,
an error analysis of the results is performed.
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FIGURE 7. An illustration of Seq2Seq architecture.

TABLE 6. Encoder decoder model details.

A. PERFORMANCE EVALUATION MEASURES
Two established measures to evaluate the effectiveness of
deep-learning techniques for their ability to identify the text
sequence from input images are used. These measures are,
Character Error Rate (CER) and Word Error Rate (WER).
A lower value of these measures represents a higher effec-
tiveness of a technique and vice versa. The reason for the
choice of these measures stems from the fact that these mea-
sures have been widely used to evaluate the effectiveness of
OCR and speech recognition systems [59], [61], [66]. These
measures are based on the Levenshtein distance [75] which
measures similarity between two strings. These measures are
defined as follows:

CER is the ratio between the Levenshtein distance of the
actual and predicted characters and the maximum length of
the actual and predicted excerpt of characters. For the image I,
if G(C, I) is the character level ground truth, P(C, I) is
the character level excerpt predicted, and Lev(G, P) is the
Levenshtein distance between G(C, I) and P(C, I). The CER

of I is defined as follows:

CERI =
LEV(C,I )

max(|G(C,I )|, |P(C,I )|)
(17)

A set S for testing is used having N number of text-line or
word images, the CERM is defined as follows:

CERM =
1
N

n∑
I=0

CERI (18)

Similarly, WER is the ratio between the Levenshtein dis-
tance of the actual and predicted words and the maximum
length of actual and predicted excerpt of words. Consider an
input image I, if G(W, I) is the character level ground truth,
P(W, I) is the character level prediction, and Lev(G, P) is the
Levenshtein distance between G(W, I) and P(W, I). TheWER
of I is defined as follows:

WERI =
LEV(W ,I )

max(|G(W ,I )|, |P(W ,I )|)
(19)
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TABLE 7. Results of comparative analysis under fixed settings.

A set of S is used for testing having N number of text-line
or word images. TheWERM is defined as follows:

WERM =
1
N

n∑
I=0

WERI (20)

B. EXPERIMENTAL SETUP
MMU-OCR-21 corpus is composed of text-line, word,
and character level images in three different fonts, Naskh,
Nastaleeq and Tehreer. Experiments were performed using
all the word and text-line images. More specifically,
300,000 word images and 301,623 text-line images were
used for the experiments. However, experiments were not
performed on the 849 character images due to the following
reasons: (a) the count of character level images is very small
having inadequate variation. Therefore, it cannot be used for
the training of deep learning techniques. And, (b) an Urdu
OCR that takes the images having merely single isolated
characters do not have real-world applications and such type
of OCR is not of higher value for Urdu language due to the
joining nature of its alphabets.

Experiments are performed using two state-of-the-art deep
learning techniques, CNN + BLSTM + CTC (CBC) and
VGG-16+BLSTM+CTC (VBC). The detailed architecture
of each technique and the optimal settings of the parameters
that were used in this study are presented in the preceding
section. In addition to these two techniques, Encoder Decoder
Model (EDM) architecture was also used for experimentation
at text-line level due to two reasons. Firstly, because EDM is a
sequence-to-sequence model that has the ability to effectively
capture contextual information, where the preceding words
determine the probability of the subsequent word in addition
to the features of the input images. Secondly, the EDM archi-
tecture allows to work with varying length sequences and
it has been widely used for similar tasks, such as machine
translation [73]. All the experiments were implemented using
Tensorflow2 Keras API.

For the experimentation, 301,623 text-line images were
randomly divided into three parts. Where, 80% of the images
were used for training, 10% were used for validation, and

the remaining 10% were used for testing. The exclusively
random choice of samples without considering the font in
the image was performed in order to ensure that the learning
can be performed in the diverse settings. For an unbiased
comparative analysis, firstly, all the models were trained
using fixed settings. Under these fixed settings all of the
models were trained for 500 epochs with a mini-batch size
of 64 using Adam for optimizing the objective functions [76]
and with the default learning rate of 0.001. The choice of
Adam optimizer was made considering its benefits over the
conventional Stochastic Gradient Descent [76], along with
considering the fact that it has been widely used for train-
ing models for text recognition and other image processing
tasks [77]–[79]. Table 7 presents a comparative analysis of
the performance of all the models under fixed settings using
equations 18 and 20 in order to calculate CERM and WERM ,
respectively. A comparative analysis of the results revealed
that the CER and WER scores were lowest for the CBC
model at text line level. Also, at word level, VBC model
outperformed the other models as it achieved the lowest CER
and WER scores of 0.016 and 0.065, respectively.

Figure 8 illustrates the details of training the models. The
training and validation loss achieved at the end of each epoch
is plotted in the figure. It can be observed from the figure that
different models tend to achieve a combination of the best
validation and training loss at different epochs.

C. BEST FIT MODELS
We used early stopping [80] to achieve the optimal param-
eters for each of the aforementioned techniques for which
the validation loss was minimum. The details of the best fit
model attained using early stopping are presented in Table 8.
The results and analysis in the subsequent sections are all
performed on the best version achieved for each model.

1) MIXED FONT
Table 9 provides an overview of the results achieved by our
best fit models on randomly sampled test, validation and
training datasets. It can be observed that at word level the
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FIGURE 8. Training and validation loss at each epoch.

TABLE 8. Early stopping based best validation loss for each technique.

CER and WER scores of CBC and VBC are either identical
or comparable. However, at text line level, CBC outperforms
VBC. Also, at text line level EDM has the lowestWERwhich
very much conforms to the ability of EDM to better cope with
sequences of words.

Figure 9 shows a pictorial representation of the results.
It can be observed from the figure that there is a little dif-
ference in CER and WER for the training, validation and test
sets. This validates the fact that the trained models are not

overfitting and they generalized at both word and text line
levels. Also, it can be observed from the figure that WER
is higher than CER in every case [61], [66]. It is due to the
fact that WER considers words as a single unit and a word
is marked as an error even if there is a variation of a single
character in it. Contrary to this, the error count is computed
at character level in case of CER, therefore the value of CER
increases gradually.

2) INDIVIDUAL FONTS
To further analyze that our models have generalized well for
all fonts, and that none of the models overfits for a single font,
we tested the performance of each trained model on a sample
consisting of single font images. This was done by randomly
selecting a sample of 2% of the total images per font at word
and text line level and then using each sample for testing all
the techniques discussed earlier. The process was repeated
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TABLE 9. Results of the best fit models for each technique.

FIGURE 9. Results of mixed fonts. Word level graph on left and text line graph on right.

TABLE 10. Text-line level and word level results for individual fonts.

five times and the average CER and WER were calculated
per font. The detailed results are presented in Table 10.

Figure 10, Figure 11 and Figure 12 illustrate the results that
were achieved per sample for each font, whereas Figure 13
gives an overview of the average results. The key observation
here is that, there is no significant variation in the perfor-
mance of all the models for all the fonts. This validates the
hypothesis that our models generalized well regardless of the
fonts. It can also be observed from the figure that the lowest
error rates for all the techniques were achieved for Naskh font

images, whereas the error rates for the other two fonts were
slightly higher. Furthermore, the observation is valid for both
word level and text line level. A possible reason for this is
that the writing style of Naskh is simpler than Nastaleeq and
Tehreer, and is easier for the learning of models. However,
the variation is quite negligible.

D. ERROR ANALYSIS
Recall from the results that a very high accuracy was achieved
at word level, whereas a below par accuracy was achieved
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FIGURE 10. Per font evaluation results for CBC technique.

FIGURE 11. Per font evaluation results for VBC technique.

FIGURE 12. Per font evaluation results for EDM technique.

FIGURE 13. Average error rates for individual fonts.

for text line level by all the techniques. To understand the
underlying reason for the higher WER, all images in the
testing dataset that erred for either EDM or CBC technique,
were separated. Subsequently, the intersection of the set of

TABLE 11. Character count distribution of error set.

TABLE 12. Word count distribution of error set.

images with EDM errors and CBC errors was taken for
further analysis. The generated Error Set consisted of a count
of 5,559 example points having 5,680 unique words. The
reason to generate the Error Set was to identify the root
causes of the erroneous performance of both the EDM and
CBC techniques on these example points. Analyses on the
length variation of the example points and count variation of
words and bigrams in the example points, were performed.
The details of the analyses are as follows:

For the length variation analysis, our Error Set was divided
based on the number of characters that exist in an example
point. Where, the character count consists of the number
of characters in the text line, including the space character
and the repeated characters. This was done to find out if
the number of characters in a text line had some impact
on the performance of our two techniques. It was observed
from the results that a large number of text lines in the Error
Set had characters count between 15 and 19. This indicates
that higher number of characters in a text line causes errors
in prediction.

For the count variation analysis, the Error Set was divided
based on the Count of Words in each example point. It was
observed that a large portion of example points had a word
count value of 4. Based on these results we deduce that text
lines with a fewer but longer words tend to have a higher
chance of error in prediction than the ones with larger number
words having a smaller length. The possible reason for this
behavior is that longer words are usually uncommon and a
combination of such longer words may not be easy for the
models to learn properly. For example, a word consisting
of 12 characters occurs only once in the corpus. Further
details of the two analyses are given in Table 11 and Table 12,
respectively.

Figure 14 shows the 20 most confused words and their
counts in the text line level corpus. It can be observed that
most of the error words have similarity in terms of characters.
That is, many incorrectly predicted words have similar char-
acters, and they have the same order.
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FIGURE 14. Most confused words/bigrams and their counts.

Another important aspect of our RNN based models is
their ability to learn from the context. Keeping that in mind,
a further analysis was performed. That is, we generated
bigrams for each of the confused words from the Error Set
and compared the number of occurrences of each bigram to
see if common bigrams are equally confused. We generated
bigram pairs for the actual and the confused words from the
actual and predicted text lines, respectively. For that, bigram
pairs were generated for both the previous and next word
in the sequence, making two pairs per confused word in
an example point. Subsequently, we identified the 20 most
confused bigram pairs and calculated their count in the text
line corpus. The Figure 14 shows the 20 bigram pairs that are
mostly confused. It can be observed from the results that the
less occurring bigrams are mostly confused with bigrams that
occur frequently in the corpus. The possible reason for such
behavior is that the model generalizes better for higher count
bigrams than those that occurs less frequently. However, this
reasoning may very much be challenged by the fact that our
models rely on much larger contexts rather than only on the
context of the previous word, thus this does not have toomuch
an effect on the overall learning of the models.

VII. CONCLUSION
Urdu OCR is a key topic of research, as Urdu is a promi-
nent language having several application areas. Despite the
presence of several Urdu corpora, none was found to be
adequate in-terms of size. That is, the existing datasets are
not sufficiently large, neither do they support the diversity
of fonts nor the varying levels, Text Line and Word Level.
To that end, we have developed a printed Urdu text corpus
along with the corresponding OCR benchmark. In particular,
the corpus supports multiple levels and multiple fonts, hence

fulfilling the minimum requirements for developing end-to-
end deep learning models. We also evaluated our proposed
corpus using deep learningmodels for word and text line level
OCRs. The study concludes that most of the deep learning
models used for experimentation generalized well on our
developed corpus and they were able to achieve remarkable
CER and WER scores. We also analyzed the performance of
our models for individual fonts to establish that the models
were effectively generalized for all the fonts.

Despite the fact that we have generated the largest-ever
Urdu OCR corpus, a further expansion of our dataset in
terms of both volume and variety is desired. For instance,
it is desired to introduce other Urdu fonts, such as Tuluth,
Kofi and Riqa. Furthermore, other variations can be made
to the rendering settings of images, such as changing font
size, foreground colour, and background colour. Apart from
that, certain data augmentation techniques can be used for
training our models which in turn can further contribute
towards better generalization of deep learning models. Other
directions for future research include the use of ensembled
and attention-based models to build even better performing
end-to-end segmentation free Urdu OCR systems. Finally,
our proposed technique can be used to solve theOCRproblem
for other South Asian languages, such as Punjabi and Sindhi.
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