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ABSTRACT Particle swarm optimization (PSO) is a popular stochastic approach for solving practical
optimal problems from industries due to its effective performance and few hyperparameters. Nonlinear
constrained optimization (NCO) problems frequently cause multiple optimal regions and can cause many
infeasible regions in the search space. The state-of-the-art approaches for handling the infeasible regions
generated by problems’ constraints either block particles’ paths or penalize NCO problems’ objective
values based on the standard updating velocity formula. The standard updating velocity formula introduces
difficulties for particles in searching the undiscovered optimal solutions separated by infeasible regions
and being mutually restrained on directions by social and cognitive factors. Afterward, the particles cause
premature convergence and difficulty searching the undiscovered optimal regions to improve their solutions.
Observing the biological ant colony and inspired by lazy ant behavior, this study proposes an easy particle
that simulates the lazy ant to diversify the moving direction. Finally, this study integrates the proposed easy
particles with referenced PSO-based approaches for solving NCO problems. The experiment results show
that the proposed easy particles can effectively reinforce exploration abilities and improve the performances
of all referenced PSO-based algorithms to reduce the status of premature convergence in solving NCO
problems.

INDEX TERMS Particle swarm optimization, easy particles, exploration, premature convergence, nonlinear
constrained optimization problems.

I. INTRODUCTION
In nature, the biological swarm establishes a social system
for food searching, migration, and defense. Such biological
behavior inspires many scientists to develop related theoret-
ical bases. Particle swarm optimization (PSO), proposed by
Kennedy and Eberhart [1], is a popular approach in swarm
intelligence. PSO has since been applied in many indus-
tries from the real world for solving nonlinear optimiza-
tion problems because of its effective performance and few
hyperparameters.

Most optimal problems in practical industries can be
expressed the nonlinear constrained optimization (NCO)
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problems as follows.

Min f (x) (1)

s.t. cj(x) ≤ 0, j = 1, . . . ,m, (2)

ej(x) = 0, j = 1, . . . ,m′. (3)

where the cj in (2) denoted the problem-specific inequality
and ej in (3) denoted the problem-specific equation functions.
The problem-specific constraints in (2)–(3) are derived from
the limitations of resources in practical industries, such as in
electromagnetics [2], real-time UAV path planning [3], pre-
diction of seismic slope stability [4], energy development [5],
[6], incomplete data clustering [7], and production inventory
[8]. Reference [9] presented a performance comparison of
harmony search (HS), differential evolution (DE), and PSO
for the standard benchmark functions. Reference [10] have
used PSO, DE, and genetic algorithm (GA) altogether to
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estimate low atmospheric refractivity profiles from radar sea
clutter. Such studies essentially recognized PSO’s superiority
compared with other algorithms for NO problems [9], [11].

The problem-specific constraints in (2)–(3) frequently
cause multiple optimal regions and can cause many infeasible
regions in the search space. Given that primitive PSO does
not discuss any approach for handling the infeasible regions
in the search space, many improvements have been developed
in the literature. However, the state-of-the-art approaches for
handling the infeasible regions in the search space either
block particles’ paths or penalize NCO problems’ objective
values on the basis of the standard updating velocity formula.
Given that the traditional updating velocity formula does not
consider the infeasible regions, those approaches cause the
particles (i) difficulty in searching the undiscovered optimal
solutions separated by infeasible regions and (ii) to be mutu-
ally restrained on directions by social and cognitive factors.
Afterward, the particles encounter difficulty in improving
their solutions, resulting in premature convergence. In partic-
ular, the optimal solutions enclosed by the infeasible regions
are difficult to obtain. The randomized velocity is a simple
way to avoid the stagnation situation; however, [12]–[14]
indicated that randomized velocity always obtained terrible
results. Developing a novel approach for PSO is necessary to
solve the issue of constraints in NCO problems.

This study solves this issue by observing ant colony behav-
ior. Most ants harvest food with effort in the usual sense, but
some ants roam around everywhere and do nothing. Such ants
are referred to by biologists as lazy ants.When food shortages
occur, most ants cannot do anything but the lazy ants come
forward to guide the typical ants to find a new region for
harvesting food. Therefore, lazy ants are not lazy; they are
looking for additional food sources everywhere. The lazy
ant effect is a popular theory in organization management
in recent years [15]–[17], [19], [19]. This study proposes an
easy particle that simulates the lazy ant to improve the ability
to search the optimal regions separated by infeasible regions
and solve the dilemma of mutually restrained directions by
social and cognitive factors. This idea is never proposed for
PSO in current literature. Current PSO-based approaches can
conveniently embed the proposed easy particles to improve
the performances of evolution. The advantages and contribu-
tions of the proposed easy particle are listed as follows.

(i) Increasing the probability of exploring the search space
across the infeasible regions for PSO-based approaches
solving the NCO problems.

(ii) Effectively reducing the status of premature conver-
gence for PSO-based approaches solving the NCO
problems.

(iii) Current PSO-based approaches can conveniently
embed the proposed easy particles to significantly
improve the performances of solving the NCO
problems.

The remainder of this study is as follows. Section II
investigates the literature of current PSO-based approaches.

Section III introduces the proposed easy particle. Section IV
presents some numerical experiments to demonstrate the
advantages of the proposed easy particle. Section V provides
some concluding remarks.

II. LITERATURE REVIEW
PSO was first proposed by Kennedy and Eberhart [1] to
solve optimization problems, and Engelbrecht [12] intro-
duced a new parameter called inertia weight in PSO. On this
basis [20], the main processes of PSO include initialization,
fitness, updating velocity, and moving particle. In this study,
the notations are defined as follows:

Notation Meaning
T The total number of iterations.
t The index of iterations where t ∈

{1, 2, . . . ,T }.
G The size of swarm.
i The index of particles in swarm where i ∈

{1, 2, . . . ,G}.
d The dimension of the optimization problem.
ω The inertia weight factor.
c1 The cognitive factor.
c2 The social factor.
r1, r2 The random vector where ri = (ri,1, . . . , ri,d ),

ri,j ∈ [0, 1], i = 1, 2, and j = 1, . . . , d .
x(t)i The position vector of particle i at iteration t

where x(t)i = (x(t)i,1, . . . , x
(t)
i,d ).

v(t)i The velocity vector of particle i at iteration t
where v(t)i = (v(t)i,1, . . . , v

(t)
i,d ).

S(t) The swarm at iteration t where S(t) =

{x(t)1 , x
(t)
2 , . . . , x

(t)
G }.

pi The best position vector of {x(1)i , . . . , x
(t)
i } for

particle i from 1st to tth iterations where pi =
(pi,1, . . . , pi,d ).

pg The best position vector of {p1, . . . ,pG} for
entire swarm from 1st to tth iterations where
pg = (pg,1, . . . , pg,d ).

On the basis of Shi and Eberhart [20], the for-
mulas of updating velocity and moving are shown in
Equations (4) and (5).

v(t+1)i = ωv(t)i + c1r1(pi − x(t)i )+ c2r2(pg − x(t)i ), (4)

x(t+1)i = x(t)i + v(t+1)i . (5)

In Equation (4), c1r1(pi − x(t)i ) and c2r2(pg − x(t)i ) present
the cognitive movement and social movement, respectively.
The social and cognitive movements are based on the individ-
ual best position and group best position where and are only
storing feasible solutions. The primitive PSO is designed for
nonlinear optimization problems; however, it is inappropriate
to solve the NCO problems. Given that the NCO problems
are solved through traditionally updating velocity formulas
in Equations (4)–(5), particles will frequently be moved to
the infeasible regions constructed by the problem-specific
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constraints in (2)–(3). Given that no schema exists in prim-
itive PSO for handling the particles entering the infeasible
regions, many schemas are proposed in the literature to solve
constraints in NCO problems [21], [22]. The following con-
texts describe the favored schemas of handling the constraints
in (2)–(3) for PSO.

A. PENALTY SCHEMA
The most popular idea is the penalty schema because it
is straightforward in addressing the constraints issue. The
penalty schema for PSO is calculating the penalty value of
constraint violations and adding this penalty value to the
objective function in (1) [23]–[26]. Based on Koziel and
Michalewicz [24] and Yeniay [26], the NCO problems with
the penalty schema can be expressed as follows:

Min f (x)+ P(x) (6)

s.t. (2), (3), P(x)=p1N + p2

 m∑
j=1

vj(x)+
m′∑
j=1

v′j(x)

 ,
(7)

vj(x) = max{0, cj(x)}, j = 1, . . . ,m, (8)

v′j(x) = |ej(x)|, j = 1, . . . ,m′. (9)

where P(x) in Equation (7) is the penalty value that will be
added to the objective function, p1 and p2 are the penalty
coefficients that the user can define, N is the number of
violated constraints, vj(x) in Equation (8) is the penalty value
of the jth violated constraints in (2), and v′j(x) in Equation (9)
is the penalty value of the jth violated constraints in (3).

The penalty schema is very convenient because it does not
involve modifications of the used PSO or specialized opera-
tors’ development for the constraints. However, f (x) + P(x)
in (6) results in an infeasible solution for NCO problems.
For example, supporting the objective function f (x) = −10
with P(x) = 0 in (6) is a global optimum and f (x) = −100
with P(x) = 1 in (6) is an infeasible solution. Then, the final
objective value will be −100 with a slight penalty factor of
P(x) = 1. However, f (x) = −100 is an infeasible solution.
Reference [27] proposed a mutation function to solve the
specific constraint of bin-packing problems when particles
encounter the boundaries of constraints. However, the con-
cept of mutation is similar to that of GA, that is, the fitness
function typically drives the computational load.

B. BOUNDARY SCHEMA
Some studies treat the infeasible regions as particles’ bound-
aries. Thus, they will let the particles likely explore feasible
regions and avoids the particles entering infeasible regions.
Sanaz et al. [28] and Chuang et al. [29] proposed a boundary
schema to handle constraints in NCO problems. When a
particle moves to an infeasible region, [28] and [29] drag
the particle back to a closer feasible position against the
infeasible region’s boundary, the particle moves to a posi-
tion, x(temp)i , in the infeasible region, and the particle will
be dragged to the position x(t+1)i . He et al. [30] proposed a

fly-back schema to handle constraints in NCO problems. This
schema is straightforward, and it is effortless to implement in
PSO. In this schema, the particles are dragged back into the
original feasible solution.

However, the boundary schema proposed by [28] and [29]
does not offer a precise formula to calculate the closer fea-
sible position, and the distance between x(temp)i and x(t+1)i is
difficult to calculate if the objective function or constraints
are nonlinear. The fly-back schema proposed by [30] will
generate many dummy moves in evolution processes and
reduce PSO efficiency. Reference [31] indicated that tak-
ing the bounds as the corresponding positions of new par-
ticles in [28] and [29] and keeping the positions of particles
unchanged in [30] will reduce the diversity of the particles
in the search process. Moreover, if the infeasible regions
completely enclose the best optimal solution, the particles
cannot achieve the best optimal solution until the evolution
processes are terminated.

In addition to directly solving the constraints issue, many
schemas are available for PSO to increase its exploration
ability. The following contexts describe the most popular
schemas.

C. REINFORCEMENT BEST POSITION SCHEMA
In literature, two main variants of PSO-based approaches on
the number of best position, pg, are used, namely global and
local search PSOs. The global search PSO is the primitive
PSO proposed by Shi and Eberhart [20], and only one pg
exists in Equation (4) for all particles where the pg’s neigh-
borhoods are the entire swarm S(t). For local search PSO,
the swarm will be divided into multiple groups, and each
group has the best position. png is denoted as the best position
for group n in the swarm. The formula of the local search PSO
can be changed to Equations (10)–(11).

v(t+1)Local,i = ωv
(t)
i + c1r1(pi − x(t)i )+ c2r2(png − x(t)i ), (10)

x(t+1)i = x(t)i + v(t+1)Local,i. (11)

The global search PSO in Equations (4)–(5) promotes
exploitation because all particles are attracted by one group
best position pg, which will converge rapidly toward the same
point. In contrast to the local search PSO, the updating veloc-
ity formula in Equations (10)–(11) has better exploration
effects because many best positions png exist for the related
groups, and the related groups’ best positions will attract
the particles. This process is a tradeoff between the global
and local search PSO. Parsopoulos [32] proposed a unified
PSO (UPSO) that combines the exploitation feature of global
search PSO and the exploration feature of local search PSO.
The UPSO’s updating velocity formulas can be expressed by
Equations (4), (10), (12), and (13).

v(t+1)UPSO,i = (1− u)v(t+1)Local,i + uv
(t+1)
i , (12)

x(t+1)i = x(t)i + v(t+1)UPSO,i. (13)

where v(t+1)i in Equation (4) and v(t+1)Local,i in Equation (10)
are global and local velocities. Afterward, Parsopoulos and
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Vrahatis [33] indicated that the UPSO with u = 0.5 and
UPSO with mutation (UPSOm) proved the most promising
scheme on their optimization problems examined.

Reference [34] propose a differential evolution PSO
(DEPSO) that uses the operators (crossover, recombination,
and mutation) of the genetic algorithm to create diversified
best group positions pg for improving the exploitation ability
of PSO. The particles of DEPSO converge faster than those
in traditional PSOs in our experiments. However, DEPSO
results in premature convergence for solving the NCO prob-
lems. This reinforcement best position schema may improve
the exploitation ability of PSO, but it still does not solve the
mutual restraint on directions by social and cognitive factors.

D. REINFORCEMENT UPDATING VELOCITY FORMULA
SCHEMA
Reference [35] proposed a new updating velocity updating
method, named the foothold concept, to solve constraints in
the NCO problems. If the particle is moved into an infea-
sible region, the repairing process will be started until a
new feasible particle is found. The new feasible particle is
calculated using a linear combination between the infeasible
particle and the randomly selected feasible particle. Refer-
ence [31] adjusted the original velocity obtained by Equa-
tion (4) according to the number of particles moving outside
the feasible region, and the adjustment original updating
velocity formula can be expressed as follows:

v(t+1)i = (1+ β)αv(t)i if Nout,i < 1,

v(t+1)i = v(t)i /
(
1+ Nout,i/NT

)γ if Nout,i ≥ 1.

where α, β, and γ are positive constants;Nout,i is the number
of moves outside the feasible region since the last velocity
adjustment for particle i; and NT is the number of iterative
cycles among velocity adjustments.

Reference [9] indicated that an excellent PSO-based
algorithm needs to consider both abilities of exploration
and exploitation. The reinforcement best position and
reinforcement updating velocity formula schemas enhance
the traditional updating velocity formula’s searchability in
Equation (4). However, the traditional updating velocity for-
mula in Equation (4) does not consider the status of particles
entering the infeasible regions. It will cause the social factor
(c2) and cognitive factor (c1) to be mutually restrained on
particles’ directions. The reinforcement best position and
reinforcement updating velocity formula schemas based on
the traditional updating velocity formula in Equation (4)
are inappropriate to solve the NCO problems. The penalty
schema can easily handle the constraint’s issue but pollute the
objective function. The boundary schema blocks the paths of
particles.

Based on the above discuss, Table 1 lists the advantages
and disadvantages of the literature.

Therefore, the current PSO-based approaches still lack a
novel schema to explore undiscovered regions blocked by
the infeasible regions generated by constraints (2)–(3) [36].

TABLE 1. The advantages and disadvantages of the references.

For solving premature convergence, the current PSO-based
approaches need different behavior of particles to break
through the traditional particle that restricted by the social
(c2) and cognitive (c1) factors.
In a biological study, [37] observed that not all ants were

active in the ant colony. In 1999, Gordon andMehdiabadi [38]
observed that the ant colony does the task allocation accord-
ing to the environment and food reserved. Reference [39]
found that most ants harvest food with effort, but the lazy
ants roam around everywhere and seemingly do nothing in
the ant colony. Without those lazy ants, the ant colony cannot
change the harvest target immediately during food short-
ages. Lazy ants spent the most time exploring and detecting
unknown regions to continuously ensure the colony owned
food sources. More precisely, lazy ants are not lazy; they are
not tempted by present foods but spend the most time explor-
ing additional food sources everywhere. Reference [40] indi-
cated that the inactive lazy ants are also a biological activity
of swarm. Inspired by the lazy ant, this study proposes an
easy particle that simulates lazy ant behavior. This study will
embed the proposed easy particles into referenced PSO-based
approaches to effectively address the stagnant particle and
solve the NCO problems.

III. PROPOSED EASY PARTICLE
A. EASY PARTICLE CONCEPT
To reiterate, [39], [40] indicated that lazy ants are not tempted
by present food but spend the most time exploring any-
where. Reference [41] analyzed the ants’ trails and obtain
that the lazy ants move straight in most times, sometimes
turn right or turn left, and move backward within seldom
times. Figure 1 represents the excepted exploration trajectory
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of easy particles. The proposed easy particles’ movements are
not influenced by the individual best position pi and group
best position pg in Equation (4) (as the present food for the
lazy ant). Thus, the lazy ants have more probabilities to find
the undiscovered optimal solutions and to never be mutually
restrained on directions by social and cognitive factors.

FIGURE 1. Expected exploration movements of easy particle.

Based on the analysis in [41], the trails of Lazy Ants are not
purely random. The easy particle is the same as LazyAnt. The
trails of easy particle are not simply purely random moving.
Reference [12] indicated that the randomized velocity always
obtained terrible results, such as stochastic particles [13] or
wandering particles [14].

The concept of movements of the easy particle is shown
in Figure 2. In Figure 2, an easy particle in each iteration
has four directions relative to its previous movement: move
forward, turn left, turn right, andmove backward. To simulate
lazy ant behavior, the easy particlemoves forwardmost times,
sometimes turns right or left, and seldom goes backward.
Therefore, the design principles of the easy particle are shown
in Table 2.

FIGURE 2. Concept of movements of easy particle.

B. MOVING SCHEMA OF EASY PARTICLE
For implementing the easy particle based on Table 2, seven
hyperparameters are introduced in Table 3.

In Table 3, rEP decides the size of easy particles in a swarm;
more easy particles will improve the swarm’s exploration

TABLE 2. Design principles of easy particle.

TABLE 3. Hyperparameters of easy particle.

ability but counteract the exploitation. In our experiential,
rEP = 0.1 can appropriately increase the exploration ability
and retain its exploitation ability as much as possible. The
other hyperparameters must follow constraints (14) and (15).

rFW + 2rTU + rTR = 1, rFW > rTU > rBW , (14)

rS + rO + rR = 1. (15)

The appropriate ranges of rS and rO for each direction are
deduced by Proposition.
Proposition 1: On the basis of the design principles in

Table 2 and constraint (15), the appropriate ranges of rS and
rO for each direction of easy particle are listed as following:

(i) Moving forward : rS ≥ 0.75. (16)

(ii) Turning left/right : 0.25 < rS , rO < 0.75. (17)

(iii) Moving backward : rO ≥ 0.75. (18)

�
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Proof: (i) Let the direction of dimension in the previ-
ous easy particle’s velocity be positive, then the dimensions
belonging to rS are positive, and the dimensions belonging
to rO are negative. Denote D(rS ), D(rO), and D(rR) as the
direction values of dimensions belonging to rS , rO, and rR,
respectively. Then, D(rS ) = rS , D(rO) = −rO, and D(rR) ∈
[−rR, rR]. (ii) Base in Table 2, an easy particle moving for-
ward should follow constraint (19).

D(rS )+ D(rO)+ D(rR) ≥ 0.5. (19)

In the most conservative case, D(rR) = −rR, constraint
(19) can be expressed as constraint (20).

rS − rO − rR ≥ 0.5. (20)

Based on constraint (15), constraint (20) deduces con-
straint (16). (iii) An easy particle turning left/right should
follow constraint (21).

−0.5 < D(rS )+ D(rO)+ D(rR) < 0.5. (21)

In the most conservative case for the lower bound of con-
straint (21), D(rR) = −rR; constraint (21) can be expressed
as constraint (22).

−0.5 < rS − rO − rR < 0.5. (22)

Based on constraint (15), constraint (22) deduces con-
straint (23).

0.25 < rS < 0.75. (23)

In the most conservative case for the upper bound of con-
straint (21), D(rR) = rR; constraint (21) can be expressed as
constraint (24).

−0.5 < rS − rO + rR < 0.5. (24)

Constraint (24) deduces constraint (25) based on
constraint (15).

0.25 < rO < 0.75. (25)

Constraints (23) and (25) can be expressed as constraint
(17). (iv) An easy particle moving backward should follow
constraint (26).

D(rS )+ D(rO)+ D(rR) ≤ −0.5. (26)

In the most conservative case, D(rR) = rR, constraint (26)
can be expressed as constraint (27).

rS − rO + rR ≤ −0.5 (27)

Constraint (27) deduces constraint (18) based on
constraint (15). �
Let d as the number of dimensions of the NCO problem.

Denote SS as a set of dimensions whose directions are the
same as their previous ones in velocity. Denote SO as a set
of dimensions whose directions are the opposite of their
previous ones in velocity. Denote S(v) as the sign of the
element v in velocity. r3 and r4 are random variables that

follow a uniform distribution. The following processes can
calculate the velocity of the easy particle:

1) Decide the moving direction of the easy particle by a
random variable r3.
0 ≤ r3 < rFW : moving forward.
rFW ≤ r3 < rFW + rTU : turning left.
rFW + rTU ≤ r3 < rFW + 2rTU : turning right.
rFW + 2rTU ≤ r3 ≤ 1: moving backward.

2) Move the easy particle with random variable r4.

a) Randomly pick up ddrSe and ddrOe dimensions
of velocity for the sets SS and SO, respectively.

b) Calculate the velocity of easy particle through the
updating velocity formulas (28).

v(t+1)k,i =



S(vtk,i)r4(vmin + (vmax − vmin)),

vtk,i ∈ SS

−S(vtk,i)r4(vmin + (vmax − vmin)),

vtk,i ∈ SO

2(r4 − 0.5)(vmin + (vmax − vmin)),

otherwise
(28)

C. PSO-BASED APPROACH EMBEDDED WITH EASY
PARTICLE
The PSO-based approach embedded with easy particles is
shown in Figure 3. Major processes in Figure 3 are the
same as those of the standard PSO-based approach except for
updating the velocity of the easy particle. The typical particles
calculate velocity by PSO-based approaches’ updating veloc-
ity formulas, whereas the easy particle calculates velocity
by formula (28). When the easy particle obtains a better
feasible result, the best position pg of the entire swarm will
be updated. Therefore, the typical particles will be influenced
by the new group best position pg.
That is, the typical particles moving in the traditional man-

ner attracted by social and cognitive factors and easy particles
moving in a diversity trajectory simulated the behavior of
the lazy ant. Hence, the particle swarm closer to the ants’
behavior in nature.
Moreover, the easy particles only influence the conver-

gence of PSO when they search a better position than the
current group best position, and the easy particles will help
the whole swarm to find a better solution. The easy particles
impossibly find the better solution continuously; therefore,
the solution must be converged within an acceptable evolu-
tion time in the late evolution process.

IV. EXPERIMENTAL RESULTS
This study uses pretest–posttest design to validate the effec-
tiveness of the proposed easy particle. Five PSO-based algo-
rithms are used as the referenced algorisms. Pretests are the
referenced algorithms without easy particles, and the ref-
erenced algorithms with easy particles are posttests. Given
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FIGURE 3. The flowchart of PSO-based approach embedded with the easy
particles.

that the penalty schema should pollute the objective function,
it will cause the best group position as an infeasible solution
and distort the behavior of the easy particle. The easy particle
is inappropriate for the penalty schema. Therefore, the fol-
lowing five referenced algorithms do not include the penalty
schema.

Algorithm 1 The traditional PSO that was proposed by Shi
and Eberhart [20].

Algorithm 2 The UPSOm proposed by Parsopoulos and
Vrahatis [33] incorporated a stochastic param-
eter that imitates mutation in UPSO [32] to
enhance the exploration capabilities.

Algorithm 3 The RWDEPSO proposed by Lin et al. [42] is
a mutate DEPSO [34] in which the inertia
weight was based on a random number that
obeys the standard state distribution.

Algorithm 4 The algorithm proposed by He et al. [30] uses
the fly-back manner to handle the infeasible
solution spaces in problems.

Algorithm 5 The PSO+ proposed by Kohler et al. [35] uses
the crossover operator between the infeasible
particle and feasible particle until a new feasi-
ble particle can solve the infeasible particles.

Five examples (threewell-known benchmark problems and
two well-known real-world optimization problems) are used
in this section. 25 pretest–posttest experiments (five refer-
enced algorithms with five examples) are performing in this
section to demonstrate the effectiveness of the proposed easy
particle.

The values of standard PSO hyperparameters and easy
particle hyperparameters are listed as following: (i) swarm
size (G) is 30, (ii) executing time per run is 60 seconds,

(iii) inertia weight (w) is descending by iteration from 0.9 to
0.4 on the basis of Shi and Eberhart [20], (iv) cognitive
and social parameters (c1, c2) are 1.7 based on Bonyadi and
Michalewicz [43], (v) rEP = 0.1, (vi) rFW = 0.5, rTU =
0.2, and rBW = 0.1 based on constraint (14). The value
ranges of rS , rO, and rr are following constraint (15)-(18).
Based on constraint (15)-(18), the full factorial design of
experiment (DOE) for rS , rO, and rr is conducted to find the
appropriate settings listed in Table 4.

TABLE 4. Values of hyperparameters in this study.

All algorithms are implemented by C# in Microsoft
Visual Studio Community 2019. All pretest–posttest exper-
iments are run on a PC equipped with an Intel R© CoreTM
i7-930 CPU, 16 GB RAM, and Windows 10 operating
system. Each pretest–posttest experiment is performed at
30 runs, and it will let the average of objective values follow-
ing the normal distribution based on the central limit theorem.
Finally, this study uses paired t-test to verify the performance
of each pretest–posttest experiment. The format of the result
of the paired t-test is ‘‘p-value (∗ or ∗∗ or ∗∗∗)’’ where ‘‘∗’’,
‘‘∗∗’’, and ‘‘∗∗∗’’ denote p-value <0.05, p-value <0.01, and
p-value<0.001, respectively. Standard deviation (Stdev) and
quartile deviation (QD) are used to verify the stability of
each pretest–posttest experiment. The tables provide preci-
sion experiment results, while the boxplots provide a visual
for observing the difference simply. The experiment results
of all examples are shown as follows.

A. EXAMPLE 1. ROSENBROCK PROBLEM
The Rosenbrock problem was first proposed by Rosen-
brock [44]. It is a famous testing problem that includes
two local optimal regionals. The constraints form several
infeasible regions within the search space that restrict the
movements of traditional particles. They usually cause the
particles to fall into premature convergence. Experiment
results in Table 5 and Figure 4 show that the proposed easy
particles help the PSO swarm to discover the new feasible
region and obtain better objective values.

Min f (x) = (1− x1)2 + 100(x2 − x21 )
2

s.t. (x1 − 1)3 − x2 + 1 ≤ 0, x1 + x2 − 2 ≤ 0.

B. EXAMPLE 2. THREE-HUMP CAMELBACK PROBLEM
The three-hump camelback problem that is modified
from [45] has three local optimal regionals. It increased the
challenge for the typical particle to find the global optimal
region when it has lacked exploring capability. Experiment
results in Table 6 and Figure 5 show that the proposed easy
particles improve the exploring capability of all referenced
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TABLE 5. Experiment result of example 1.

FIGURE 4. Box plot of example 1.

TABLE 6. Experiment result of example 2.

algorithms and obtain better objective values.

Min f (x) = 2x21 − 1.081x41 +
1
6x

6
1

− x1x2 + x22 + 0.01x1
s.t. − 2.5 ≤ x1 ≤ 2.5, −2.5 ≤ x2 ≤ 2.5.

C. EXAMPLE 3. TOWNSEND PROBLEM
The Townsend problem, modified from Townsend [46], con-
tains trigonometric functions in objective function and con-
straints. A ridge is present around the global optimization that
restricts the crossing of typical particles. Experiment results
in Table 7 and Figure 6 show that the proposed easy particles
led the PSO swarm across the ridge successfully.

Min f (x) = − [cos((x1 − 0.1)x2)]2 − x1 sin(3x1 + x2)

s.t. x2 + y2 < (2 cos t − 0.5 cos 2t

− 0.25 cos 3t − 0.125 cos 4t)2 + (2 sin t)2,

t = Atan2(x1, x2).

FIGURE 5. Box plot of example 2.

TABLE 7. Experiment result of example 3.

FIGURE 6. Box plot of example 3.

D. EXAMPLE 4. WELDED BEAM DESIGN PROBLEM
Example 4 is a particle design problem for welded beams,
which was first proposed by Rao [47]. The four decision
variables are the thickness of the welded joint (h = x1),
the length of the welded joint (l = x2), the width of the
beam (t = x3), and the thickness of the beam (b = x4).
It is also a popular machine design optimization problem
that includes nonlinear objective function and nonlinear con-
straints. Experiment results in Table 8 and Figure 7 show
that the proposed easy particles help all referenced algorithms
obtain improved objective value and stability.

Min 1.10471x21x2 + 0.04811x3x4(14+ x2)

s.t. τ (x)− τmax ≤ 0, σ (x)− σmax ≤ 0,

x1 − x4 ≤ 0,

0.10471x21 + 0.04811x3x4(14+ x2)− 5 ≤ 0,

0.125− x1 ≤ 0,

δ(x)− δmax ≤ 0, P− Pc(x) ≤ 0,

0.1 ≤ xi ≤ 2, i = 1, 4, 0.1 ≤ xi ≤ 10, i = 2, 3,
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TABLE 8. Experiment result of example 4.

where

τ (x) =
√
(τ ′)2 + 2τ ′τ ′′

x2
2R
+ (τ ′′)2,

τ ′ =
P

√
2 x1x2

, τ ′′ =
MR
J
, M = P(L +

x2
2
),

R =

√
x22
4
+ (

x1 + x3
2

)2,

J = 2
x1x2
√
2

[
x22
12
+ (

x1 + x3
2

)2
]
,

σ (x) =
6PL

x4x23
, δ(x) = 4PL3

/
Ex33x4,

Pc(x) =
4.013

√
(EGx23x

6
4 )/36

L2

(
1−

x3
2L

√
E
4G

)
,

P = 6000lb, L = 14in, E = 30× 106psi,

G = 12× 106psi, τmax = 13, 600psi,

σmax = 30, 000psi, and δmax = 0.25in.

E. EXAMPLE 5. PRESSURE VESSEL DESIGN PROBLEM
The pressure vessel design problem introduced by Sand-
gren [48] aims to minimize the total cost of materials
when forming and welding pressure vessels. In Table 9 and
Figure 8, the proposed easy particles have improved the per-
formances and stabilities of all referenced algorithms as well
for Example 5.

Min f (x) = 0.6224x1x3x4 + 1.7781x2x23 + 3.1661x21x4
+ 19.84x21x3

s.t. − x1 + 0.0193x3 ≤ 0, −x2 + 0.00954x3 ≤ 0,

− πx23x4 −
4
3πx

3
3 + 1296000 ≤ 0,

x4 − 240 ≤ 0, 0.0625 ≤ x1, x2 ≤ 6.1875,

10 ≤ x3, x4 ≤ 200.

Table 10 shows the significance level of the experiment
results of 25 pretest–posttest experiments (five examples with
five referenced algorithms). All experiment results of posttest
are better than the ones of pretest significantly.

Table 10 demonstrates that the proposed easy parti-
cles improve all referenced algorithms in all examples.

FIGURE 7. Box plot of example 4.

TABLE 9. Experiment result of example 5.

TABLE 10. Summary of the experiment results of pretest-posttest
experiments.

FIGURE 8. Box plot of example 5.

The experiment using 10% of swarm size to improve the ref-
erenced algorithms and 90% of swarm size keeps the features
of the referenced algorithms. The experiment results demon-
strate that the proposed easy particles are helpful to improve
the referenced algorithms for obtaining better results.
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V. CONCLUSION
This study proposes the easy particle inspired by the lazy
ant’s effect in the ant colony for PSO to solve the issue
of constraints in NCO problems, and the easy particle is
very convenient to embed the current PSO-based approaches.
Based on lazy ant behavior, the proposed easy particle unre-
stricted by social and cognition factors can break through
the containment of constraint for enhancing the probabil-
ities of exploring undiscovered regions. The experiments
demonstrate that the proposed easy particles embedded in
all referenced algorithms can effectively reduce premature
convergence for significantly improving the NCO problems’
performances.

Reducing the number of easy particles will enhance the
exploitation capability but weakening the exploration capa-
bility; on the contrary, increasing the number of easy particles
will enhance the exploration capability but weakening the
exploitation capability. Sometimes the PSO-based approach
needs more easy particles to enhance the exploration capabil-
ity, and sometimes it needs fewer easy particles to enhance the
exploitation capability. How to determine the optimal number
of easy particles for both maintaining the exploration and
exploitation is always a dilemma problem for PSO.

Appropriately refreshing the number of easy particles
seems a good strategy; therefore, the elastic size of easy
particles is a topic for future research.
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