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ABSTRACT A memory fault model (FM) is an abstraction of the physical mechanism of memory failure.
When the physical failure mechanisms are not fully represented in FMs, the coverage of the FMs can be
different from that of the failure mechanisms. However, it is impractical (or impossible) to model every
electrical aspect of the failure mechanisms with one or more FMs. This problem has become even worse
with emerging technologies. Thus, in this study, the fault coverage (FC) consequences are investigated
when the physical memory characteristics are not properly linked to the FMs or even test algorithms. Three
physical characteristics were considered for this exploration: electrical masking, address scrambling, and
electrical neighborhoods. To this end, memory fault simulations were performed, and the test algorithms
were re-evaluated in terms of FC. Simulations were performed on the 1 kB area of the example SRAM
model; three classes of FMs (56 static faults (SFs), 126 dynamic faults (DFs), and 192 neighborhood
pattern-sensitive faults (NPSFs)) were simulated for FC evaluation; and March MSS, March MD2, and
March 12N were used to re-evaluate the FCs of SFs, DFs, and NPSFs, respectively. From the simulation
results, we observed the negative impact of physical characteristics on FC. When masking was considered,
FC reductions of 10.72% SFs and 9.52% DFs were observed; when address scrambling was not available,
an FC reduction of 80.21% NPSFs was observed. Finally, considering electrical neighborhood changes
depending on the physical memory structure, an FC reduction of 41.67% NPSFs was observed.

INDEX TERMS Fault coverage (FC) re-evaluation, electrical masking, address scrambling, electrical

neighborhood, memory fault model (FM).

I. INTRODUCTION
Since the invention of the first commercialized random-access
memory (RAM) [1] in the early 1970s, the demand for
memory has grown extraordinarily along with the evolving
needs of the industry. In particular, the demand for high-
speed, high-integration, and low-power memories is increas-
ing at an unprecedented rate as cloud computing, artificial
intelligence (AI), and fifth generation (5G) communication,
among others, are positioned as the major contributors in
the fourth industrial revolution. To provide memories that
meet these requirements, the importance of testing memories
inevitably increases daily.

A memory test algorithm is used to perform memory tests.
The primary goal of the test algorithm is to detect faults
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associated with target memory fault models (FMs). Memory
FMs are a means of explaining the process of faults occurring
in memories; this process is described as the dynamics of
interactions within (among) the memory cell(s). Inductive
fault analysis (IFA) [2] is widely used as a fault modeling
method that directly inserts resistive defects into simulated
circuit models. Fault modeling is achieved by performing
simulations for defective circuit models, then describing the
difference between the predicted behavior and the actual
behavior of the circuit, which directly depends on the sizes
and locations of the defects inserted into the memory cells or
peripherals [3]-[5]. A number of existing memory FMs apply
this method.

However, as semiconductor technology gradually advances
and new memory structures are continuously developed, it is
unrealistic to model every aspect of memory failure mech-
anism. For example, it is infeasible to describe all aspects
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of the radiation-induced or rowhammer failure mechanisms
because the sources of mechanisms are diverse and inter-
related, and the effects of mechanisms are expressed as a
probability density according to the type/strength/frequency
of the sources as well as memory constraints [6]-[8]. An FM
is an abstraction of a failure mechanism [9], [10]; when the
failure mechanisms are not properly blended into the FMs,
test algorithms generated based on these FMs cannot properly
test the memory failure mechanisms. This results in reduced
fault coverages (FCs) of the test algorithms.

To bridge the gap between the FMs and failure mecha-
nisms, in this study, three physical memory characteristics
(electrical masking, address scrambling, and electrical neigh-
borhoods) were considered; the FCs of existing memory test
algorithms were re-evaluated considering these characteris-
tics to examine the impact of memory characteristics on FC.
When the test algorithms were evaluated based on one of the
physical characteristics, their FCs were clearly reduced. The
resulting reductions in FC provided in this work show that it is
very difficult to accurately understand and model the failure
mechanisms occurring in memories. At the same time, this
study also demonstrates that the test algorithms developed
based on such imprecise understanding of the mechanisms
are no longer complete.

The remainder of this paper is organized as follows.
Section II introduces the memory model, FMs, and test algo-
rithms used in this work. Section III presents the FCs of the
test algorithms introduced in Section II. In Section IV, the FCs
of the test algorithms in Section III are re-evaluated consid-
ering the physical memory characteristics. Finally, Section V
concludes the paper.

Il. MEMORY MODEL, FAULT MODELS,

TEST ALGORITHMS

This section explains the memory model, FMs, and test algo-
rithms, which are the primitive inputs used in the in-house
memory fault simulator. The fault simulator was developed
in collaboration with a third-party company and validated by
comparing the FCs of published test algorithms. Each of the
primitive inputs used in this work is discussed in the following
subsections.

A. SAMPLE MEMORY MODEL
The cell-level structure of memory can be described using
a memory model interface. The model supports scrambling
both address and data bits [11] to design an arbitrary cell-level
structure of memory and port mappings of the cells [12], [13].
A bank of quad data rate I SRAM (QDRII SRAM) [14]
is modeled as the example memory used in this work.
Fig. 1 shows a bank with eight blocks in the QDRI SRAM
model. Blocks with the same number have the same address
mapping, and there are four different address mappings in the
bank (address scrambled). The cells in a bank are connected
to four bank data input/output (I/O) ports, which will even-
tually be mapped to four data I/O ports in the memory. The
port connections through the banks are also scrambled (data
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FIGURE 1. 8-block structure for a bank in QDRII SRAM model.

scrambled). In this work, address scrambling information is
mainly used as a key consideration in the implementation of
test algorithms.

The fault simulation is performed by specifying a target
area that can be chosen by users. In this example, the target
area was selected to include the partial areas of four blocks,
as shown in Fig. 1. The size of the target area is 1 kB (32 x
256 cells). The cells in the target area are also connected to
four I/O ports; thus, the target area can be thought of as 4-bit
word-oriented memory.

B. TARGET FAULT MODELS AND BACKGROUND

The memory FMs used in this study are divided into three
classes: static faults (SFs), dynamic faults (DFs), and neigh-
borhood pattern-sensitive faults (NPSFs). SFs are FMs where
the corresponding faults are sensitized by at most one
memory operation [15], [16], whereas DFs are FMs where
the corresponding faults are sensitized by multiple opera-
tions [15], [17]. NPSFs are FMs in which the base cell (victim
cell) is affected by deleted neighborhood (DN) cells (aggres-
sor cells) [9], [18]. Conventional NPSFs can be classified as
Type-1 and Type-2 NPSFs depending on the numbers and
locations of DN cells. In this work, only Type-1 NPSFs were
considered.

Based on the number of cells involved, FMs can be classi-
fied into single- and multiple-cell faults; the former category
represents faults sensitized by the state or operation of a single
cell, whereas the latter indicates the faults sensitized by the
values or operations of multiple cells. Coupling faults (CFs)
and NPSFs belong to the multiple-cell fault class because
faults are sensitized by the interaction between two cells and
multiple cells, respectively.

In this work, the notation of FMs adopts the fault primitive
conceptin [15]-[17]. <S/F /R> is the notation for single-cell
faults, where S is the sensitizing operation sequence (SOS)
that excites the fault, F is the faulty cell value, and R
is the logic value when the last SOS is a read opera-
tion. As far as CFs are concerned, the fault primitive of
<Sa; Sy /F /R> is used, where S4 and Sy indicate the SOSs
for the aggressor and victim cells, respectively. S can be
written as a(wy8)(rpy), ..., where o, B, v, ..., € {0, 1} are
the cell values and a, b, ..., € {1,2,...,} are the temporal
units; w and r indicate the write and the read operations,
respectively. For example, 0 w11 means that the fault can be
sensitized when the value of 1 is written in the cell after a
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TABLE 1. List of static faults.

column shows the corresponding fault primitives for each FM
subcase. The apostrophe (*) following x, y, or z indicates the

FM name FM subcase Fault primitive logical negation of its value.

Stuck-at fault (SAF)* SAF-x <*/X/—>

Transition fault (TF) TF-xwx’ <xwx’/x/—> TABLE 3. List of neighborhood pattern-sensitive faults.

State fault (STF) STF-x <x/x/—>

Write disturb fault (WDF) [ WDF-xwx <xXWX /X' /—> .

Read disturb fault (RDF) RDF-x1x XX /X /X > FM name FM subcase Fault primitive

Deceptive read disturb s NPSF-xyz1-t <xyzf;t/t >

fault (DRDF) DRDF-xrx <X /X x> NPSFxyzlt | <xyzl;t/¢>

Incorrect read fault (IRF) IRF-xrx <xXrx/x/x’> NPSF-x1yz-t <xlyz;t/t >

Idempotent CF (CFid) CFid-xwx’-y <xwx’;y/y/-> Active NPSF NPSF-x|yz-t <xlyz t/t>

State coupling fault (CFst) [ CFst-x-y <x;y/y/-> cve NPSF-1xyz-t <1xyz; t/t’ >

Inversion CF (CFinv) CFinv-xwx’ <xwx’;a’/a’/-> NPSF-|xyz-t <|xyz; t/t >
CFds-xwx-y <xwx;yly/-> NPSF-xy1z-t <xylz; t/t>

Disturb CF (CFds) CFds-xwx’-y <xwx’;y/y’/-> NPSF-xy|z-t <xylz;t/t>
CFds-xrx-y <XIX;y/y/-> . NPSF-xyzt-1 <xyzt;1/0>

Transition CF (CFtr) CFtr-x-ywy’ <x,ywy /y/-> Passive NPSF NPSF-xyzt-| <xyzt; |/1>

Write disturb CF (CFwd) CFwd-x-ywy <x;ywy/y /-> ] NPSF-xyzt-0 <xyzt;0/1>

Read disturb CF (CFrd) CFrd-x-yry <x,yry/y /ly > Static NPSF NPSF-xyzt-1 <xyzt;1/0>

%;sf&l)ve read disturb CF CFdrd-x-yry <x:yrylyly>

Incorrect read CF (CFir) CFir-x-yry <xyylyly > Table 3 illustrates all of the NPSFs considered in this work.

“In this case, a special character was adopted, as used in [15]. The
notation “*” denotes any operation or state that can sensitize the SAFs.
"This is an arbitrary value, which can be either 0 or 1.

TABLE 2. List of dynamic faults.

FM name FM subcase Fault primitive
Dynamic read disturb dRDF-xwyry <xwyry/y/y >
fault (dRDF) dRDF-xrxrx <xrxrx/x’ /x>
Dynamic deceptive read dDRDF-xwyry <xwyryy/y /y>
disturb fault (dIDRDF) dDRDF-xrxrx <Xrxrix/x’ /x>
Dynamic incorrect read dIRF-xwyry <xwyryy/yly >
fault (dIRF) dIRF-xrxrx <Xrxrx/x/x’>
Dynamic transition fault | dTF-xwywy’ <xwywyy’ /y/—>
(dTF) dTF-xrxwx’ <xXxXwix’/x/=>
Dynamic write disturb dWDF-xwywy <xwywy/y /—>
fault ({AWDF) dWDF-xrxwx < XIXWiX /X’ /—>
dCFds-xwyry-z <xwyry;z/z'/->
Dynamic disturb CF dCFds-xwywy:z b xwywly,;‘z / Z’,/ -
(dCFds) dCFds-xwywy’-z [ <xwywy’; z/)z /->
dCFds-xrxwy-z <xrxwyy;z/z'/->
dCFds-xrxrx-y <XIXrx;y/y'/->
Dynamic read disturb CF | dCFrd-x-ywzrz <x;ywzriz/z'/z’ >
(dCFrd) dCFrd-x-yryry <x,;yryny/y’/y >

Dynamic deceptive read
disturb CF (dCFdrd)

dCFdrd-x-ywzrz
dCFdrd-x-yryry

<x;ywzrz/z'/z>
<x;yryny/y'/y>

Dynamic incorrect read
CF (dCFir)

dCFir-x-ywzrz
dCFir-x-yryry

<x;ywzriz/z/z >
<x;yoyny/yly >

Dynamic transition CF
(dCFtr)

dCFtr-x-ywzwz’
dCFtr-x-yrywy’

<x;ywzwiz’/z/->
<x;yrywy' /y/->

Dynamic write disturb
CF (dCFwd)

dCFwd-x-ywzwz
dCFwd-x-yrywy

<x;ywzwz/z’/->

<X, yrywy/y'/->

temporal unit of 1 if the current cell value is 0. If the timing
is irrelevant, the temporal unit is omitted.

Tables 1 and 2 list the SFs and DFs included in this
work, respectively [15]-[17]. The first column shows the
FM names and abbreviations of the corresponding FMs. The
leading letter “d” in the FM name abbreviations was used
to denote DFs. The second column presents all subcases of
the corresponding FMs, where x, y, z € {0, 1}, and the third
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The NPSF notations in [18] were adopted and expressed as
<SnSwSESs; Sp/F >, where Sy, Sw, Se, Ss, Sg, F € {1, |,
0,1}; 1 and | indicate the up- and down-transition write
operations, respectively; Sy, Sw, Sg, and Sg designate the
SOSs for the DN cells on the north, west, east, and south
of the base cell, respectively; and Sp and F refer to the
SOS and the faulty behavior, respectively, of the base cell.
In Table 3, cell values are denoted as x, y, z, and ¢, where x,
v,z t € {0, 1}.

By providing the FMs in the tables in this section, the num-
ber of FMs of each FM class for FC evaluation in this work is
clearly disclosed. The numbers of FM subcases in Tables 1,
2, and 3 are 56, 126, and 192, respectively. For the rest of the
discussions, the total numbers of subcases (56, 126, and 192)
are assumed as the total set when discussing the FC results.

C. TEST ALGORITHMS WITH 100% FC OF

SFs, DFs, AND NPSFs

Table 4 shows the March algorithms used in this work to per-
form comparative FC analyses with varying physical memory
characteristics. The notations of the March algorithms in [10]
are used. The algorithms were selected to cover 100% of
the three different classes of FMs mentioned in the previous
subsection. March MSS, March MD2, and March 12N algo-
rithms were targeted to detect all SFs [16] (refer to Table 1),
two-operation DFs [17] (refer to Table 2), and NPSFs [18]
(refer to Table 3), respectively; March MD?2 also detects FMs
detected by March MSS. In this work, the March algorithms
were applied to the 4-bit word-oriented memory unless spec-
ified otherwise (refer to Fig. 1).

In addition to the March algorithm specification in Table 4,
the algorithm can be implemented through an address
sequence (AS) and a data background (DB), as defined
in [19]. Any number of implemented algorithms can be
included in building a test suite (TS). In this work, three TSs,
namely the March MSS TS, March MD2 TS, and March 12N
TS, were constructed.
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TABLE 4. March algorithms used in the fault simulations.

March algorithm Description
{fNwD); "(rD,rD,wD,wD); 8D, rD, wD,wD);
MO M1 M2

March MSS [16] U(rD,rD,wD,wD); U(rD,rD, wD,wD); N(xD)}
M3 M4 M5
{M(wD);
MO

fD,wD,wD,rD,wD,wD,rD,wD,wD, rD,
wD,wD,rD,wD,wD,wD,wD);

M1

D, wD,wD,rD,wD,wD,rD,wD,wD, D,
wD,wD,rD,wD,wD,wD,wD);

M2

U@rD,wD,rD,wD,rD,rD,rD,wD,rD,wD,
rD,rD,rD,wD,wD,wD,wD);

March MD2 [17]

M3
UY@D,wD,rD,wD,rD,rD,rD,wD,rD,wD,

rD,rD,vD,wD,wD,wD,wD);

M4
(D)}
M5
{f(wD); "(rD,wD,wD); 8D, wD);
MO Ml M2

March I2N (18] | 405 D). (D, wD, wD); (D)}
M4 M5 M6

The March MSS TS consists of eight implemented
March MSS algorithms, and each algorithm is implemented
by one of the eight exhaustive DBs for the 4-bit word [10] and
a Count AS, in which eight-exhaustive DBs for the 4-bit word
are referred to as 4-bit word DBs. In the Count AS, the logical
address simply increases (decreases) from 0 to n—1 (n—1 to
0), where n is the number of logical addresses; the physical
address movement of the memory by the Count AS directly
depends on the address scrambling of the memory. The March
MD2 TS is built in the same manner; it consists of eight
implemented March MD2 algorithms with 4-bit word DBs
and the Count AS.

The March 12N TS also consists of eight implemented
March 12N algorithms, and each algorithm is implemented
by one of the eight dedicated DBs for complete NPSF
detection [18] and the FastY AS [19], [20]; in the rest
of this paper, the eight dedicated DBs for NPSF detection
are referred to as the NPSF DBs. To properly generate the
FastY AS and NPSF DBs, address scrambling information is
required.

IIl. FAULT SIMULATION RESULTS OF
SFs, DFs, AND NPSFs
In this section, the results of the fault simulations per-
formed using the FMs and TSs are presented. Furthermore,
the simulated results were validated by comparing the FCs of
published results.

In this work, the FM minimum coverage (FMMC) is pro-
posed as a new metric to show the percentage of target FMs
that have an FC above a threshold, which is referred to as the
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minimum FC. FMMC(x) can be expressed as

FMMC (x)
_ (Number of FMs with an FC larger than or equal to x)

Total target FMs
x 100, (1)

where x is the minimum FC value, which can be any integer
value from 100, 99, ..., 1, 0 (unit: %). The FC for an FM can
be expressed as
FC — Number of detected fal.,tlts inan FM % 100. (2)
Total target faults in an FM

Fig. 2 shows the FMMCs of SFs for March MSS,
March MD2, and March 12N TSs. The x-axis shows the
minimum FC values from 100% to 0%, and the y-axis shows
the FMMC(x) of the corresponding x values.

100 3

S

FMMC (x) [%]
nig

o
"
8
"
E

80 70 60 50 a0 30 20 10 o
Minimum FC (x) [%]

——Plot 1 (March MSS TS, MarchMD2TS) -~ Plot 2 (March 12N TS)

FIGURE 2. FMMCs of SFs by March MSS, March MD2, and March 12N TSs.

The FMMC:s for both March MSS and MD2 TSs are the
same, as shown in Plot 1 of Fig. 2. In Plot 1, FMMC(100) is
100% (see the circle), which means that the two TSs have
100% FCs for all SFs. These results match the published
results in [16] and [17].

In the rest of this paper, the term “lucky FMMC” is used
to refer to the FMMC for FMs that are not intended to be
detected by the TS. Accordingly, the March 12N TS has the
lucky FMMC for the SFs. The lucky FMMC(100) is equal
to 57.14% (see the square), which indicates that 32 SFs have
100% FCs. The lucky FMMC(1) is equal to 71.43% (see the
triangle), which shows that 16 SFs have less than 1% FCs.
The lucky FMMC result is understandable because SFs were
not detection targets of the March 12N TS.

FMMC (x) [%]

(e =y P — ==

100 90 80 70 60 50 a0 30 20 10 o
Minimum FC (x) [%]

—MarchMSSTS - MarchMD2TS --- March 12NTS

FIGURE 3. FMMCs of DFs by March MSS, March MD2, and March 12N TSs.
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Fig. 3 shows the FMMCs of DFs for the three TSs. The
FMMC(100) of March MD2 TS is 100%, which means that
March MD2 TS has 100% FCs for all DFs. This result concurs
with the results reported in [17].

The March MSS and March 12N TSs have the lucky
FMMCs for the DFs. The lucky FMMCs(100) are 28.57%
and 9.52% for the March MSS and March 12N TSs, respec-
tively (see the circles). Thus, 36 DFs and 12 DFs can have
100% FCs by the March MSS and March 12N TSs, respec-
tively. The lucky FMMCs(1) are 31.74% and 33.33%, which
indicates that 86 FMs and 84 FMs can have less than 1%
FCs by the March MSS and March 12N TSs, respectively
(see the square). Unlike the lucky FMMC result in Fig. 2,
the March MSS and March 12N TSs have relatively low lucky
FMMC:s for all minimum FC values.

a0 FMMC Difference (4.17%)

m e .

J
Jcod
100 S0 80 70 60 50 a0 30 20 10 o
Minimum FC (x) [%]

FMMC (x) [%]

—March MSSTS - MarchMD2TS --- March 12N TS

FIGURE 4. FMMCs of NPSFs by March MSS, March MD2, and March
12N TSs.

Fig. 4 shows the FMMC:s of the NPSFs for the three TSs.
The FMMC(100) of March 12N TS is 100%, which means
that all NPSFs can be fully detected by the March 12N
TS; this FMMC result is the same as the result reported
in [18].

Fig. 4 shows the low lucky FMMCs for the March MSS
and March MD2 TSs. The lucky FMMCs(100) are identi-
cal and equal to 1.04%, which means that only two FMs
have 100% FCs. It is interesting to note that although the
complexity of the March MD2 TS (560N) is approximately
four times greater than that of March MSS (144N), their FCs
hardly differ. The lucky FMMC values are the same until the
minimum FC of 49%, and below the minimum FC of 49%,
the lucky FMMC difference remains nearly constant at 4.17%
(see the square). From Figs. 3 and 4, it can be observed that
the test algorithms can have almost equally low FC values for
non-target FMs regardless of their complexities.

IV. FAULT COVERAGE EXAMINATION WITH PHYSICAL
MEMORY CHARACTERISTICS

In this section, the change in FC is explored when the
physical characteristics of memory are additionally consid-
ered. Such coverage analysis provides the FC penalty when
the electrical and structural characteristics of memory are
not properly considered. It is not uncommon to see that
such constraints are not properly considered when testing
memories.

124636

A. ELECTRICAL MASKING EFFECTS

In this subsection, the FCs of March MSS and March MD?2 are
re-evaluated considering the electrical cell level variations
due to the defect size.

As described in Section I, faulty RAM behavior highly
depends on the size of the resistive defects. For exam-
ple, [3] shows the different electrical cell levels for repeated
non-transition write operations after the first transition write
operations (1wOwO, ..., or Owlwl, ...,); according to the
defect size, the number of write-operation attempts to write
successful 0 or 1 values varies.

When such an electrical cell level variation is blended in
the FMs, some of the SFs (DFs) may not be detected by
March MSS (March MD2). We can consider one specific
TF-0Ow1 case when March MSS is performed with the all-zero
DB [19], [20] (also called solid DB). TF-Ow1 can be sensi-
tized by the first wl in M1 as it fails to undergo a transition
from O to 1; the state of the cell can be electrically close
to 0.5 Vpp, depending on the defect size. If the second wl
in M1 is applied in such an electrical state, the effect of
TF-Owl is likely to disappear with a successful cell-state
transition. The TF-1wO effect can also disappear in this way
after successive w0 operations in M2.

FMMC (x) [%]

100 %0 80 70 60 50 40 30 20 10 o
Fault Coverage (x) [%]

FIGURE 5. FMMCs of SFs by the March MSS TS with/without considering
electrical masking.

FMMC (x) [%]

100 90 80 70 60 50 40 30 20 10 (']
Fault Coverage (x) [%]

—Without masking -+ With masking

FIGURE 6. FMMCs of DFs by the March MD2 TS with/without considering
electrical masking.

The above TF-Owl example is a representative case
where the fault is masked by the electrical level uncertainties
when the SOS of the FM is applied twice in a row without
detecting a fault after the first SOS is applied. In this work,
we refer to this masking case as electrical masking. Because
electrical masking can occur sufficiently considering variable
defect sizes, it is necessary to re-evaluate FC with electrical
masking in mind.
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Figs. 5 and 6 show the FMMCs of SFs and DFs yielded
by the March MSS and March MD2 TSs, respectively, for
the FMs with/without considering the electrical masking
characteristic. Without electrical masking, March MSS and
March MD2 provided 100% FCs for all SFs and DFs, respec-
tively, as demonstrated in the previous section. However,
when the electrical masking characteristic existed in memory,
the FMMC:s of SFs and DFs dropped to 89.28% and 90.48%,
respectively, for all FC values (see the circles in Figs. 5 and 6),
which means that there are 10.72% SFs and 9.52% DFs that
have FCs less than 1% or were never detected. As expected,
TFs (TF-Owl and TF-1w0) could not be detected by the
March MSS TS when the electrical masking characteristic
was considered.

B. ADDRESS SCRAMBLING EFFECTS

The utilization of address scrambling allows the use of the
inherent characteristics of the memory to design/implement
efficient tests or schemes to detect/correct target FMs or
errors [11], [18], [21], [22]. However, because access to
address scrambling information is highly limited, in most
situations, test algorithms are implemented without such
information. Thus, FC analysis considering the address
scrambling effect is very valuable; in this subsection,
the address scrambling effect on FC is investigated by imple-
menting the March 12N algorithm according to the availabil-
ity of address scrambling and re-evaluating FCs of NPSFs
with implemented algorithms.

As mentioned in Section II-C, March 12N should be imple-
mented eight times with the FastY AS and NPSF DBs to
construct the March 12N TS, so address scrambling informa-
tion is required. If the March 12N TS is constructed without
address scrambling, it is easy to predict the FC reduction
in NPSFs due to the incomplete algorithm implementations.
In this study, when March 12N was implemented without
scrambling information, the NPSF DBs generated by logi-
cal addresses and the Count AS were used. Note that the
two least significant bits (LSBs) of the physical row and
column addresses must be used for the NPSF DB gener-
ation [18], [23]; because the physical addresses cannot be
directly manipulated without scrambling information, the two
LSBs of the logical row and column addresses were used
instead.

100 ceeerernens . f_
=

FMIMC (x) [%]

100 90 80 70 60 50 40 30 20 10 0
Fault Coverage (x) [%)]

— Without sc ling - With sc

FIGURE 7. FMMCs of NPSFs for the March 12N implemented
with/without address scrambling.
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Fig. 7 shows the FMMCs of NPSFs by the March 12N TS
constructed with/without the availability of internal memory
physical structure, i.e., address scrambling. Fig. 7 reveals
that severe FC reduction occurs if address scrambling is not
available when March 12N is implemented. The FMMC(100)
is significantly reduced to 19.79% (see the circle), and we can
observe that FMMC(6) = 83.3% and FMMC(4) = 100% (see
the squares), which means that 32 NPSFs have 4%—6% FCs;
these FC values cannot be observed when the algorithm is
completely implemented with address scrambling.

Number of FMs
5 & B

DB2 DB3 DB4 DBS DB6 DB7 DB8 DB1U ..U
DBS

FIGURE 8. Number of NPSFs with 100% FCs for each March 12N
algorithm implemented without scrambling information.

Fig. 8 shows the number of NPSFs with 100% FCs for
each of the March 12N algorithms implemented without
scrambling information; each of the implemented algorithms
is identified by the number after ““DB.” Additionally, the last
column in Fig. 8 shows the number of NPSFs with 100% FCs
only if all FCs measured from DB 1, DB2, DB8 are combined.
From Fig. 7 (see the circle) and Fig. 8 (see the last column),
it can be seen that the number of NPSFs with 100% FCs is 38
(=192 x 0.1979) and 6 of them have 100% FCs only if the
FCs from different DBs are combined; a total of 32 FMs have
100% FCs when the FCs from different DBs are individually
considered.

Fig. 8 demonstrates that the NPSFs that are not sensitive
to address scrambling are mostly detected by DB1; the cor-
responding DB is the all-zero DB, which is not dependent
on address scrambling; thus, there is no reduction in FC
by the algorithm implemented with this DB. The remaining
DBs are dependent on address scrambling, resulting in FC
reductions in many NPSFs, as shown in Fig. 7, when the DBs
are generated with the logical addresses.

C. ELECTRICAL NEIGHBORHOOD EFFECTS

Generally, NPSFs consider the Type-1 neighborhood,
as shown in Fig. 9(a). Such a neighborhood consideration
means that the four cells closest to the base cell have the
strongest electrical interferences with the base cell, which
is suitable when memory cell arrays are composed of a
rectangular grid. Therefore, Type-1 NPSFs are very likely to
occur, and various studies have been performed to test Type-1
NPSFs [9], [24]-[26].

However, the physically adjacent Type-1 neighborhood
does not always indicate the strongest electrical interferences
among the cells; in this study, the strongest electrical inter-
ferences among the cells are referred to as the electrical
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FIGURE 9. (a) Type-1 and (b) diagonal neighborhoods for NPSFs.
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FIGURE 10. FMMCs of two-neighborhood NPSFs by the March 12N TS.
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FIGURE 11. Four pairs of DBs that provide identical FCs for
diagonal NPSFs.

neighborhood. According to the physical structure of the
memory, [27] and [28] proposed the delta-type and t-type
neighborhoods, respectively, to properly reflect electrical
neighborhoods, and previous studies have shown that elec-
trical neighborhoods should be defined differently depend-
ing on the physical layout of the memory. Accordingly, this
subsection considers the diagonal neighborhood as the one
possible electrical neighborhood, as shown in Fig. 9(b); then,
the FCs of the March 12N TS are re-evaluated with respect to
diagonal NPSFs (=NPSFs with the diagonal neighborhood)
to examine the effect of the electrical neighborhood change
on FC.

Fig. 10 shows the FMMCs of NPSFs for the two neighbor-
hoods shown in Fig. 9, measured by the March 12N TS. When
the Type-1 neighborhood changes to the diagonal neighbor-
hood, the FMMC(100) is reduced to 58.33% (see the circle),
which means that the FCs of 80 NPSFs are reduced. The
FMMC(1) is 75% (see the square), indicating that 48 NPSFs
are not detected at all or less than 1% are detected.
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The reduction in FC occurs because there are some DBs
that provide identical FCs for diagonal NPSFs. Fig. 11 shows
four pairs of DBs; two DBs from each pair provide the
same FCs for the diagonal NPSFs. For example, each of
the algorithms implemented by the two DBs in Fig. 11(a)
yields the same FCs for the diagonal NPSFs. Figs. 10 and 11
demonstrate that the FCs of NPSFs provided by the exist-
ing test algorithms are clearly reduced when the electrical
neighborhood of NPSFs is changed owing to the change in
the memory physical mechanism for any reason.

V. CONCLUSION

In this study, fault coverages of the existing memory test
algorithms were re-evaluated by considering three mem-
ory physical characteristics: electrical masking, address
scrambling, and electrical neighborhoods. To this end,
the fault simulations for three fault model classes, including
56 static faults, 126 dynamic faults, and 192 neighbor-
hood pattern-sensitive faults (NPSFs), were performed on
the example SRAM model; March MSS, March MD2, and
March 12N algorithms targeting 56 static faults, 126 dynamic
faults, and 192 NPSFs, respectively, were selected. For the
fault simulation, a fault simulator from a third party was used.

The simulation results were presented in two parts. The
first part of the result showed the fault coverages for the
fault models targeted by each algorithm, and it was confirmed
that the same fault coverages as in the previous studies were
observed. In addition, the lucky fault coverage was measured,
which is the fault coverage for fault models that the test
algorithm is not intended to detect. From the perspective
of lucky fault coverage, it was observed that the algorithms
could have the same level of low coverage regardless of their
complexities.

Furthermore, we discussed the fault coverage reduction in
the test algorithms when the memory physical characteris-
tics were considered. When electrical masking was consid-
ered, fault coverage reductions of 10.72% static faults and
9.52% dynamic faults were observed for March MSS and
March MD2, respectively. When address scrambling was not
available or the changed electrical neighborhood was prop-
erly considered, reductions in fault coverages of 80.21% and
41.67% NPSFs, respectively, were observed for March 12N.

Memory test algorithms are typically developed to detect
target fault models that require fully addressing the memory
failure mechanism. However, fully representing the semi-
conductor/circuit failure mechanisms in fault models is not
always feasible. In this work, such deficiencies were demon-
strated by showing fault coverage reductions in existing
algorithms according to the physical characteristics of the
memory. This suggests that the conventional test algorithm
development process that detects target fault models is no
longer complete and needs improvement.
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