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ABSTRACT The task of automated essay scoring (AES) continues to attract interdisciplinary attention
due to its commercial and educational importance as well as related research challenges. Traditional AES
approaches rely on handcrafted features, which are time-consuming and labor-intensive. Neural network
approaches have recently given fantastic results in AES without feature engineering, but they usually
require extensive annotated data. Moreover, most of the existing AES models only report a single holistic
score without providing diagnostic information about various dimensions of writing quality. Focusing on
these issues, we develop a novel approach using multi-task learning (MTL) with fine-tuning Bidirectional
Encoder Representations from Transformers (BERT) for multi-dimensional AES tasks. As a state-of-the-
art pre-trained language model, a BERT-based approach can improve AES tasks with limited training data.
Meanwhile, we deal with long texts by proposing a hierarchical method and using the attention mechanism
to automatically determine the contribution of different fractions of the input essay to the final score. For
the multi-topic essay scoring tasks on the ASAP dataset, results reveal that our approach outperforms the
average quadratic weighted Kappa (QWK) score by 4.5% compared with the strong baseline. We propose
a self-collected dataset of Chinese EFL Learners’ Argumentation (CELA) to provide valuable information
about writing quality from multiple rating dimensions, including holistic and five analytic scales. For the
multi-rating dimensional essay scoring tasks on the CELA dataset, experimental results demonstrate that
our model increases the average QWK score by 8.1% compared with the strong baseline.

INDEX TERMS Multi-dimensional essay scoring, transfer learning, BERT, multi-task learning.

I. INTRODUCTION
The task of automated essay scoring (AES) draws interdisci-
plinary interest in linguistics [1], [2], education [3]–[5] and
natural language processing (NLP) [6]–[8]. Existing AES
models can be mainly classified into two types: traditional
approaches using handcrafted features and neural network
approaches using automatic feature selection with raw texts.
The disadvantages of the first subtype are that features must
be manually chosen to fit the model and that extra effort is
required to perform effectively on various tasks. Attempts
to solve this dilemma have resulted in the development of
the neural network approach. Recent advances in neural net-
work approaches have yielded promising results without the
use of handcrafted features [9]–[13]. However, deep neural
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networks (DNNs) require vast quantities of labeled data for
specific tasks, which is not always accessible. A consider-
able amount of research has indicated that pre-trained mod-
els can be fine-tuned to fit various tasks without training
new models from scratch. As the most advanced pre-trained
language model [14], Bidirectional Encoder Representations
from Transformers (BERT) [15] is based on a multi-layer
bidirectional transformer, and has achieved fruitful results in
a variety of language-based tasks. Little research has been
conducted to utilize the pre-trained language model BERT
for AES tasks.

Meanwhile, the vast majority of the existing AES tasks
are based on holistic scoring, assigning a single score to an
essay on a specific topic based on its overall impression.
However, holistic scoring has been criticized for its weakness
in providing specific feedback for writing improvement [16].
Providing scores from different analytic rating dimensions
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could help raters and students distinguish between various
dimensions of writing quality and make improvements for
each dimension.

Focusing on the problems and argumentsmentioned above,
we propose a BERT-based transfer learning approach to
predict multi-dimensional scores jointly without any fea-
ture engineering. This joint learning effectively increases the
training model’s sample size compared with learning multi-
ple tasks individually, thereby improving the AES models’
generalization ability and performance.

The main contributions of this paper are as follows.
• We developed a novel method using multi-task learn-
ing with fine-tuning BERT for multi-dimensional
essay scoring tasks. It can jointly incorporate various
aspects of features without any additional handcrafted
engineering.

• We dealt with long essays by proposing a hierarchical
method and using the attention mechanism to automat-
ically determine the contribution of different fractions
of the input essay to the final score. Compared with
the traditional truncation approach, the Hierarchical +
Attention Pooling approach effectively enhances the
performance since the model can capture the combined
representation of the entire essay.

• We achieved state-of-the-art results for multi-topic
scoring tasks on the widely used Automated Stu-
dent Assessment Prize (ASAP) dataset. Experimental
results indicate that our approach promotes performance
through the underlying shared representation of different
topics, thereby improving the generalization ability and
performance of the AES model.

• We proposed a self-collected Chinese EFL Learners’
Argumentation (CELA) dataset with multiple rating
dimensions. To the best of our knowledge, the CELA
dataset is the first multi-rating dimensional dataset for
automated essay scoring tasks.

II. RELATED WORK
In the literature, a brief review of rating scales used for writing
assessment and different approaches to AES are covered to
demonstrate the new trends for AES tasks. Also, numerous
studies applying transfer learning and multi-task learning in
AES tasks are presented.

A. RATING SCALES USED FOR WRITING ASSESSMENT
A rational writing rubric can be essential for score reliability
and model construction. Over the last few decades, numerous
studies have been conducted to investigate the strengths and
weaknesses of holistic and analytic dimensions for writing
assessment.

Many assessment programs rely on assigning a single
holistic score to an essay. However, the holistic score does
not offer helpful guidelines about the different dimensions of
writing quality, leading to validity and reliability issues [16].
In contrast, analytic scoring often has to incorporate different
scores given to different essay traits. Scholars have suggested

that analytic scoring highlights the different dimensions of
writing quality. Therefore, raters can quickly understand the
level of the writing quality. More recently, empirical evi-
dence has shown that analytic scores are more trustworthy
than holistic scores. In general, providing scores at different
analytic scales of essay quality can help raters distinguish the
writing quality from different dimensions and thus enhance
the reliability and validity of the AES models.

B. APPROACHES TO AES
1) TRADITIONAL APPROACHES USING HANDCRAFTED
FEATURES
As the earliest AES system, PEG utilizes regression methods
to predict the essay quality with surface linguistic features.
Traditional AES approaches mainly address holistic scoring,
which extracts predefined surface linguistic features such
as morphology, syntax, and semantics, and substitutes them
into learning algorithms, such as linear regression [17]–[19],
support vector regression [20]–[22], logistic regression
[23], [24] and Bayesian network classification [25]. One
limitation of the traditional approaches is that they usually
rely on manually extracted features with deep-level linguistic
information being ignored.

Recent developments in corpus linguistics and compu-
tational linguistics allow more linguistic features to be
extracted from essays. If some of the techniques used in
corpus-related studies (e.g., Coh-Metrix [26]) can be resorted
to, hopefully, more linguistic features can be extracted so that
a more justifiable model can be constructed for AES.

2) NEURAL NETWORK APPROACHES
Recently, there has been a turning point in AES tasks follow-
ing the advent of the neural network approach. The neural
network approaches do not need to extract features manually
and can automatically learn semantic features. Scholars have
diverted their attention to setting up AES models without
handcrafted features. Taghipour and Ng [10] proposed a neu-
ral network approach based on long and short term mem-
ory (LSTM) for AES tasks and achieved significant results
compared to the previous studies. The model considered the
word sequence in the raw text as input and used the convolu-
tional layer to extract features. Dong and Zhang [27] used a
convolutional neural network (CNN) model to automatically
learn syntactic and semantic features without external pre-
processing. Subsequently, Dong et al. [11] used concentra-
tion at the word and sentence levels and demonstrated how
the attention mechanism could improve the accuracy of AES.

Although neural network approaches have achieved more
promising results than traditional approaches, they must be
trained on a broad collection of training data.

C. TRANSFER LEARNING
In the field of NLP, we often come across tasks that suffer
from data deficits and poor generalization ability. Trans-
fer learning can enhance the performance by exploiting
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TABLE 1. Detailed information of representative AES models.

pre-trained language models and applying the knowledge
acquired to similar or related tasks.

For AES tasks, Phandi et al. [28] used the Correlated
Bayesian Linear Ridge Regression to explore essay scoring
on different topics. Cummins et al. [31] developed a con-
strained preference learning approach that can jointly per-
formed AES tasks from different topics and rating scales.

As a specific kind of transfer learning, BERT achieves
fantastic results in a wide range of challenging tasks.
Beltagy et al. [32] released SciBERT for scientific texts
in the scientific domain. Besides, BioBERT [33] and
BioELMo [34] were pre-trained and applied to develop the
most influential biomedical text processingmodels. Although
BERT has performed remarkable results in numerous chal-
lenging NLP tasks, it is still pre-trained on a large corpus, and
in the process of AES, the whole model architecture needs
to be modified for the specific task, in our case, the score
prediction.

D. MULTI-TASK LEARNING
In contrast to single-task learning, multi-task learning (MTL)
involves the simultaneous learning of several interrelated
tasks, which can promote performance through the under-
lying shared representation and enhance the generalization
performance of the target domain [35], [36]. MTL has been
applied to solve various challenges in the NLP field, such
as part-of-speech tagging and syntactic component divi-
sion [37]–[40]. Collobert and Weston [41] explored six stan-
dardized NLP tasks to enhance generalization performance
through MTL. Changpinyo et al. [42] investigated the appli-
cation of MTL in sequence tagging tasks.

For AES tasks, Cummins and Rei [43] developed a multi-
task neural network approach that can jointly optimize for
the tasks of grammatical error detection and AES, show-
ing that the accuracy of the predicted score can be greatly
improved with the help of MTL. The advent of the MTL
approach for AES has significantly impacted the simulta-
neous learning of multi-dimensional essay scoring tasks.
In our research, MTL involves multi-dimensional essay scor-
ing tasks from different perspectives concerning each dataset.
Multi-dimensional essay scoring refers to multi-topic scor-
ing tasks for the ASAP dataset as we explore eight differ-
ent topics jointly. For the CELA dataset, multi-dimensional
essay scoring refers to multi-rating dimensional tasks as
we simultaneously investigate holistic and analytic rating
dimensions.

Based on the overview of studies above, a summary of rep-
resentative models is provided for a better understanding of

the contributions of our approach. Table 1 compares the most
representative AES models from different aspects including
the datasets, the rating dimensions, the approaches and the
evaluation indicators. Although neural network approaches
have been applied to AES tasks, other aspects of writing qual-
ity, such as different analytic dimensions providing detailed
diagnostic information, are ignored. Besides, no study has
utilized the pre-trained language model to improve multi-
dimension essay scoring tasks with small training datasets.
The motivation of our study is to develop a novel approach
using multi-task learning with fine-tuning BERT for multi-
topic scoring tasks on the ASAP dataset and multi-rating
dimensional tasks on the self-collected CELA dataset.

III. DATASETS
This section gives valuable information about the widely used
ASAP dataset and the self-collected CELA dataset. Details
about the inter-rater reliability of the self-collected CELA
dataset are provided to validate the consistency of human
raters.

A. THE ASAP DATASET
The ASAP dataset1 is sponsored to explore affordable and
effective ways for AES tasks. The ASAP dataset contains
essays written by American students from grades 7 to 10.
There are eight sets of essays from different topics and genres.
Topics 1 and 2 are argumentative essays requiring writers
to state their opinions on a specific topic. Topics 3 to 6 are
response essays where writers are expected to read an extract
and respond according to the material. Topic 7 and 8 are nar-
rative essays where writers tell a story based on a particular
situation. The scoring range varies from each topic. At least
two human raters grade all essays. The average length of each
topic is different, ranging from 150 to 650 words. Table 2
shows the statistical details of each topic. In our experiment,
we compare the multi-topic essay scoring approach on the
ASAP dataset with the single-topic essay scoring approach,
which helps understand how the generalization ability and
performance of the AES model could be improved.

B. THE CELA DATASET
To address the need to provide valuable information about
writing quality, we collected 144 argumentative essays from
undergraduates of non-English majors in China at multi-
ple rating dimensions. Participants were required to write a

1https://www.kaggle.com/c/asap-aes
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TABLE 2. Details of the ASAP dataset. There are 12978 essays with different genres including argumentation, response, and narration. The maximum
length of essays in this dataset is 983. Topics 1 and 2 are argumentative essays that require writers to express their ideas about the influence of
computers and censorship in libraries. Topics 3 to 6 are response essays that ask writers to read extracts from different topics and respond to each topic
according to the requirements. Topics 7 and 8 are narrative essays that require writers to write stories about patients and laughter.

FIGURE 1. Distribution of both holistic and analytic scores of our self-collected Chinese EFL learners’ argumentation (CELA) dataset.

TABLE 3. Statistical estimates of holistic and analytic scores of our
self-collected Chinese EFL learners’ argumentation (CELA) dataset.

300-word essay in response to the following prompt: ‘‘Should
a government be allowed to limit the number of children a
family can have?’’. The holistic and analytic writing rubrics
for the CELA dataset can be seen in Tables 12 and 13. Two
expert raters were required to score essays regarding the
holistic and five analytic rating dimensions, such as grammar,
lexicon, global organization, local organization and support-
ing ideas. Each rater had to give six scores according to both
holistic and analytic scales. The final score of each essay was
the average score of the two raters. Figure 1 indicates that
the distributions of the holistic and analytic rating dimensions

tend to be a little bit above the medium level. Table 3 presents
the actual statistical estimates of the holistic and analytical
scores of the CELA dataset.2

The correlation coefficient and QWK were calculated to
evaluate the consistency between human raters’ scores. The
inter-rater reliability of the CELA dataset was quite accept-
able (See Table 4). The correlations between the two raters
across different scales were significant (p < 0.001). The high
agreement between these two raters laid a solid foundation for
score prediction in the modeling process.

IV. METHODS
Figure 2 demonstrates the description of our proposed
approach, which contains three modules: the input represen-
tation module, the weight sharing module, and the output
module. The input representation module is responsible for
generating vector representations of the essay. The weight
sharing module includes BERT and the attention pooling
layer, sharing parameters for training different rating dimen-
sions on the CELA dataset. Finally, the output module makes

2The CELA dataset is available at https://github.com/gzutxy/CELA.
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TABLE 4. Inter-rater reliability between raters of our self-collected Chinese EFL learners’ argumentation (CELA) dataset (*** p < 0.001).

FIGURE 2. A hierarchical BERT-based transfer learning approach for multi-rating dimensional tasks on the
Chinese EFL learners’ argumentation (CELA) dataset. The model contains three modules: the input
representation module, the weight sharing module, and the output module. The input representation
module is responsible for generating vector representations of the essay. The weight sharing module
includes BERT and the attention pooling layer, sharing parameters for training different rating dimensions
on the CELA dataset. Finally, the output module makes predictions for different rating dimensions. For the
multi-topic essay scoring tasks on the ASAP dataset, the weight sharing module shares parameters for
training different topics and the output module makes predictions for different topics.

predictions for different rating dimensions. For multi-topic
essay scoring tasks, the weight sharing module shares param-
eters for training different topics and the output module
makes predictions for different topics.

A. INPUT REPRESENTATION MODULE
As the maximum length is set during the pre-training process,
the BERT model can only accept 512 tokens and cannot
handle long texts. However, the input length of the AES task
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is usually longer than the maximum length. When applying
BERT to long text tasks, a common approach is to truncate
the input to the maximum length. It will reduce performance
since the model cannot capture the entire essay’s long depen-
dencies and global information.

1) HIERARCHICAL METHOD
To process the long texts in the ASAP dataset, we propose
a hierarchical method that divides the input text into k =
L/5103 fractions and feeds these fractions into the BERT
model. X = {X1,X2, · · ·X k} refers to dividing the input
text into k fractions, then converting the word sequences
of different fractions into embedding vectors. In the
subsection IV-B, we will describe how to combine represen-
tations of all fractions by attention pooling.

B. WEIGHT SHARING MODULE
BERT includes 12 encoders with 12 bidirectional self-
attention heads, and 768 hidden units. In the weight sharing
part, 12 encoders with a self-attention mechanism are applied
to the embedding vectors of different fractions in the subsec-
tion IV-A to collect text information. The representation of
each fraction H i is the hidden state of the final layer of input
text X i, andH i is the concatenation of (h0, h1, · · · hn) for each
token.

H i
= [h0, h1, · · · hn] (1)

1) ATTENTION POOLING
After obtaining the representation H i of different input frac-
tions of the essay processed by BERT, the final text represen-
tation H is learned through the attention pooling layer [44].
The attention pooling layer is defined in the equations 2 and 3,
where Wm is weight matrix, wv is weight vector, b is bias
vector.

ai =
ewv·tanh(Wm·Hi+b)∑
ewv·tanh(Wm·Hj+b)

(2)

H =
∑

ai · H i (3)

C. OUTPUT MODULE
On top of the shared BERT layer, we use a fully con-
nected layer to score each task. During the training pro-
cess, the BERT model and task-specific layers are fine-tuned
through the multi-task objective function.

As shown in the equation 3, H is the semantic representa-
tion of the input essay X . The predicted score of each essay
X is calculated by logistic regression with sigmoid function:

p(c|H ) = sigmoid(WiH ), (4)

where Wi is the task-specific parameter for different rating
dimensions i. We jointly fine-tune all the BERT parameters
andW bymaximizing the log probability of the human raters’
scores.

3The sequence always contains a specific classification embedding [CLS]
and another unique token for separating segments [SEP].

Algorithm 1: Training Procedures of Our Proposed
Approach

Initialize model parameters θ
foreach layer in BERT do

Copy layer parameters in BERT;
end
foreach layer in task-specific layers do

Initialize parameters randomly;
end

end
Create mini-batches D by merging different rating
dimensions in the dataset; while epoch < max_epoch do

Randomly Shuffle mini-batches D;
epoch = epoch+ 1;
while batchi in mini-batches D do

Calculate Cross-Entropy loss of batchi;
Calculate Slope: ∇(θ )
Update model parameters: θ = θ − η∇(θ )

end
end

TABLE 5. Hyper-parameters of our proposed approach.

D. MULTI-TASK TRAINING PROCEDURES
The training procedures of the proposed model consist of
two stages: pre-training BERT and multi-task learning. Algo-
rithm 1 shows the detailed procedures of our proposed
approach.

Firstly, the pre-trained BERT model is employed to initial-
ize the parameters of the shared layer and randomly initialize
the parameters of specific task layers. Then, our proposed
models are trained by merging mini-batch data of different
scoring dimensions in the dataset. Finally, cross-entropy loss
(equation 5) is used to adjust the model weights, where tj is
the true label of score class j, pj is the probability of score
class j in the equation 4. Similar to the previous study which
trains the model for multiple natural language understanding
tasks [46], mini-batches stochastic gradient descent is trained
to update the parameters when training our proposed models.

L(θ ) = −
n∑
j=1

tjlog(pj) (5)

E. EXPERIMENTAL SETUP
1) EVALUATION METRIC
Quadratic Weighted Kappa (QWK) [47] is used to quantify
the consistency between raters’ scores and predicted scores.
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The ASAP competition treats QWK as the golden standard
for evaluation. Other experiments using the ASAP dataset
(e.g. [11], [48], [49]) also adopt this evaluation as an indi-
cator of performance. Since we use the ASAP dataset for
evaluation in our experiments, we thus regard QWK as the
evaluation standard. This indicator usually varies from 0 (no
consistency between raters) to 1 (perfect consistency between
raters). For details about the QWK formula, please refer to
Zhao et al. [48].

QWK = 1−

∑
i,jWi,jOi,j∑
i,jWi,jEi,j

(6)

2) IMPLEMENTATION DETAILS
We used 5-fold cross-validation to evaluate our model, where
60% of the data was used for training, 20% of the data
was used for validation, and 20% for testing. The optimal
model was selected according to the results of the validation
data. The detailed information about hyper-parameters used
in our proposed approach can be seen in Table 5. We set
ReLU [45] as the activation function of the task layer. The
dropout rate [50] of all the task-specific layers was to 0.1.
The base learning rate was set to 2e−5. We set the warm-up
proportion to 0.1 and used the Adam optimizer. The PyTorch
framework [51] was used to train the model on the NVIDIA
3090 GPU, with a batch size of 16. We set the maximum
training epochs to 5. The settings mentioned above were
applied for the experiments on the multi-topic scoring and
the multi-dimensional scoring tasks.

V. RESULTS
This section demonstrates the experimental results of the
multi-topic scoring and multi-rating dimensional tasks. Com-
parisons with the baselines and detailed analysis are pre-
sented to validate the efficiency of our proposed approach.

A. MULTI-TOPIC SCORING TASKS ON THE ASAP DATASET
1) COMPARISONS WITH THE BASELINES
Table 6 (rows 2-5) shows the QWK scores of the base-
lines on topics of the ASAP dataset. MN [48] predicts the
score by calculating the correlation between the non-graded
response and each selected response in memory. LSTM
CNN-att [11] stands for constructing a hierarchical model to
represent the sentences and applying the attentionmechanism
to decide the weights automatically. TSLF-ALL [49] denotes
a two-stage learning framework that combines the strengths
of both feature-engineered and end-to-end AES methods.
HISK + BOSWE and v-SVR [22] presents an approach
that includes both low-level types of features and high-level
semantic feature representation.
BERT-finetune here means that we fine-tune BERT for

AES tasks with each topic on the ASAP dataset, while
BERT-MTL-finetune represents that all the tasks of AES are
exploited simultaneously with eight topics.

It can be seen from Table 6 that the QWK scores of
our proposed approach are much higher than the baselines.

Our model BERT-MTL-finetune surpasses the strong baseline
HISK + BOSWE and v-SVR [22] in terms of all topics
and improves the average QWK score by 4.5%. We conduct
paired t-test to explore whether the QWK scores of our model
are significantly higher than the strong baseline. Results show
that BERT-MTL-finetune improved performance at the 5%
significance level (p = 0.033) for HISK + BOSWE and
v-SVR [22].

We also observe that BERT-MTL-finetune outperforms
six-eighths of topics and leads the average performance
compared with BERT-finetune. As shown in Table 6,
BERT-finetune outperforms BERT-MTL-finetune in topics
1 and 5. One interpretation for this phenomenon is that
the number of essays on each topic is sufficient enough.
Therefore, BERT-finetune can achieve good results without
learning the AES tasks jointly and focus on training the
data for the specific topic. Another explanation lies in that
BERT-MTL-finetune trains all topics jointly in one model
and different topics will contribute to the modeling effect.
For example, for topic 8 with the least amount of data,
the QWK score of BERT-MTL-finetune increases the most;
while for topic 5 with the largest amount of data, the QWK
score of BERT-MTL-finetune has a slight decrease. However,
BERT-MTL-finetune improves the performance from about
0.815 to 0.830 in the average QWK scores. The results imply
that when the training data is large enough, BERT-finetune
achieves the best performance as it focuses on training the
specific topic only. Alternatively, when the training data is
small, BERT-MTL-finetune performs better as it trains all
topics jointly and provides shared representation for different
topics in modeling.

We plot the confusion matrices between true and predicted
scores of BERT-finetune and BERT-MTL-finetune for the
ASAP dataset topic 2 (see Figure 3). The confusion matrices
indicate that the predicted scores of BERT-MTL-finetune tend
to be closer to true scores, which corroborate with our above
findings.

To better understand the reasons for accurate and inaccu-
rate predictions, we analyze two sample essays from topic 2 in
the ASAP dataset. The sample essay of inaccurate prediction
(Essay ID 3705, true score 2, predicted score 4) uses complex
sentence structures but with various errors in morphosyntax
(e.g., spelling and verb form). Besides, it is pretty hard for
readers to understand its arguments and ideas. In contrast,
the sample text of accurate prediction (Essay ID 3291, true
score 4, predicted score 4) uses a variety of complex syntactic
structures with errors in spelling that will not cause confusion.
Moreover, it is developed with several examples to support
the topic. An explanation for inaccurate prediction is that
BERT-MTL-finetune tends to assign the mean score to essays
that are of low or high quality because predicting the mean
score will minimize the penalty of the loss and improve the
accuracy of the model.

The above findings prove that BERT-MTL-finetune
improves the accuracy of AES tasks by simultaneously fine-
tuning BERT with all the topics on the ASAP dataset. More
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TABLE 6. Comparison of QWK scores on the ASAP dataset with our proposed approach and the baselines.

FIGURE 3. The confusion matrices between true and predicted scores of BERT-finetune and
BERT-MTL-finetune for the ASAP dataset Topic 2 Censorship.

TABLE 7. Results of different methods for dealing with long texts in the
ASAP dataset.

importantly, the results validate that BERT-MTL-finetune
effectively increases the sample size of the training model
and promotes performance through the underlying shared
representation, thereby improving the generalization ability
and performance of the AES model.

2) DEALING WITH LONG TEXTS
As shown in Table 2, the maximum sequence length of the
ASAP dataset is above 512. Therefore, the primary problem
of applying BERT to AES is to deal with the long texts in
the ASAP dataset. We use the following ways to deal with
long texts: Head-Only; Tail-Only; Head + Tail [52]; and the
hierarchical method mentioned in subsection IV-A.The first
three ways are the conventional truncation methods, which
keep the key and essential information of each essay. Head-
Only means that only the first 510 tokens are reserved. Tail-
Only means that the last 510 tokens are reserved. Head+ Tail
means that the first 128 and the last 382 tokens are reserved.
In the ASAP dataset, the maximum length of the essay

FIGURE 4. Results of the QWK scores on the ASAP dataset with different
proportions of training samples.

is 983. Therefore, we set the k value to 2 in this experiment
and divide the essay into two input fractions.

Table 7 indicates that the Hierarchical+Attention Pooling
approach outperforms the traditional truncation approach on
the average QWK value, which shows great power in dealing
with long texts. The findings are understandable because the
traditional truncation approach could not capture the features
of the whole essay and tends to lead to missing data prob-
lems in the modeling process. Alternatively, the hierarchical
method provides good integrity support and can capture the
combined representation of the entire essay. Compared with
the Hierarchical + Average Pooling approach, the Hierar-
chical + Attention Pooling approach effectively enhances
performance since the model can capture the combined rep-
resentation of the entire essay. Potential explanations are that
the attention pooling can capture the critical information in
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FIGURE 5. Results of the QWK scores of fine-tuning BERT with different
layers.

different fractions and better highlight the impact of crucial
parts of the essay. Unlike average pooling, with each frac-
tion being evaluated equally, which contradicts to the human
raters’ evaluation process. We obtain the best performance
by automatically learning the relevance of different fractions
of each essay through the attention pooling layer. It demon-
strates how the attention mechanism aids in locating crucial
elements that contribute to judging the writing quality of each
essay.

3) EXPERIMENTS ON SMALL DATASETS
The key strength of the pre-trained language model is that
we can train models for particular tasks with small datasets.
We conduct experiments using 0.1% to 100% of the train-
ing data in the ASAP dataset. We evaluate BERT-finetune
and BERT-MTL-finetune on different proportions of training
samples.

Figure 4 demonstrates that BERT-MTL-finetune brings
a significant improvement to small datasets. After care-
fully examining the data, we speculate that even if just
0.1% of the training data is utilized when employing the
pre-trained language model, the QWK score of BERT-
finetune is 0.77, which is superior to the baseline LSTM
CNN-att [11]. More specifically, BERT-MTL-finetune out-
performs all the baselines in Table 1 even if just 0.1% of
the training data is utilized. This demonstrates that fine-
tuning the pre-trained language model in score predic-
tion offers significant advantages, such as not requiring a
vast quantity of labeled data and ensuring reliable model
performance.

4) FEATURES FROM DIFFERENT LAYERS
Since each layer of the BERTmodel contains distinct charac-
teristics of the input text, we explore the validity of features
from each layer of the BERT model. Figure 5 outlines the
performance of fine-tuning BERT with each layer on the
ASAP dataset. The top-level features of BERT obtain the best
performance.

B. MULTI-RATING DIMENSIONAL TASKS ON THE CELA
DATASET
1) COMPARISONS WITH THE BASELINES
To build the baselines, we first use BERT to extract fea-
tures from the original data and then use different regression
approaches (rows 2-5) to score the features. The parameter
settings of the above methods are shown in Table 8. BERT-
finetune in Table 9 means that we fine-tune BERT for AES
tasks at holistic and analytic dimensions separately, while
BERT-MTL-finetune means that all the tasks of AES are
exploited simultaneously at multiple dimensions.

As indicated in Table 9, our model outperforms the base-
lines on all these six rating dimensions. Results indicate
that our models (BERT-finetune and BERT-MTL-finetune)
improve the average QWK score by 6.0% and 8.1% respec-
tively, compared with the strong baseline BERT + Neural
Networks. Compared with BERT-finetune, which fine-tunes
BERT for AES tasks at holistic and analytic dimensions
separately, our proposed approach BERT-MTL-finetune still
improves the average QWK score by 2.1%. This proves
that using a BERT-based transfer learning approach brings
benefits to multi-dimensional scoring through the underlying
shared representation of each rating dimension. Paired t-test
is conducted to explore whether the averaged QWK score
of our proposed approach is significantly higher than the
strong baseline BERT + Neural Networks. Results show
that BERT-MTL-finetune improved performance at the 0.1%
significance level (p = 6.93 e−13) for the strong baseline
BERT + Neural Networks.
Different from the results of the ASAP dataset, BERT-

MTL-finetune outperforms BERT-finetune at all the multi-
rating dimensional tasks. An interpretation for the variation
of results on the CELA and ASAP datasets is that the number
of essays used for training differs. For the ASAP dataset,
the training data for BERT-finetune is the specific topic, while
the training data forBERT-MTL-finetune contains all the eight
topics. Therefore, when the training data is large enough,
BERT-finetune achieves the best performance as it focuses
on training the specific topic only. Alternatively, when the
training data is small, BERT-MTL-finetune performs better
as it trains all topics jointly and provides shared representa-
tion for different topics in modeling. For the CELA dataset,
BERT-finetune uses single-dimensional scores for training,
while BERT-MTL-finetune uses multi-dimensional scores for
training. The difference lies in the number of training essays
of these two approaches remains unchanged, but BERT-
MTL-finetune has more correlated scoring labels. Therefore,
the QWK score of each rating dimension has been improved.

We plot the confusion matrices between true and predicted
scores of the baseline BERT + Neural Networks, BERT-
finetune and BERT-MTL-finetune for the CELA dataset
at holistic rating dimension. The confusion matrices (see
Figure 6) show that The BERT+ Neural Networks approach
assigns a higher score than the human raters’ score compared
with our proposed approach. Also, the confusion matrices
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TABLE 8. Baseline parameter settings of the self-collected Chinese EFL learners’ argumentation (CELA) dataset.

TABLE 9. Comparison of QWK scores on the self-collected Chinese EFL learners’ argumentation (CELA) dataset with our proposed approach and the
baselines.

FIGURE 6. Confusion matrices between true and predicted scores of BERT + Neural Networks, BERT-finetune and BERT-MTL-finetune for the CELA
dataset at holistic rating dimension.

TABLE 10. Accurate and inaccurate predictions of sample essays in the CELA dataset.

demonstrate that the predicted scores of BERT-MTL-finetune
tend to be closer to true scores than the baselines, which
corroborate with our above findings.

For a comprehensive understanding of the reasons for
accurate and inaccurate predictions, we discuss sample essays
in the CELA dataset (see Table 10). The sample essay of
inaccurate prediction uses simple sentence structures with
frequent errors in morphosyntax (e.g., spelling, punctuation,
and consistency). Besides, it is an off-topic essay with little
developed examples to support the topic. In contrast, the sam-
ple text of accurate prediction uses a variety of complex
syntactic structures with rate errors in lexicon or grammar.
Moreover, it is well-organized and developed with success-
fully developed examples to support the main idea. Generally
speaking, BERT-MTL-finetune achieves fantastic results in

TABLE 11. Results of hierarchical v.s. non-hierarchical approach for
dealing with short essays in the CELA dataset.

multi-rating dimensional essay scoring tasks. Even for the
sample of inaccurate predictions, the differences between the
predicted and true score are about 0.5 to 1. An explanation
for inaccurate prediction is that the off-topic perspective is
not explored.
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TABLE 12. The writing rubric for the CELA dataset at holistic rating dimension.

TABLE 13. The writing rubric for the CELA dataset at analytic rating dimensions.

2) HIERARCHICAL V.S. NON-HIERARCHICAL APPROACH FOR
DEALING WITH SHORT ESSAYS
For the CELA dataset, although the length of all essays
is less than 512, we still apply the Hierarchical approach

in the training process to improve the generalization abil-
ity of our approach. In doing so, our proposed model
could deal with long texts in the context of writing tests.
As in the ASAP dataset, we set the k value to 2. The
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experimental results are shown in Table 11. The results
indicate that the QWK score of the Hierarchical + Atten-
tion approach is slightly higher than the Non-Hierarchical
approach, because the input of the second fraction is filled
with 0 in the Hierarchical + Attention approach for essays
less than 510 tokens. Besides, the Hierarchical + Atten-
tion approach only involves one more non-linear atten-
tion layer than the Non-Hierarchical approach. Therefore,
the Hierarchical + Attention Pooling approach improves
performance by a little bit. The Hierarchical + Average
Pooling approach is inferior because the mean layer averages
the features of these two fractions, which affects the final
scoring effect with the features of the second part being
zero.

VI. CONCLUSION
In this study, we propose a BERT-based transfer learning
approach for multi-dimensional essay scoring. To the best
of our knowledge, this is the first study to fine-tune BERT
for multi-topic essay scoring tasks on the ASAP dataset
and multi-rating dimensional essay scoring tasks on the
self-collected Chinese EFL learners’ argumentation (CELA)
dataset.

For multi-topic scoring tasks on the widely used ASAP
dataset, the experimental results show that our proposed
approachBERT-MTL-finetune significantly improves the per-
formance by the underlying shared representation of each
topic. We also deal with long essays by proposing a hierar-
chical method and using the attention mechanism. The results
demonstrate that the Hierarchical + Attention approach
effectively enhances performance since themodel can capture
the combined representation of each topic.

For multi-rating dimensional tasks on the CELA dataset,
the experimental results indicate that our proposed approach
BERT-MTL-finetune benefits multi-dimensional scoring
through the underlying shared representation of each rat-
ing dimension. Combing both holistic and analytic rating
dimensions increases the validity and reliability of score
prediction.

In future work, we will further explore multi-dimensional
AES tasks from the following four perspectives: 1) Other
pre-trained models XLNet [53], GPT [54], and GPT-2 [55]
could be applied in multi-dimensional AES tasks. 2) The
potential effects of the extent of different rating dimen-
sions accounting for the overall writing quality could be
explored. 3) The traditional approaches based on hand-
crafted features and the neural approaches could be incorpo-
rated to provide diagnostic feedback for learners to improve
their writing quality. 4) Different genres and topics can be
included to enrich the diversity of the self-collected CELA
dataset.

APPENDIX A WRITING RUBRICS AT THE HOLISTIC AND
ANALYTIC SCALES
A. WRITING RUBRICS AT THE HOLISTIC SCALE
See Table 12.

B. WRITING RUBRICS AT THE ANALYTIC SCALES
See Table 13.
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