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ABSTRACT Deterministic and low latency communications are increasingly becoming essential require-
ments for several safety-critical applications, such as automotive and automation industries. Time-sensitive
networking (TSN) is an element of the new IEEE 802.1 standards that introduced Ethernet-based amend-
ments to support these applications. One of these enhancements was presented in IEEE 802.1Qbv to define
the time-aware shaping (TAS) technique for time-triggered (TT) traffic scheduling. The TAS mechanism is
window-based scheduling using a gating system controlled by the gate control list (GCL) schedules in all
nodes. Although several scheduling algorithms have been proposed to investigate the effects of window-
related parameters on network performance, the offset difference (OD) between the same-class windows in
the adjoining nodes has not been optimized yet. These optimizations are extremely crucial to implement less
pessimistic latency schedules. This paper proposes an optimized flexible window-overlapping scheduling
(OFWOS) algorithm that optimizes TT window offsets based on latency evaluations considering the
overlapping between different priority windows at the same node. First, we formulate the GCL timings as
mathematical forms under variable ODs between the same-priority windows. Then, an analytical model is
implemented using the network calculus (NC) approach to express the worst-case end-to-end delay (WCD)
for TT flows and evaluated using a realistic vehicular use case. The OFWOS model optimizes OD under
all overlapping situations between TT windows at the same node. Compared with the latest works of 3-hop
and 30-hop TSN connections, the OFWOS reduces the WCD bounds by 8.4% and 32.6%, respectively,
accomplishing less pessimistic end-to-end latency bounds.

INDEX TERMS Network calculus, safety-critical real-time systems, scheduling algorithm, time-sensitive
network (TSN), worst-case latency performance.

I. INTRODUCTION
Safety-critical real-time applications such as in the auto-
motive and automation industries require deterministic and
low latency performance for end-to-end data transmissions.
Failing to comply with these requirements may cause dan-
gerous situations for society. Therefore, many technologies
have been proposed to support these applications. One of
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which is the Ethernet network, as it has enough bandwidth
and feasible cost for real-time scenarios. Although multiple
Ethernet-based protocols have been previously introduced,
such as Audio/Video Bridging (AVB) Ethernet and time-
triggered (TT) Ethernet, they cannot manage safety-critical
transmissions and achieve the requirements.

As an extension to TT-Ethernet protocol is the time-
sensitive networking (TSN) standardized by IEEE TSN
task group which was introduced to support safety-critical
environments. The TSN features include timing, network
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management, access control, and reliability aspects to support
TT flows targeting deterministic and low latency, extremely
low jitter, and no congestion loss [1]. In the presence of TT
traffic, the TSN framework is designed to serve AVB traffic
with lower QoS requirements and Best Effort (BE) flows with
no QoS guarantees. These extensions interested many experts
and companies to espouse the TSN technology.

As defined in the IEEE 802.1Qbv standard [2], the TSN
framework integrates TT flows using a time-aware shaping
(TAS) technique which operates as a time-gating mecha-
nism controlled by the gate control list (GCL) scheduled in
each networking node. These predefined schedules (GCLs)
control accessing TT flows through the physical links with
a global synchronization constraint. For unscheduled traffic
(AVB and BE) configurations, the TSN switching applies the
credit-based shaping (CBS) technique based on TT sched-
ules, as introduced in IEEE 802.1Qav [3].

Designing appropriate GCLs in all selected nodes while
guaranteeing the quality-of-service (QoS) requirements for
critical time flows is a complex and vital problem. The
designer has to pay the highest attention to two signifi-
cant aspects; the TT latency requirements and the impact
on unscheduled real-time traffic [4]. Although several safe
analytical models have been proposed to speed TT schedul-
ing, they still have a degree of pessimism in latency evalu-
ations. Thus, decreasing the experienced end-to-end latency
for urgent data under a safe formal analysis is an attractive
goal in the TSN scheduling design.

As the TAS mechanism is a window-based scheduling
technique, numerous works have considered the transmis-
sion window specifications and their impacts on the overall
network performances [5]–[8]. Under fixed priority traf-
fic assumption, window offsets will undoubtedly affect the
end-to-end delay for the associated queues. Although the
proposed algorithms in [7], [8] have proved the impact of
window offsets on the worst-case latency bounds, no one
has optimized the offset difference between the same prior-
ity windows in the adjoining nodes. Furthermore, the GCL
schedules are offline based implemented, thus it is fundamen-
tal to evaluate and optimize the offset difference between the
same priority transmission windows. More details will also
be discussed in Section II later.

The trusted and safe latency representations are analyt-
ically based as all worst-case situations can be included
through the design stage. Thus, analytical models are piv-
otal in safety-critical real-time systems. One of the preferred
and trusted analytical approaches in real-time systems is the
Network Calculus (NC) [9], as it produces safe and less
pessimistic latency evaluations [10], [11]. For this reason,
the NC approach is adopted here to formulate the proposed
model.

In this paper, we design a GCL pattern for all selected
nodes on the end-to-end transmission path by considering the
offset difference (OD) between the same priority windows in
the adjacent nodes. Based on the proposed algorithm in [8],
it is assumed that the TT open windows overlap by a ratio

(OR) in each selected node. Accordingly, the OD and OR
values are considered as design factors in GCL implementa-
tions. Under these assumptions, a closed-form expression is
determined for theworst-case end-to-end delay (WCD) bound
for a specific TT priority queue. The OD effect is exam-
ined and evaluated comprehensively considering all expected
window situations. These evaluations can be considered as
a helpful guide for TSN designers to implement tighter and
more trusted GCL schedules. Thus, the paper contributions
can be summarized as:

• An optimized flexible window-overlapping schedul-
ing (OFWOS) algorithm optimizes the OD between
the same priority windows in the adjoining nodes is
proposed. The GCL schedules are generated under
overlapping-based TT windows in the same selected
node.

• Worst-case latency bound is formulated for a targeted
TT queue using Network Calculus (NC) approach. The
OFWOS model is evaluated using a realistic vehicle use
case. Under non-overlapping-based windows, the pre-
ferred OD range is determined according to the end-to-
end latency performance. Critical OD optimizations are
determined and discussed by considering all overlapping
situations between TT windows.

• The OFWOS algorithm achieves less pessimistic WCD
bounds compared with the previous related works
under all window-overlapping scenarios. Accordingly,
the OFWOS performance saves more bandwidth for
unscheduled transmissions under overlapping-based
GCLs.

The remainder of the paper is structured as follows.
Section II introduces related works, and Section III presents
a relevant background on TSN switching fundamentals and
the network calculus theory for worst-case latency compu-
tations. The OFWOS system model and associated design
decisions are described in Section IV. The worst-case end-to-
end latency analysis for the OFWOS algorithm and related
performance evaluations are presented with critical discus-
sions in Sections V and VI, respectively. Finally, Section VII
concludes the paper.

II. RELATED WORKS
The IEEE 802.1 TSN task group has standardized the TAS
mechanism to serve the TT streams and the CBS tech-
nique for the unscheduled traffic (AVB and BE) in IEEE
802.1Qbv [2] and IEEE 802.1Qav [3], respectively. The
scheduling synthesis is considered as an NP-complete (non-
deterministic polynomial-time) problem [12]. For this reason,
the TAS-based schedules are proposed as offline implemen-
tations, where the timing alignments are statically config-
ured in GCLs to guarantee deterministic frame transmission.
Under fully synchronized TSN elements, several TAS-based
scheduling models have been presented to improve the
schedulability and latency performances for real-time traffic.
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Several models have proposed a no-wait scheduling
approach for TT forwarding. In [13], Atallah et al. imple-
mented the no-wait scheduling model using an iterated inte-
ger linear programmable technique by forwarding incoming
traffic through multiple disjoint transmission paths. After
addressing several scheduling-based solutions, the authors
improved the success rate from 47% to 90% compared with
the random flows partitioning technique. Jin et al. [14] pro-
posed a joint algorithm of appropriate message fragmentation
and no-wait scheduling to increase schedulability up to 50%
further than previous algorithms. In [15], Dürr et al. pre-
sented a Tabu search algorithm to compute efficient no-wait
schedules with less number of guard bands. The guard bands
were reduced by 24% on average, resulting in less bandwidth
wastage.

Fixed GCLs in all network elements produce fluctuated
performances for scheduled and unscheduled traffic. For
this reason, a degree of adaptability in performance-related
parameters was proposed. For example, to ensure latency
deadlines for critical time flows, Nasrallah et al. [16] imple-
mented GCL schedules with adaptive window durations
for scheduled and unscheduled transmissions, depending on
related latency threshold and the instantaneous loading con-
dition. The simulation results confirmed that increasing win-
dow length decreases queuing delays for the corresponding
traffic type and vice versa. Moreover, they compared the
performances of TAS and asynchronous time shaping (ATS)
techniques under different loading conditions. However,
the authors assigned only two priority queues at the egress
port without differentiating hard and soft real-time transmis-
sions when using TAS. Kim et al. [17] assigned a timeslot
as a protection interval for emergency transmissions in each
cycle. The simulation findings guaranteed targeted services
for emergency data with minimal effect on the scheduled
traffic. The authors in [18], [19] recommended adapting
GCL-timings according to the network resources availability
and instantaneous traffic intensity, while [20], [20] proposed
a scheduling algorithm with online updating to integrate
incoming flows efficiently. [13], [21], [22] recommended
joint routing and scheduling algorithms targeting proper net-
work resources and proper load balancing. However, increas-
ing the GCL adaptability requires an excellent control system
for the overall network elements. Additionally, most recent
works reported in [23]–[25] recommended the software-
defined network (SDN) protocol to be used to manage TSN
scheduling updates. However, the reported works are imple-
mented using simulation approaches, which cannot include
all worst-case transmission cases leading to unsafe perfor-
mance evaluations.

The argument surrounding these aforementioned appro-
aches is that prioritizing TT traffic by designing GCLs with
tough timing constraints will degrade the performance of
unscheduled real-time traffic. In particular, the AVB flows
may lose the QoS requirements. For this reason, implement-
ing appropriate GCL designs that guarantee TT requirements
withminimal impact onAVB traffic is an essential and critical

issue. Gavrilut et al. [26], [27] proposed to include AVB traf-
fic with TT flows in the schedule. The authors used a greedy
randomized adaptive search procedure (GRASP) to imple-
ment the algorithm and confirmed feasible AVB scheduling
under a simple network scenario. However, the presented
simulation could not guarantee feasible schedules for AVB
under high traffic intensity and under more complicated con-
ditions use cases. Zhang et al. [28] reduced the effect of
higher priority flows on the lower priority traffic by selecting
an appropriate transmission cycle and proper scheduling unit.
On the other hand, the researchers in [4], [29]–[31] presented
formal AVB latency analysis based on predefined TT sched-
ules. The authors demonstrated some improvements in the
CBS limitations. However, all these algorithms have been
implemented under complete isolation between TT windows,
resulting in more bandwidth wastage.

Window-related metrics were also considered in the
scheduling designs and examined in several works. In [32],
Craciunas et al. confirmed that the transmission windowmust
be fit within the framing period and completely isolated in
serving incoming TT frames. They emphasized that the least
window duration must be greater than the frame offset plus
the frame size to ensure successful transmission. In [12],
the authors measured the schedulability and scalability using
the latency deadlines and the window lengths for scheduled
streams.

Other window-based scheduling algorithms were pre-
sented in [5]–[8], [33], [34]. In [33], [34], the authors imple-
mented their scheduling algorithms with no synchronization
requirement for end systems. However, the prerequisite is
that all non-terminal nodes must be synchronized with each
other. In [5], Zhao et al. suggested allowing TT windows
to overlap, leading to improving the overall solution space.
In [6], Zhang et al. used the analytical model in [5] to
evaluate the preemption effect on the worst-case TT latency
performance. Although the presented model in [5] and [6]
has enhanced the solution space compared with full-isolated
windows, the TTwindow overlappingwas not optimizedwith
the targeted latency deadlines. Moreover, the algorithms were
implemented with node-based design without considering the
offset difference between the same priority windows in the
adjoining nodes [5], [6], [33], [34]. Zhao et al. [7] proposed an
analytical model based on completely isolated TT windows
by considering the offset difference between the same class
windows in adjoining nodes. Also, after achieving a critical
latency improvement compared to [7], Shalghum et al. [8]
optimized the overlap between TT windows based on three
aspects; the priority of the overlapped queues, the position of
the overlap, and the overlapping ratio. Although the proposed
models in [7] and [8] have reduced the worst-case TT latency
compared to the models in [5], [6], the window offsets were
statically selected without critical optimization with related
network metrics and latency behavior. The algorithms in [7]
and [8] also did not confirm that the chosen window off-
sets meet the lowest worst-case end-to-end latency bound.
Thus, a critical optimization is required to evaluate the whole
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TABLE 1. Design-Based differentiation between relevant studies and the proposed model with the associated achievements.

possible range of offset difference between the same prior-
ity windows on the adjacent nodes. As a summary of the
most related previous works to our work, we briefly com-
pare their assumptions, limitations, and key achievements in
Table 1.

III. RELEVANT BACKGROUND
This section presents the fundamentals in TSN switching
transmission and the NC approach implemented in our
model.

A. TSN SWITCHING FUNDAMENTAL
The TSN structure consists of a number of nodes (V ) con-
nected by full-duplex data links. The set of nodes include
end systems (ESs) (sources and destinations) and switches
(SWs). The TSN task group has standardized the stream
reservation protocol (SRP) [35] to manage and automati-
cally establish appropriate connections between targeted ESs.
Data forwarding between TSN nodes is done using the TAS
mechanism introduced in IEEE 802.1Qbv protocol. In the
TAS technique, each switch differentiates the incoming flows
to eight priority queues as depicted in Fig. 1, with dif-
ferent timing constraints provided in the GCL. The GCL
specifies the opening and closing times for the associated
queue gate. Thus, the transmission mechanism utilizes a
window-based technique under guaranteed synchronization
requirement between nodes. If the queue-gate is closed,
the associated frames are not allowed to be transmitted. Only
one priority frame from the associated queue can be sent
using the first-in-first-out (FIFO) mechanism. TT queues
prioritize being transmitted before unscheduled traffic (AVB
and BE) if their gates are opened simultaneously. But for
AVB and BE queues, the CBS technique is used to share the
available bandwidth.

FIGURE 1. An IEEE 802.1Qbv capable switch with multiple input and
output ports, with delay components between node-to-node connection.

The IEEE 802.1Qbv switch realizes several functions
simultaneously for traffic arriving from the input ports (IN h),
including switching fabric, filtering, and traffic policy selec-
tion, as illustrated in Fig. 1. To achieve these functions,
the frame experiences the processing delay (Dhproc), queuing
delay (Dhqueue), selection delay (Dhselect ), and the propagation
delay (Dh,h+1prop ) between nodes h and h + 1, as presented
in Fig. 1.

B. NETWORK CALCULUS BASICS
The NC approach is an effective tool to express the flow
transmission properties in networking communications. It has
been used widely to evaluate several important QoS parame-
ters in real-time systems, such as worst-case latency bounds
and network utilization. In this article, we use it to formu-
late worst-case end-to-end latency for TT traffic in TSN
environment. To achieve that, two curves must be deter-
mined, the arrival curve and the service curve, to specify flow
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FIGURE 2. The worst-case latency bound using network calculus
approach.

characteristics and network resources availability. The
min-plus formulations are used to express these curves.

The arrival curve (α (t)) specifies the stream arrival process
(R (t)) by counting the input bits in a node until t , as fol-
lows [36],

R (t) ≤ inf
0≤λ≤t

{R (λ)+ α (t − λ)} = (R⊗ α) (t) ∀λ < t

where inf means infimum (maximum lower bound) and ⊗
represents the convolution of min-plus operation. The arrival
curve is formulated using the triple 〈p, j, d〉, where p repre-
sents the transmission period of input flows, j is the jitter, and
d denotes the minimum inter-arrival distance of frames in the
associated flow. Accordingly, the upper- and lower-bounds of
the arrival curve can be given as follows [36],

αl (1) =

⌊
1− j
p

⌋
(1)

αu (1) = min
{⌈
1+ j
p

⌉
,

⌈
1

d

⌉}
(2)

These bounds mean that during any interval (1), at least
αl (1) and at most αu (1) stream events will arrive at the
associated node. Hence, the upper-bound arrival curve is
considered for worst-case latency calculations.

The service curve (β (t)) specifies the resources serving
availability as a departure process (R∗ (t)) by counting the
bits outgoing from a node until t , as follows [36],

R∗ (t) ≤ inf
0≤λ≤t

{R (λ)+ β (t − λ)} = (R⊗ β) (t) ∀λ < t

The incoming flows will be served depending on their rate
(C) and the duration of open window intervals assigned for
them. Accordingly, depending on the arrival instances at least
β l (t) and at most βu (t) bits will be served at the associated
node. However, the lower-bound service curve (β l (t)) is
considered to calculate worst-case latency.

Based on the above equations and as shown in Fig. 2,
the worst-case latency bound can be computed in each node
as the maximum horizontal distance (Dmax) between the
upper-bound arrival curve (αu (t)) and the lower-bound ser-
vice curve (β l (t)) [36], as follows,

Dmax
def
= Del

(
αu, β l

)
= sup

λ≥0

{
inf

{
τ ≥ 0 : αu (λ) ≤ β l (λ+ τ)

}}
(3)

IV. OFWOS SYSTEM MODEL AND DESIGN DECISIONS
TSN switching uses two priority-based traffic isolationmech-
anisms, namely spatial and temporal isolations, to distinguish
between ingress flows. The spatial isolation is provided in
each node by forwarding the incoming frames to one of
eight priority queues with different gate-timing constraints
at the output port. The temporal isolation is provided in the
traffic schedules, i.e., GCLs. The GCL specifies the open and
close times for each queue-gate, creating a window-based
transmission mechanism.
Window specifications in the GCL pattern for the

associated TT queue will undoubtedly affect the overall trans-
mission performance. These specifications include the win-
dow duration, the gate events’ period, the overlapping with
other TT windows, and the window offsets. All these timings
are offline-based design parameters in the TAS technique.
Adjusting them could enhance or degrade the system perfor-
mance, especially the end-to-end latency and the bandwidth
availability for the associated queue.
In this work, we are interested in assessing the perfor-

mance of the TAS technique under an optimized flexible
window-overlapping scheduling algorithm. The OFWOS
model optimizes the OD between same-priority windows in
the adjacent nodes. The optimization process is provided
for both scenarios, the overlapped and non-overlapped TT
windows in the same node. In specific, the OFWOS algo-
rithm works as a predesign stage that optimizes OD for each
overlapping situation. Then, based on the worst-case latency
performance and the targeted latency deadlines, the optimized
OS and OR are selected to implement proper GCLs. The
overlapping is considered under three relevant metrics:
the priority, the position, and the ratio (OR). To achieve
these objectives, OFWOS performs two main design stages,
as illustrated in Fig. 3. In the first stage, as the best
latency performance will be obtained under complete iso-
lation between TT windows, end-to-end GCLs are imple-
mented under non-overlapping windows and evaluated to
determine the preferable OD range where the frame expe-
riences the lowest worst-case latency. Secondly, under the
preferable OD range, all overlapping situations are consid-
ered and evaluated to determine the optimalODs accordingly.
These two stages are explained below and illustrated in steps,
as shown in Fig. 3.
Hence, latency calculations considered here are only for

TT flows (S). Each TT flow (sm ∈ S) consists of Fm
frames, where m is the priority of the flow. When the frame
arrives at node h, it will be selected to one of N h

q TT
queues (Qh1, . . . ,Q

h
Nq ), whereQ

h
1 represents the highest prior-

ity queue, whileQhNq the lowest. TheQ
h
m-frame forwarding to

the egress port is controlled by aGhm gate which changes with
a period T hm initializing open and closed events with lengths
of W h

m and T hm −W
h
m, respectively.

To realize the generality in the performance evaluation,
we consider the k th queue in a node h (Qhk ) as a targeted
queue, where 1 ≤ k ≤ N h

q . As OD is the key factor of the
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FIGURE 3. The two main stages of the optimized flexible
window-overlapping scheduling (OFWOS) algorithm.

FIGURE 4. The variation range of the offset difference (OD) between the
same-priority windows in the adjoining nodes.

proposed model, the whole range of OD must be considered.
Accordingly, the OD between Qh−1k and Qhk windows will
vary from W h,i

k to T h−1k − W h,i
k as shown in Fig. 4, to cover

all situations where the ith Qhk window may serve the flows
that come from the jth Qh−1k window. But this assumption is
valid only if the transmission period of Qh−1k is not greater
than Qhk period (T h−1k < T hk ). However, if T

h−1
k ≥ T hk , OD

will vary fromW h,i
k to T hk −W

h,i
k . Thus, the OD variation can

be conditionally specified as,

ODh−1,hk ∈


[
−W h,i

k ,T h−1k −W h,i
k

]
if T h−1k ≤ T hk[

−W h,i
k ,T hk −W

h,i
k

]
if T h−1k > T hk

(4)

Next, the algorithm considers all overlapping situations
between TT windows in each node h. The Qhk window may
overlap with any Qhm window, as shown in Fig. 5. In the i-th
cycle, the OR between Qhk and Qhm windows represents the
time interval (Lh,ik,m), when the Qhk and Q

h
m gates are simulta-

neously open, divided by the total duration of the Qhk open

FIGURE 5. Overlapping scenario between different priority TT windows at
the same node.

window (W h,i
k ), as follows [8],

ORh,ik,m =
Lh,ik,m
W h,i
k

(5)

As presented in Fig. 5, the OR is adjusted from
0 to 1 to cover all the expected overlapping conditions. Note
that ‘‘zero’’ overlapping means that the Qhk window is com-
pletely isolated, i.e., when the Qhk gate (G

h
k ) is open, all other

TT gates are closed, and ‘‘one’’ means that the window is
completely overlapped, i.e., there is at least another TT gate
is open when Ghk is open, as clearly represented in Fig. 5.
Based on the above window considerations, we implement

here the end-to-end GCLs, which will be used to formulate
the worst-case end-to-end latency for the Qhk frames. Note
that our GCL implementation is offline based on worst-case
analysis, and the dynamism is not considered.

V. WORST-CASE LATENCY ANALYSIS OF THE OFWOS
MODEL
In this section, we calculate the worst-case end-to-end
delay (WCD) for the Qhk frames using the network calculus
approach. The timing calculations are provided based on the
scheduling constraints for each TT queue. These constraints
are implemented in the GCL structure of each node. Accord-
ingly, the required GCL schedules for all nodes in the selected
path are formulated in the beginning. Then, as the worst-case
analysis only considered the contention-free windows for
data transmission, thesewindows are determined based on the
updatedGCLs. The contention-free intervals equal the related
window durations, excluding the guard bands (block inter-
vals) and the contention-based intervals (overlapping effect).
The frame arrival effect must then be considered to formulate
the experienced maximum waiting time and the arrival curve.
The service curve is determined based on contention-free
intervals and the maximum waiting time. Finally, the arrival
and service curves are used to calculateWCD for the selected
path. Note that latency calculations provided here considered
both non-overlapping and overlapping-based GCLs at the
same time. As illustrated in Fig. 3, the implemented forms
will be used to calculate WCDs in the two design stages of
the OFWOS algorithm. These analytical steps are presented
below.
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A. GCL FORMULATION
The GCL schedule determines the open and closed intervals
for all queue gates. The OFWOSmodel implements the GCL
as mathematical relationships for each node depending on the
GCL of the previous node on the same selected path. In par-
ticular, the OFWOS initiates the source-GCL and, then, all
other GCLs will be generated accordingly. The source-GCL
is initialized by specifying the opening times for all priority
gates (tFN ,o,1m ), where m represents a queue-priority in the
source that has NFN

q queues. Accordingly, the ith opening and
closing times for the first node will be easily formulated as,

∀1 ≤ m ≤ NFN
q

tFN ,o,im = tFN ,o,1m + (i− 1)T FNm
tFN ,c,im = tFN ,o,1m +WFN

m + (i− 1)T FNm (6)

where T FNm denotes the QFNm period, and WFN
m the length of

QFNm open window. Additionally, the ith opening and closing
times for a non-first node h will be represented as,

∀2 ≤ h < N & ∀1 ≤ m ≤ N h
q

th,o,im = tFN ,o,1m + (i− 1)T hm +
∑h

j=2
ODj−1,jm

th,c,im = tFN ,o,1m +W h
m + (i− 1)T hm +

∑h

j=2
ODj−1,jm (7)

where T hm and W h
m represent the period and window length

of Qhm, respectively. OD
j−1,j
m denotes the offset difference

between the initial mth windows in nodes j − 1 and j, and N
is the number of nodes on the selected path from the source
to the destination. Based on these parameters, the end-to-end
GCLswill be specified. After implementing the path schedule
using (6) and (7), the OFWOS algorithm calculates the worst-
case end-to-end delay (WCD) for the Qhk frames using the
network calculus (NC) approach.

B. CONTENTION-FREE INTERVAL CALCULATION
As mentioned, the contention-based and guard band intervals
must be defined to determine the contention-free interval in
each Qhk open window. The contention-based intervals con-
sider the overlapping effects with other TT windows, and the
guard band is located at the end of each TT window to ensure
that the remaining time is enough to transmit the associated
frame. All mathematical calculations related to the effects of
these intervals are described in Appendix A.

C. MAXIMUM WAITING TIME CALCULATION
The waiting time is defined as the time the frame experiences
in a node from its arrival instance at the associated queue until
the starting time of the first contention-free interval. Themax-
imum waiting time considers the worst-case frame arrival,
whereby in the first node, theQhk frame arrival instance is arbi-
trary during the related period (TFNk ), while in the non-first
node, the arrival instance is bounded by the contention-free
interval for the corresponding priority queue in the previous
node.

FIGURE 6. The maximum waiting time at the first node.

Fig. 6 illustrates the maximum waiting time in the first
node that happenswhen the firstQFNk frame reaches the queue
at the ending time of the contention-free interval. The most
pessimistic arrival instance happens when a lower-priority
(QFNk+ ) frame is in the transmission condition at the end of
the contention-free interval. The non-preemption mechanism
prevents anyQFNk frame to interruptQFNk+ frame. After finish-
ing the lower-priority transmission, the remaining time is not
enough for the maximum size of QFNk frame. Accordingly,
the QFNk and QFNk+ overlapping maximizes the waiting time if
the overlap in the previous window (LFN ,E,i−1L ) is greater than

the guard band interval (f FN ,maxk

/
CFN ). Therefore, by taking

the ith contention-free window as a benchmark, the maximum
waiting time can be given as [8],

WT FN ,ik = tFN ,B,ik −

(
tFN ,E,i−1k − DFN ,np,0L

)
(8)

where

∀tFN ,o,i−1m < tFN ,c,i−1k < tFN ,c,i−1m

DFN ,np,0L = max
k<k+≤Nq

{
min

{
f FN ,maxk+

CFN
,LFN ,E,i−1L

}}

Otherwise DFN ,np,0L = 0, and

LFN ,E,i−1L = WFN ,i−1
k . max

k<k+≤Nq

{
ORFN ,E,i−1k,k+

}
For a non-first node h, the frame arrival is bounded by the

contention-free intervals for all preceding nodes connected
to h ingress ports. At any arrival instance, the frame cannot
be out of those intervals. As illustrated in Fig. 7, the earliest
Qhk frame ingresses nodeh at ‘‘th,ik,in’’ and reaches the asso-
ciated queue in the ith cycle at th,ik,queue, which can be given
as,

th,ik,queue = th,ik,in + D
h
proc

= th−1,B,ik + Dh−1k,select+D
h−1,h
prop + D

h
proc (9)

where th−1,B,ik is the starting time of the ith Qh−1k contention-
free interval in node h − 1, Dh−1,hprop is the propagation delay
between h − 1 and h, Dh−1k,select = f h−1,maxk /Ch−1 represents
the time required to select the entire Qh−1k frame through the
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FIGURE 7. The maximum waiting time at the non-first node in the
selected path when the frame arrival is out of the associated
contention-free interval.

FIGURE 8. The maximum waiting time at the non-first node in the
selected path when the frame arrival is in the associated contention-free
interval.

link, and Dhproc represents the processing delay required to
reach the associated queue in node h after passing the input
buffer, switching fabric, and priority filtering, as presented
in Figs. 7 and 8.

As illustrated in Figs. 7 and 8, the waiting time highly
depends on the offset difference between the same-priority
windows in the adjacent nodes h − 1 and h (ODh−1,hk ).
Thus, the maximum waiting time can be expressed depend-
ing on the time when the frame reaches the queue, as
follows,

WT h,ik =

 th,B,ik − thk,queue, th,E,i−1k < thk,queue < th,B,ik

0, th,B,ik ≤ thk,queue ≤ t
h,E,i
k

(10)

In addition, the first Qhk frame cannot be served before
thk,queue, therefore, the first contention-free interval will start

at that time. It is worth noting that even if th,E,ik > th,B,ik ,
the length of the first Qhk contention-free interval in the non-
first node may have more limitations depending on the frame
arrival, as follows,

W̄ h,i
k =

{
th,E,ik − th,B,ik , th,E,i−1k ≤ thk,queue ≤ t

h,B,i
k

th,E,ik − thk,queue, th,B,ik < thk,queue < th,E,ik

(11)

D. WORST-CASE END-TO-END LATENCY FOR Qk TRAFFIC
In the network calculus (NC) approach, the upper-bound
arrival and lower-bound service curves are used to calculate
worst-case end-to-end latency. In our algorithm, both two
bounds must be defined for each node h in the selected path,
i.e., αh,uk (t) and βh,lk (t).

1) LOWER-BOUND SERVICE CURVE ‘‘βh,l
k
(
t
)
’’

DETERMINATION
As illustrated before, under the worst-case transmission
situation, the Qhk traffic obtains the service only at the
contention-free intervals in the selected nodes. The duration
of contention-free intervals changes in each cycle according
to the overlapping situation with other TT windows. How-
ever, the associated pattern is repeated after the hyper-period,
which equals the least common multiple of periods for all TT
queues (T hGCL = LCM

1≤m≤Nq

(
T hm
)
). Thus, in each hyper-period,

there is an M contention-free intervals (M = T hGCL
/
T hk ).

By considering the ith cycle as a benchmark, the lower bound
of the service curve can be given as [6],

β
h,l,i
k (t) =

i+M−1∑
j=i

β
h,l,j,i
k (t) (12)

where

β
h,l,j,i
k = βT hGCL ,W̄

h,j
k

(
t + T hGCL − W̄

h,j
k −WT

h,i
k − R

h,j,i
k

)
(13)

The term W̄ h,j
k is found using (29) and (11) and WT h,ik

using (8) and (10). Note that βhT ,L (t) is expressed for the
TDMA protocol [6] as,

βhT ,L (t) = Ch.max
{⌊

t
T

⌋
L, t −

⌈
t
T

⌉
(T − L)

}
(14)

where Ch represents the link data rate. Moreover, the lower
bounds of the service curve can be slightly different if the
reference window is changed. Therefore, the lowest instanta-
neous values from all possible curves are considered as,

β
h,l
k (t) = min

1≤i≤M

{
β
h,l,i
k (t)

}
(15)

2) UPPER-BOUND ARRIVAL CURVE ‘‘αh,uk (t)’’
DETERMINATION
For the first node (source), αFN ,uk (t) is determined using (2).
Subsequently, the accumulated upper-bound arrival curve in
each non-first node h can be found using the input arrival
curve at the previous node h− 1, as follows.

α
h,u
k (t) = αh−1,uk

(
t +WCDh−1k

)
(16)

where WCDh−1k represents the maximum latency that Qh−1k
frame experiences to transfer from the k th queue in h − 1 to
the k th queue in h, i.e.,

WCDh−1k = Dh−1k,queue + D
h−1
k,select+D

h−1,h
prop + D

h
proc (17)
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FIGURE 9. A flow chart of the OFWOS algorithm.
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FIGURE 10. A graphical model for the applied use case: (a) a realistic vehicle use case with related networking components (b) representative model
for the vehicular networking scenario.

where Dh−1k,select = f h−1,maxk

/
Ch−1, Dh−1,hprop and Dhproc are

assumed here to be constant, while Dh−1k,queue represents the
time delay that theQh−1k frame experiences from the moment
it reaches the queue until it arrives at the corresponding egress
port. This delay contributes a significant part to the transmis-
sion delay, which is mainly dependent on the GCL design
in the related node and is equal to the maximum horizontal
distance between αh−1,uk (t) and βh−1,lk (t) as follows,

Dh−1k,queue = H
(
α
h−1,u
k (t) , βh−1,lk (t)

)
(18)

Then, the upper bound end-to-end latency can be calcu-
lated by gathering the maximum latencies experienced in all
nodes and links on the selected path as follows,

WCDtotalk =

N−1∑
h=1

WCDhk (19)

where N is the number of nodes that the k th priority traffic
passed through from the source to the destination. To sim-
plify the design steps of the OFWOS algorithm, a flow
chart summarizing the required computations in sequence
to conclude an optimized GCL implementation is presented
in Fig. 9 below.

VI. PERFORMANCE EVALUATION
A. CASE STUDY AND EXPERIMENTAL SETUP
In this section, we apply our proposedmodel on a TSN frame-
work based on a realistic vehicle case as depicted in Fig. 10(a)
[6], [37]. A simplified representative network structure for
the vehicle is shown in Fig. 10(b). It consists of two switches

and four end systems, which could be sensors, cameras,
or actuators used in the connected vehicle to collect relevant
information from the surrounding environment.

We assume that all physical links in Fig. 10(b) have the
same data rate (1 Gbps) in all experiments. In our exper-
iments, we consider the connection between ES1 and ES4
as the targeted path for latency evaluation. In each node,
incoming traffic is differentiated into several priority queues.
The initial opening-edge times (tES1,o,1m ) in the source-GCL
(ES1-GCL) for associated queues are tabulated in Table 2.
The related closing-edge times and non-first GCLs are
updated using (6) and (7) by assuming 20µs open win-
dow durations and 250µs periods for all TT queues. Note
that the fourth priority is the targeted queue to assess our
proposed algorithm under a changeable offset difference
between same-priority windows in adjacent nodes. The initial
largest sizes of Qh4 and Qh4+ frames are 400 and 300 bytes,
respectively.
As we use NC theory to express our model, a Java API of

the Real-Time Calculus (RTC) toolbox [38] is used to con-
struct associated GCLs, and accordingly, calculate the worst-
case latency bounds for Qh4. The RTC toolbox is an effective
framework implemented based on min-plus and max-plus
operators to integrate real-time systems. We use a computer
with an Intel Core i7-3770 CPU at 3.40 GHz and RAM12GB
to run the presented algorithm.

B. NUMERICAL RESULTS AND DISCUSSION
Several experiments are applied to the OFWOS algorithm to
examine the effect ofOD between the same-priority windows
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TABLE 2. The initial GCL implementation.

in the adjacent nodes under both complete-isolated and over-
lapped windows in GCLs’ implementation.

1) FULL ISOLATION SCENARIO EVALUATIONS
In this subsection, we implement complete-isolated win-
dows in all GCLs as defined in Table 2. It means that the
fourth-priority windows are completely isolated from other
TT windows in all GCLs on the selected path. Under this
assumption, theWCD is examined with varying OD between
same-priority windows. All possible OD values are con-
sidered where the incoming traffic from the previous node
(Qh−14 window) may receive any amount of service during
the current window (Qh4 window). These possible values are
covered by the ranges specified in (4).

The WCD performance is evaluated under variable OD
with considering three critical metrics: the frame size,
the transmission period, and the window length. The Qh4
frame size (f h,max4 ) and its period (T h4 ) are examined in
Fig. 11(a), and the window length (W h

4 ) in Fig. 11(b).
From the figures, it is obvious that the OD parameter

significantly affects the latency performance. In all the cases
tested, there is a preferred OD range (OD |WCDmin ) where
the Qh4 traffic experiences the lowest WCD. Accordingly,
the optimal OD should be selected from this range. Addi-
tionally, Fig. 11(a) shows that the preferred OD range is not
affected by changing the transmission period of the associ-
ated queue. Decreasing the transmission cycle from 250µs
to 200µs has reduced the WCD by the same percentage in
all ODs without any effect on the length of OD |WCDmin
range. However, the Qh4 frame size has a significant impact
on the OD |WCDmin range, as observed from Fig. 11(a). Large
frames reduce the OD |WCDmin range. For example, the low-
est WCD is obtained during 1µs ≤ OD ≤ 8.2µs when
f h,max4 = 400 bytes, and during −3µs ≤ OD ≤ 8.2µs when
f h,max4 = 300 bytes. In addition, the lowest WCD is obtained
for longOD intervals under wide window durations, as shown
in Fig. 11(b). For example, the lowestWCD is obtained under
OD ∈ [−1µs, 8.2µs] when W h

4 = 22µs, OD ∈ [1µs, 8.2µs]
when W h

4 = 20µs, and OD ∈ [6µs, 8.2µs] when W h
4 =

15µs. Furthermore, as theWCD increases dramatically when

FIGURE 11. The worst-case end-to-end delay (WCD) as a function of
offset difference (OD) between the same priority windows in the
adjoining nodes under; (a) various transmission periods and different
frame sizes, and (b) various window durations.

OD < OD |WCDmin and slowly when OD > OD |WCDmin in
all test cases, the optimalODmust be carefully selected from
the preferred range. In specific, it is safer to choose an OD
that is near the largest limit of the OD |WCDmin range.

2) OVERLAPPED-WINDOWS SCENARIO EVALUATIONS
In this subsection, the impact of one-sided overlapping is
examined using four different experiments, as illustrated
in Table 3.

Experiments 1 and 2 are applied to evaluate the latency per-
formance under opening- and closing-edge overlapping with
lower-priority windows. Higher-priority overlapping is con-
sidered in Experiments 3 and 4. We assign the fifth-priority
queue as a lower-priority and the second-priority queue as a
higher-priority to overlap with the targeted queue (Qh4) by a
variable OR, as stated in Table 3. As our proposed algorithm
(OFWOS) is an extension to the FWOS model in [8], which
also included the overlapping scenarios, theWCD evaluations
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TABLE 3. Different experiments for one-sided overlapping scenarios with
higher- and lower-priority TT windows.

from our algorithm are compared with the FWOS results in
all overlapping experiments. For all these overlapping sce-
narios (Experiments 1-4), we assume 20µs window length
and 250µs period for all TT queues, and the sizes of Qh4 and
Qh4+ frames are 400 and 300 bytes, respectively. These experi-
ments are applied with varyingOD between the same-priority
windows in the adjacent nodes. The OD values are selected
from the preferred OD range under non-overlapping GCLs
(OD |WCDmin ). Based on the above window and frame
settings, 1µs ≤ OD |WCDmin ≤ 8.2µs.
Experiments 1 and 2: These experiments examine WCD

forQh4 traffic under variable lower-priority overlapping in the
rangeOR ∈ (0, 1). Fig. 12(a) presents theWCD performance
under opening-edge overlap and Fig. 12(b) for the closing-
edge overlapping case.

For the opening-edge overlapping, Fig. 12(a) shows that
different ODs meet different WCDs for the same ORs. The
OD|WCDmin range produces unequal latency performance. It is
previously noticed that the performance improves as the OD
nears the largest limit of OD |WCDmin interval (OD = 8.2µs).
If OD ≤ 3.1µs, the performance is worse than that in [8]
(OD = 20µs). However, the optimal OD under opening-
edge lower-priority overlapping can be conditionally defined
as 3.4µs ≤ ODoL,opt ≤ 8.2µs, where the latency has reduced
by 23.7µs compared to [8]. For the closing-edge overlapping,
Fig. 12(b) shows that all OD|WCDmin values experience the
lowest WCD, which is less than that in [8] by 23.7µs, i.e.,
1µs ≤ ODcL,opt ≤ 8.2µs. These results confirm that the
closing-edge overlapping has less impact on the latency than
opening-edge overlapping.
Experiments 3 and 4: These experiments examine the

effect of OD on the latency performance under opening-
and closing-edge higher-priority overlapping, as depicted
in Figs. 13(a) and (b), respectively.

FIGURE 12. The worst-case end-to-end delay (WCD) vs. lower-priority
overlapping ratio under various offset differences (ODs) between the
same priority windows in the adjoining nodes; (a) opening-edge
overlapping case, and (b) closing-edge overlapping case.

Figs. 13(a),(b) verify that higher-priority overlapping has
a bigger impact on WCD performance than lower-priority.
Furthermore, similar to the lower-priority case, the opening-
edge overlap degrades WCD compared to closing-edge.
For OD evaluations, using OD |WCDmin range ([1µs, 8.2µs])
reducesWCD by 23.7µs compared to [8] but only under small
ORs. After certain ORs, most of OD |WCDmin values produce
worse WCDs than [8]. For example, as shown in Fig. 13(a),
20µsOD (as presented in [8]) with opening-edge overlapping
produces better WCD than; 6µs OD if OR > 26%, 7µs
OD if OR > 31%, and 7.5µs OD if OR > 34%. But
the WCD performance enhances as the OD value nears the
upper-limit of OD |WCDmin range (OD = 8.2µs), where the
best WCD performance as observed in Figs. 13(a),(b) occurs
under all higher-priority overlapping situations. Thus, this
value is the optimalOD for opening- and closing-edge higher
priority overlapping, i.e., ODoH ,opt = ODcH ,opt = 8.2µs.
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FIGURE 13. The worst-case end-to-end delay (WCD) vs. higher-priority
overlapping ratio under various offset differences (ODs) between the
same priority windows in the adjoining nodes; (a) opening-edge
overlapping case, and (b) closing-edge overlapping case.

Therefore, the OFWOS algorithm optimizes the offset differ-
ence between same-priority windows in all GCL implemen-
tations (non-overlapped- and overlapped-window GCLs).

Based on the optimized OD and the WCD deadlines for
the incoming flows, we can limit the overlapping between
TT windows. Each TT frame should be selected to a queue
where it must experience aWCD no higher than its deadline.
For this reason, the overlapping between TT windows must
be constrained when implementing the associated GCLs.
Our algorithm calculates WCDs based on flexible window-
overlapping GCLs, the OR that meets those WCDs should
be considered a maximum allowable overlapping ratio that
guarantees the targeted latency deadline for the associated
queue.

Accordingly, the maximum allowable OR for each latency
deadline can be determined easily using the above evalua-
tions, as depicted in Fig. 14. This figure specifies the over-
lapping constraints based on the priority and the position

FIGURE 14. Maximum allowable one-sided and two-sided overlapping
ratio (OR) vs. targeted WCD deadlines with any priority queue (lower-,
higher-, or mixed-priority).

of overlapping. From Fig. 14, it is observed that latency
deadlines can be met under the largest/smallest OR with
lower/higher priority queues, respectively. Mixed overlap-
ping has an intermediate impact onWCD bounds. For all pri-
ority cases, the opening-edge overlap has a bigger influence
on the latency than the closing-edge. For example, the latency
deadline of 500µs can be met under at most 41.47% OR
with opening-edge higher priority, 57.26% with closing-edge
higher priority or two-sided higher priority (28.63% from
each side), 82.53%with higher/lower (41.26%with opening-
edge higher priority and 41.26% with closing-edge lower
priority), 90.93% with lower/higher (45.46% with opening-
edge lower priority and 45.46% with closing-edge higher
priority), and 100% with any lower priority overlapping
situation.

3) PERFORMANCE IMPROVEMENTS UNDER OVERLAPPING
SITUATIONS
As described previously, allowing TT open windows to over-
lap can save more intervals for unscheduled transmissions
(AVB and BE). These intervals will proportionally increase
the available bandwidth for unscheduled traffic. The maxi-
mum BW that can be saved is obtained under the maximum
allowable OR for each specific WCD deadline. Based on the
results in Fig. 14, we illustrate, in Fig. 15, the maximum
additional unscheduled BW percentage per link concern-
ing the targeted WCD deadline. We assume two separate
TT queue numbers (eight and six) at the egress port under
the same WCD deadline. Both porosity and back-to-back
configurations are considered for combining scheduled and
unscheduled transmission windows in the GCL design for
each latency deadline. The porosity configuration here means
each two adjacent windows are overlapped and isolated from
others by a blank for unscheduled transmissions (one-sided
overlapping case). The back-to-back pattern denotes TT win-
dows follow each other as a one time-block in the hyperperiod
(two-sided overlapping case).

130496 VOLUME 9, 2021



K. M. Shalghum et al.: Critical Offset Optimizations for Overlapping-Based TT Windows in TSN

FIGURE 15. Maximum additional BW percentage per link for unscheduled
traffic based on the maximum allowable OR between TT windows under
specific latency deadlines with porosity and back-to-back configurations.

TABLE 4. The optimized ODs between the same priority windows in the
adjacent nodes based on various overlapping situations among TT
windows at the same node.

As shown in Fig. 15, it is observed that the porosity
style increases the BW with a percent lower than back-to-
back, as the number of overlapping intervals in back-to-back
is larger than that in the porosity style. Moreover, egress
ports with eight TT queues produce more unscheduled BW
than six as the overlapping intervals are larger. For example,
with guaranteed 400µs latency bound for all TT queues,
we can save additional BW for unscheduled transmissions
using eight TT queues by 12.6% with the porosity style and
21.93% with back-to-back, and by 9.45% with the poros-
ity and 15.67% with back-to-back using six TT queues.
These improvements increase with more flexibleWCD dead-
lines and, oppositely, decrease with stricter WCD deadlines,
as observed in Fig. 15.

4) OVERALL OD OPTIMIZATIONS
Based on the evaluation results in the previous subsec-
tions, it is observed that the OFWOS optimization depends
on the overlapping situations between TT windows. Also,

FIGURE 16. Comparison between OFWOS algorithm and related works;
(a) WCD evaluations using OFWOS, STNet [7], and FWOS [8] based on a
various number of nodes in the selected path and full isolated TT
windows in each node. (b) Maximum additional BW percentage for
unscheduled transmissions based on the maximum allowable one-sided
and two-sided OR between TT windows under 300µs and 700µs WCD
deadlines with porosity and back-to-back configurations.

adjusting frame and window specifications will result in
different optimal values of OD even with non-overlapped
window GCLs. Accordingly, Table 4 presents the optimized
ODs with respect to the overlapping conditions under the
assumption that f h,max4 = 400 bytes, f h,max4+ = 300 bytes,
W h

4 = 20µs, and T hm = 250µs for 1 ≤ h ≤ N and
1 ≤ m ≤ N h

q . Changing these parameters will undoubtedly
produce different optimal values of OD. However, this table
introduces a significant guide that can help TSN designers to
implement more convenient GCLs.

5) COMPARISON WITH RELATED WORKS
The findings from this work are compared with the previous
related works in [7] (STNet) and [8] (FWOS). As the work
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in [7] did not consider TT window overlapping, the com-
parison is done concerning WCD evaluations under a non-
overlapping scenario, as depicted in Fig. 16(a). The authors
in [7] also considered different ODs, including OD =

0, 20, 45, 60, 85, and 135µs arbitrarily chosen between adja-
cent nodes through the selected path. In [8], the authors
considered OD = 20, 40, and 60µs applied separately on
the whole path. These OD values produced different WCDs
in both algorithms. The lowest WCDs were obtained with
OD = 20µs as addressed in [8]. Fig. 16(a) compares OFWOS
with STNet and FWOS algorithms under different network
scales (three-hop, 10-hop, and 30-hop end-to-end connec-
tions). In all topologies, OFWOS gives the lowestWCDs and
the improvement increases under large-scale network topolo-
gies. For example, OFWOS reduces the WCDs in STNet
by 11.5%, 30.3%, and 41.1% under three-hop, 10-hop, and
30-hop connections, respectively. Compared with FWOS,
OFWOS minimizes the latency by 8.4%, 23.4%, and 32.6%,
respectively.

For overlapping-based scenarios, the WCD improvements
compared to [8] are addressed in Figs. 12 and 13. Based on
these achievements, more QoS enhancements are obtained.
As OFWOS obtains lowerWCDs in all overlapping situations
compared to [8], larger ORs are allowed using OFWOS in
contrast to FWOS under the sameWCD deadlines.
Fig. 16(b) presents the maximum additional BW percent-

age available for unscheduled transmissions in the associ-
ated link by assuming all TT queues require equal WCD
deadlines. Two different WCD deadlines (300µs and 700µs)
are selected. As shown in Fig. 16(b), OFWOS saves more
unscheduled BW than FWOS in all cases. It is worthy to note
that the results in Fig. 16(b) are provided by assuming eight
TT queues in the egress port. It means that the number of
overlapping intervals is four at the porosity style and seven
at back-to-back. Accordingly, more BW can be saved for
unscheduled transmissions if many TT queues are assigned.

VII. CONCLUSION
Urgent data in several extremely time-sensitive applications
require strict QoS guarantees. Themost essential requirement
is the determinism for end-to-end communications. Recently,
the TSN standards have been introduced based on Ethernet
networking to support such real-time environments. For traf-
fic scheduling, a time-aware shaping technique is presented
as a window-based mechanism in IEEE 802.1Qbv stan-
dard. Although several window-based scheduling algorithms
have been proposed to serve TT flows, the offset difference
between the same-class windows has not been optimized yet.

In this paper, an optimized flexible window-overlapping
scheduling algorithm is proposed with a complete WCD
analysis for TT traffic under variable OD. The OFWOS
model optimizes OD under all overlapping metrics; priority,
position, and the ratio (OR). A realistic vehicular scenario
is used to evaluate the performance of OFWOS. Initially,
the latency evaluation is performed under non-overlapping
GCLs to determine a preferred OD range, where theWCD is

FIGURE 17. Opening- and closing-edge window-overlapping with higher-
and lower-priority TT queues.

the lowest. The preferred OD range is examined by adjusting
several relevant transmission parameters, such as window
length, period, and frame size. The presented results confirm
that window duration and frame size have a considerable
impact on the preferred OD range. Wide windows or short
frames meet a wider OD range, where WCD is the lowest,
and vice versa. Although decreasing the transmission period
reduces WCDs, the preferred OD domain stays the same.
After that, the OFWOS performance is examined by varying
all overlapping metrics, which led to an optimal OD for each
overlapping condition. Compared to previous related works,
the OFWOS algorithm achieves less pessimisticWCDs, lead-
ing to an increasing unscheduled BW under overlapping-
based GCL designs. The latency reduction also increases
in large-scale network topologies. For example, OFWOS
obtains 8.4% and 32.6% latency reduction compared to the
latest related work for three-hop and 30-hop TSN connec-
tions, respectively. Accordingly, combining the OD and OR
optimizations in GCLs implementations can assist interested
vehicular designers to suitably serve incoming data from
related devices, such as sensors, cameras, and actuators.

APPENDIX A
CONTENTION-FREE INTERVAL CALCULATION
A. OVERLAPPING CONSIDERATIONS
Window-overlapping is considered here under three related
aspects: priority, position, and overlapping ratio. Fig. 17
shows all overlapping situations of Qhk window with other
TT queues in the ith transmission cycle. The related timing
analysis is summarized below, and further details can be read
in [8].

1) OPENING-EDGE OVERLAPPING
The opening-edge overlapping is considered for the targeted
Qhk window if there is another TT window is open when the
Qhk gate (Ghk ) changes from closed event to open, as shown
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in Fig. 17. TheOR at the opening-edge with higher and lower-
priorities can be formulated respectively as,

ORh,B,ik,H =

max
1≤k−≤k−1

{
Lh,B,ik,k−

}
W h,i
k

=
Lh,B,ik,H

W h,i
k

(20)

ORh,B,ik,L =

max
k+1≤k+≤Nq

{
Lh,B,ik,k+

}
W h,i
k

=
Lh,B,ik,L

W h,i
k

(21)

In the higher-priority overlapping case, the contention-
free interval starts at the closing-edge of the higher-priority
window that has the largest overlap with Qhk window. Thus,
the starting time of the contention-free window can be given
as,

th,B,iH = th,o,ik + Lh,B,ik,H = th,o,ik + ORh,B,ik,H .W
h,i
k (22)

In the lower-priority overlapping case, the Qhk frame has
to wait for just the Qhk+ frames that in the transmission
status if the nun-preemption technique is applied between TT
transmissions. Accordingly, the contention-free interval will
start at,

th,B,iL = th,o,ik + dh,np,iL (23)

where

dh,np,iL =

{
min

{
f h,maxk+ ,Lh,B,ik,L

}
, th,o,ik+ < th,o,ik < th,c,ik+

0, Otherwise

and f h,maxk+ represents the maximum size of lower-priority
frames that their windows overlap with Qhk window.

2) CLOSING-EDGE OVERLAPPING
Similar to the opening-edge overlapping case and as depicted
in Fig. 17, theOR at the closing-edge with higher- and lower-
priorities can be formulated respectively as,

ORh,E,ik,H =

max
1≤k−≤k−1

{
Lh,E,ik,k−

}
W h,i
k

=
Lh,E,ik,H

W h,i
k

(24)

ORh,E,ik,L =

max
k+1≤k+≤Nq

{
Lh,E,ik,k+

}
W h,i
k

=
Lh,E,ik,L

W h,i
k

(25)

In the higher-priority overlapping case, the contention-
free interval ends at the opening-edge of the higher-priority
window that has the largest overlapping with Qhk window.
Thus, the ending time of the contention-free window can be
given as,

th,E,iH = th,c,ik − Lh,E,ik,H = th,c,ik − ORh,E,ik,H .W h,i
k (26)

In the lower-priority overlapping case, the contention-free
interval is not influenced as Qhk has a higher priority than
k+queues. However, the worst-case waiting time of the asso-
ciated frame is enlarged, as discussed in Subsection V-C.

FIGURE 18. Relative offsets of contention-free windows to the
benchmark in the hyper-period.

B. GAURD BAND EFFECT
At the end of each TT window, a block interval (guard band)
ensures the remaining time is enough to transmit the associ-
ated frame. If the frame arrives during this interval, the service
is not guaranteed. This interval equals the time required to
send the largest size of Qhk frame (dh,gbk = f h,maxk

/
Ch).

Accordingly, the contention-free interval will end at,

th,gb,ik = th,c,ik − dh,gbk (27)

By accumulating the overlapping and guard band consid-
erations discussed above, the starting and ending times of the
ith Qhk contention-free window are constrained as,

th,B,ik = max
{
th,B,iL , th,B,iH

}
th,E,ik = min

{
th,gb,ik , th,E,iH

}
(28)

Thus, the length of the ith Qhk contention-free window can
be given as,

W̄ h,i
k =

max

{
th,E,ik − th,B,ik ,

f h,maxk

Ch

}
, th,B,ik < th,E,ik

0, th,B,ik ≥ th,E,ik .

(29)

By considering the ith window as a reference, as shown
in Fig. 18, the relative offset of the ith contention-free interval
from the opening-edge can be represented as,

Rh,ik =

{
th,B,ik − th,o,ik , W̄ h,i

k 6= 0
0, W̄ h,i

k = 0
(30)

Also, by considering the ith window as a reference, the rel-
ative offset of the jth contention-free interval is formed as,

Rh,j,ik = (j− i) .T hk − R
h,i
k + R

h,j
k (31)
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