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ABSTRACT High-density wireless video sensor nodes (VSNs) having limited battery power are deployed
randomly in the disaster-hit area for capturing visual data, but its local processing and transmission consume
high energy. High deployment density of those VSNs results in a larger overlap in the coverage area
across VSNs that can be utilized to cover the sensing region of some VSNs and shut off such VSNs
to decrease energy consumption and increase network lifetime without losing much area coverage. Two
advanced approaches (APP_5 and APP_6) with realistic 3D rectangular pyramid camera coverage of VSN
monitoring 2D target area is proposed in this paper. These approaches reduce the number of active VSNs
in the target area and energy consumption maintaining the overall coverage area above some threshold
value ensuring network connectivity. The approaches are compared with the three state-of-the-art approaches
EX_1, EX_2 and EX_3 in the same simulation setup. Observed that for 150 deployed VSNs over the target
area of size 75 × 75 square meters, APP_5 and APP_6 reduce energy consumption by 6.98% and 18.6%
respectively from the existing approach EX_3 (producing a better result among three existing approaches
in terms of energy consumption). Reducing the number of active VSNs helps decrease energy consumption
at the expense of reduced area coverage. For the same node density, both APP_5 and APP_6 lose a little
amount of area coverage (i.e. 0.93% and 0.95%) than the existing approach EX_2 (producing a better result
among three existing approaches in terms of percentage of area coverage). Additionally, both the proposed
approaches (having the same communication overhead) establish superiority by 3.19%/7.83%/4.25% from
EX_1/EX_2/(EX_3) in terms of communication overhead for 100 deployed VSNs on the same target
area. Finally, APP_6 substantiates superiority in terms of reduced energy consumption (11.97%) than
APP_5 losing a very little percentage (0.02%) of area coverage for 150 deployed VSNs.

INDEX TERMS 2D target area, 3D video sensor nodes, area coverage, backup set computation, energy
consumption, network lifetime, random deployment.

I. INTRODUCTION
A wireless video sensor network (WVSN) consists of a set
of video sensor nodes (VSNs) equipped with tiny miniature
video cameras (associated with image and video capture
functionality) known as CMOS cameras. Such sensors which
have image and video capture functionality can be used
in varieties of applications like monitoring in the disaster-
hit area, environment monitoring, area surveillance, track-
ing etc. Such sensors being resource-constrained devices
need high bandwidth and energy for the generation of
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audio and video streams and can run out of energy very
quickly for continuous sensing and transmission of video
streams. It decreases network lifetime along with monitoring
quality.

The WVSN typically operates in an aggressive and hostile
environment too, requiring the random deployment of VSNs
with high deployment density which helps WVSN maintain
its smooth working even if a few VSNs fail to operate. On the
other hand, the high deployment density of VSNs results
in a larger overlap in the coverage area across VSNs. Such
overlapping coverage can be utilized to shut off some VSNs
whose sensing regions are covered by the remaining VSNs in
the coverage area.
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The backup set of VSN v is the set of VSNs that cover
its sensing region. An eligible backup set is a backup set
with overlapping coverage greater than or equal to a threshold
value (Th_V). BS(v) constitutes the set of all the eligible
backup sets of the VSN v sorted in non-increasing order of
overlapping area coverage. VSN v can be shut off in presence
of an eligible backup set in BS(v). An eligible backup set dies
if any VSN in the set dies due to energy depletion. VSN v
can remain still in shutoff condition in presence of any other
active eligible backup set. In absence of any such backup
set, the VSN v itself becomes active. Such methodology is
formally known as duty cycling, which helps increase the
overall network lifetime by reducing the number of active
VSNs.

Manyworks [1]–[6] have already been reported to compute
a backup set of wireless sensor nodes (WSN). A 2D coverage
model of WSN is used in [1]–[6] and a 2D coverage model of
VSN is used in [7]–[14] for computing backup sets. But such
2D modelling does not represent practical camera coverage.
EachVSN sends an activitymessage to its neighbour VSNs to
go into the sleep mode in [8]–[15]. But such transmission and
reception of activity message by VSNs maintain no ordering
which incurs huge message loss. For example, VSN v may
have an eligible backup set which implies that VSN may go
into sleep mode. But, due to message loss, the VSN vmay not
receive some activitymessages from its neighbours belonging
to its eligible backup set and is unable to go into sleep mode.
As a result, a subset (of small size) of the set of eligible VSNs
go into sleep mode and most of the VSNs remain active.

Minimization of the number of active VSNs thus becomes
a concern inWVSN. But the reduction in the number of active
VSNs leads to decrease area coverage which may hamper
network connectivity. Thus, minimization of the number of
active VSNs would be such that it must guarantee at least
a threshold amount of area coverage (Thcoveraage) which is
needed to maintain network connectivity.

In this paper, the proposed work considers the more realis-
tic 3D modelling of VSNs deployed over a 2D target area.
Each 3D VSN has a rectangular base. The camera of 3D
VSN located at point P and also four points of the rectangular
base (not shown in this figure) is in the 3D space. Projec-
tion of these base points over the 2D target area forms a
trapezoid D1D2D3D4 (shown in Fig. 1) which is detailed in
Section 3 while discussing the coverage model.

Therefore, when a large number of 3D VSNs are deployed
to monitor a 2D target area, their trapezoidal sensing regions
over the target area overlap with each other as shown in Fig. 2.

This overlapping coverage is utilized by a 3DVSN to com-
pute its set of all the eligible backup sets. Such computation
is challenging considering the trapezoidal sensing region of
the VSN.

Two heuristic approaches (APP_5 and APP_6) with poly-
nomial run time complexity are proposed in this paper. These
works target to minimize the number of active VSNs while
ensuring area coverage in the target area to remain above the
threshold value. A base station is situated at the bank of the

FIGURE 1. Projection of 3D VSN on a plane.

FIGURE 2. Randomly deployed 3D VSNs on a 2D plane.

target area in APP_5 and the position of the base station is
provided to all the VSNs before their deployment in the target
area. In APP_6 a square-based target area is divided into four
equal grids and each grid belongs to a quadrant. A base station
is situated at the bank of each quadrant. The qth (1 ≤ q ≤ 4)
base station is associated with the qth quadrant of the target
area. The position of the qth base station is provided to all
the VSNs in the qth quadrant before their deployment. All the
four base stations in APP_6 are connected with each other
via high speed dedicated wired link. The base station/(qth

base station) is wirelessly connected to WVSN in the target
area/(qth quadrant) via some VSNs which are within the
communication range of the base station/(qth base station) in
APP_5/(APP_6). In both the approaches, each VSN executes
neighbour discovery phase, registration phase and scheduling
phase sequentially. In the scheduling phase, each VSN has
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to undergo two sub-phases - backup set computation and
duty cycling. Both the approaches differ in the duty cycling
sub-phase.

The major contributions of this paper are as follows:
(i) A realistic coverage model of VSNs has been described

by adopting 3D VSNs projected on a 2D plane surface.
(ii) The backup set computation technique used for 2D

VSNs in [7], [8] is upgraded for 3D VSNs in the proposed
work, APP_5 and APP_6.

(iii) The performance of APP_5 and APP_6 proposed in
this paper is studied qualitatively and quantitatively. The
qualitative performance is evaluated in terms of communi-
cation, storage and computation overhead. Simulation exper-
iments are conducted to observe the variation of the number
of active VSNs, total energy consumption, residual energy
and percentage of area coverage by the set of active VSNs
with the density of VSNs in the target area as well as with
the simulation time. The variation of network lifetime and
delay in executing all the phases with the density of VSNs
in the target area are also studied during the simulation. Both
the qualitative and quantitative performance of APP_5 and
APP_6 are compared with the three existing approaches
EX_1 (upgraded 3D version of [7]), EX_2 (upgraded 3D
version of [8]) and EX_3 (upgraded 3D version of [2]).

It has been observed during simulation that APP_6 per-
forms much better in terms of energy consumption
than APP_5, EX_1, EX_2 and EX_3. Both APP_5 and
APP_6 reduce energy consumption, communication over-
head and increase network lifetime compared to EX_1 and
EX_2. APP_5 performs well in terms of energy consumption
than EX_3 for a higher density of VSNs. Both APP_5 and
APP_6 reduce communication overhead compared to EX_3.

In this paper, Section II covers some related works,
Section III deals with coverage model, network model
and some definitions. The energy consumption model is
described in Section IV, Section V deals with proposed
work and Section VI describes existing approaches (EX_1,
EX_2 and EX_3). Section VII analyses the qualitative
performance of the proposed approaches and the existing
approaches, Section VIII describes simulation experiments
and quantitative performance evaluation, Section IX docu-
ments observation related to the performance of APP_5 and
APP_6 and Section X provides experimental analysis.
Finally, Section XI concludes the paper suggesting the future
scope followed by references.

II. RELATED WORK
Several works [1]–[3] to compute the backup set of WSN
exist. A 2D omni-directional sensing model i.e. circular sens-
ing model is used in [1]–[3] and in [4]–[6]. The backup sets
in [1]–[3] are computed considering 2Dmodelling of the field
of view (FoV) of WSN.

A 2D directional coverage model for VSN v is used in
[7]–[14]. The sensing region or Field of View (FoV) of a
VSN v is modelled as an isosceles triangle with an angle of
view (AoV) as the vertex angle of the triangle and the depth

of view (DoV) as the height of the triangle. Backup sets are
computed in [7]–[14] considering 2D modelling of FoV of
VSN. However, the 2D modelling of FoV does not represent
practical camera coverage.

Two correlation-based sensor scheduling algorithms are
proposed in [4]. The scheduling algorithms are cluster-based.
The cluster formation and cluster head election is a com-
plicated and time-consuming operation. The work in [5]
investigates the area coverage configuration method based
cooperative sensing model in WSNs (Tri-DCP). It can make
active sensors build the triangle cell structure in the target area
by self-organization. Tri-DCP is more efficient than some
of the existing protocols concerning the reduction in energy
consumption and prolonging network lifetime. A novel prob-
abilistic method of sensor node scheduling is presented in [6]
to increase network lifetime while maintaining the network
coverage. But the problem is the (π-m) coverage problem
where every cell in the target area is covered by (π-m)
number of sensors [6]. Another novel sensor node schedul-
ing algorithm is proposed in [2]. The sensor node scheduling
algorithm in [2] is based on the redundancy of WSN. The
algorithm for shutting off WSNs is hybrid (i.e. combination
of distributed and centralized) and grid-based. But heuristics
in [2], [4]–[6] are based on the 2D omni-directional sensing
mode of WSNs which is not a practical camera coverage
model and they also lack any collision handling mechanism
to prevent message loss due to collision. A distributed duty
cycling approach is proposed in [8]–[15]. Each VSN gener-
ates two activity messages by specifying its active/inactive
status and sends these two activity messages to its neigh-
bour VSNs. One activity message is sent by the VSN to its
neighbours when it wants to decide whether to stay active
or to go into inactive mode. The other activity message is
sent by it after taking the decision of staying awake or going
into sleep mode. But no order is maintained during such
transmission and reception of message which causes huge
message loss. In EX_1 two duty cycling approaches have
been proposed where a mixture of large percentage (60%) of
static all-time active VSN (ATVSN) and a small percentage
(40%) of static active/inactive VSN (AIVSN) are deployed
randomly in the target area. It is an improvement over the duty
cycling approach as stated in EX_2 and in other approaches
[9]–[15]. Only AIVSNs in EX_1 participate in the duty
cycling approach. This reduces collision among messages
and more VSNs go into sleep mode. Two drawbacks exist in
EX_1. First is only 40% of total VSNs (AIVSNs) are eligible
to go into sleepmode. Secondly, message loss due to collision
has been avoided by creating fewer messages, but this has not
been addressed from the physical level or MAC level of VSN.
The physical level or MAC level protocols e.g. Carrier Sense
Multiple Access/Collision Avoidance (CSMA/CA), Carrier
Sense Multiple Access/Collision Detection (CSMA/CD) etc.
help either to prevent from or to detect collision among a
large number of messages during transmission. A differen-
tial coding based scheduling framework has been proposed
in [16] for efficiently gathering visually correlated images.
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This framework consists of two components including Min-
Max Degree Hub Location and Maximum Lifetime Schedul-
ing. The proposed differential coding based scheduling can
effectively enhance the network throughput and the energy
efficiency of camera sensors. But, although, MinMax Degree
Hub Location problem is NP-complete, the Maximum Life-
time Scheduling problem is NP-Hard. In [17] two problems
have been addressed. One is camera scheduling i.e. the selec-
tion among available possibilities of a set of cameras for
providing the desired coverage at each time instance and
the second is energy allocation i.e. the distribution of total
available energy among the camera sensor nodes. The energy
allocation problem is formulated as a max-min optimization
problem that aims to maximize the duration of coverage
for the most critical part of the monitored region for which
the available energy is the least. But max-min optimization
problem is an NP-Hard problem which is solvable only for
a small problem size. A priority-based real-time dynamic
scheduling algorithm scheme for wireless multimedia sen-
sor networks has been proposed in [18]. Although schedul-
ing has been done only at the physical level of the sensor
node, there is no mechanism of preventing message loss due
to collision. Besides, the scheme in [18] doesn’t have any
application-level scheduling among VSNs and as a result, all
VSNs stay awake. In [19] a prioritized scheduling algorithm
has been proposed to enhance the lifetime of the network.
But, here all VSNs are not stationary. Some VSNs especially
camera sensors are movable sensors resulting in a lot of waste
of energy. In [20] an optimal point of intelligence partitioning
between the sensor node and the central base station has been
chosen. Results in [20] show that sending compressed images
after segmentation will result in a longer life for the sensor
node. But as all VSNs in the target area stay awake both
in [18], [20], there still exists a lot of wastage of energy and
redundancy in visual data. A two-phase algorithm has been
proposed in [21] as an algorithm based on Binary Integer
Programming that can solve the optimal camera placement
problem for a placement space larger than in the current study.
This study solves the problem in three-dimensional space for
a real-world structure. A binary particle swarm optimization
algorithm to solve a homogeneous planned camera network
placement problem has been provided in [23]. But both
[21], [23] deal with planned deployment of VSNs in
the target area which is not possible in the post-disaster
scenario.

Two very recent papers [22], [24] consider non-static
(movable) 3D VSNs deployed over 2D plane. Motivation in
both the papers is to mainly enhance area coverage by the
active sensor nodes (deployed over 2D plane) by spreading
non-static VSNs which reduce overlapping coverage area and
then shutting off someVSNs while maintaining the same area
coverage. Objectives of the proposed approaches (APP_5 and
APP_6) are different from that of [22], [24] but similar to that
of EX_1, EX_2 and EX_3.
Significance of the Proposed Approaches APP_5 and

APP_6:

The approaches APP_5 and APP_6 use the 3D coverage
model of VSN which is a more practical camera cover-
age model than the 2D omni-directional (circular) coverage
model of WSN as considered in [1]–[6] and 2D coverage
model of VSN as considered in [7]–[14]. Unlike [4] the pro-
posed approaches are centralized. This reduces complications
associated with cluster formation, cluster head election and
delay. The proposed approaches are based on a 1-coverage
problem unlike [6].The proposed centralized duty cycling
does scheduling at the application level of VSN as well as
MAC level to take care of message loss due to collision unlike
in [1]–[15], [18]. Such a hybrid type of scheduling reduces
message loss and energy consumption, increases network
lifetime than the existing approaches as observed during the
simulation. The use of stationary VSN further reduces energy
consumption due to the mobility of VSNs unlike [19], [22],
[24]. Both APP_5 and APP_6 can be solved in polynomial
time unlike [16], [17]. All the VSNs in the target area do
not have to stay awake as in [18], [20]. Both APP_5 and
APP_6 shut off a few VSNs in the duty cycling sub-phase
without much change in area coverage and hence collect the
same amount of visual data with reduced data redundancy
unlike in [18], [20]. Finally, the random distribution of 3D
VSNs unlike [21], [23] in the target area is suitable for
the area where the human being can’t reach fast. The list
of acronyms used in this paper is displayed in TABLE 1.
Several related recent works, as well as proposed works in
this context, are summarized in TABLE 2.

III. COVERAGE MODEL, NETWORK MODEL
AND SOME DEFINITIONS
A. COVERAGE MODEL
The 3D directional sensingmodel of VSN v is like a rectangu-
lar pyramid in shape as shown in Fig. 3 a. It has a rectangular
base V1V2V3V4 where all the four points V1, V2, V3 and V4
are in 3D space. The apex point P(x,y,z) of the rectangular
pyramid is the position of the camera of the VSN v which
is in 3D space. Here,

−→
D is the line of sight or direction of

the VSN v where
−→
D is perpendicular to the base V1V2V3V4

(Fig. 3 a) of the rectangular pyramid. 2α and 2β denote the
horizontal and vertical AoV respectively whereas α and β are
the respective horizontal and vertical offset angles [25], [26]
of 3D sensing model of the VSN v. In 3D directional sensing
model the projection of the points, V1, V2, V3 and V4 in 3D
plane becomes the points D1, D2, D3, D4 in 2D plane respec-
tively. The FoV of the VSN v on a 2D plane is a trapezoidal
area D1D2D3D4 formed by the points D1, D2, D3 and D4
(Fig. 3 b). In Fig. 3 b, C is the intersecting point between
the 2D target area that has been defined as z= 0 in the X-Y-Z
coordinate system and the line of sight

−→
D . The point C is the

centroid of the sensing area (D1D2D3D4). The 3D directional
model of the VSN v is shown in more detail in Fig. 3 c
after the projection of the rectangular pyramid (PV1V2V3V4)
in Fig. 3 a on the 2D plane. That’s why in Fig. 3 c the points,
V1, V2, V3, V4 and the line of sight

−→
D have not been shown.
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TABLE 1. Nomenclature table.

Let P′ is the projection of P(x,y,z)(which is the position of
the VSN v) on z = 0. A 3D directional sensing model can
be described as (P, Q1, Q2, |

−−→
P′Q2|, |

−−→
P′Q1|, γ , α, β) (Fig. 3 c)

where Q1, Q2 are the intersecting points between the lines

D1D2 and |
−−→
P′Q1|, D3D4 and |

−−→
P′Q2| respectively. |

−−→
P′Q2| and

|
−−→
P′Q1| are the line of sight of the VSN v. (|

−−→
P′Q2|-|

−−→
P′Q1|) =

Q2Q1 is the DoV for the VSN v where |
−−→
P′Q2| is the DoV for

the triangle P′D3D4 and |
−−→
P′Q1| is the DoV for the triangle

P′D1D2. 2α and 2β denote the horizontal and vertical AoV
respectively. γ called a tilt angle is an angle between (

−→
PC)

and PP′. Q1 is the centroid of segment D1D2 and Q2 is the
centroid of segment D3D4 as shown in Fig. 3 c. Besides, each
VSN is identified by a unique identification (id) number in
the target area.
The x and y coordinates of the vertices (D1, D2, D3 and D4)

of the projected trapezoidal area are calculated using Fig. 3 c.

|
−−→
P′Q1| = zXtan(γ − β) (1)

|
−−→
P′Q2| = zXtan(γ + β) (2)

d1 = |
−−→
P′D1| = |

−−→
P′D2| = |

−−→
P′Q1|/cos(α) (3)

d2 = |
−−→
P′D3| = |

−−→
P′D4| = |

−−→
P′Q2|/cos(α) (4)

From the equations (3) and (4) it can be said that

|
−−→
P′D4| − |

−−→
P′D1| = |D1D4| = |

−−→
P′D3| − |

−−→
P′D2| = |D2D3|

(5)

D1.x, D2.x, D3.x, D4.x are the X-coordinates and D1.y,
D2.y, D3.y, D4.y are the Y-coordinates of the vertices D1,
D2, D3, D4 respectively. Equation 5 reveals that the projected
trapezoidal area, D1D2D3D4 is an isosceles trapezoid where
|D1D4| = |D2D3|. D1D2 and D3D4 are the two bases of the
trapezoid.

From equations 3 and 4 it is also clear that the triangles,
P′D1D2 and P′D3D4 are isosceles triangles. The vertex angle
of both the triangles is (2α) as shown in Fig. 3 c. P′Q1 is the
median line for the triangle P′D1D2 and P′Q2 is the median
line for the triangle P′D3D4. Now, a point (say M) (Fig. 4)
is said to be inside the trapezoidal FoV D1D2D3D4 if the
following two conditions are satisfied.
• P′M1 ≤ P′M≤ P′M2, whereM1 is the intersection point

between the line P′Mand the lineD1D2,M2 is the intersection
point between the line P′ M and the line D3D4.
• The angle between the line P′Mand the line P′Q1 or P′Q2

must be within the range of [−α, + α]
Informally, a point (say M) is said to be inside the trape-

zoidal FoV D1D2D3D4 if the point M is inside the triangle
P′D3D4, but not inside the triangle P′D1D2 (Fig. 4).

B. NETWORK MODEL
Both the proposed approaches and the existing approaches
follow the same network model which is stated below in a
step by step manner.
•The target area of the static 3DVSNs is a 2D square plane

and the location of the camera of each VSN is on the same
horizontal plane (x, y) where z = k1, k1 is a constant and is
fixed after the initial deployment.
• Each VSN knows its position using GPS and can detect

any event within its coverage area.
• APP_5 has one base station and APP_6 has four base

stations corresponding to four quadrants. The base stations in
APP_6 are connected by dedicated wired links.
•The position of the base station/qth quadrant is at the bank

of the target area/qth quadrant for APP_5/APP_6
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TABLE 2. Comparative study among related works and the proposed approaches.

• The base station/(qth base station) in APP_5 / (APP_6)
also knows its position using GPS and the dimension of the
target area/(qth quadrant).
• All 3D VSNs exchange their location information and

the orientation with their neighbours.
• Two VSNs are said to be wirelessly connected if and

only if they are within each other’s communication range.
The communication model in the present work follows the
unit disk graph model [27].
• Communication range of the base station/(qth base sta-

tion) in APP_5/(APP_6) is equal to the communication range
of each VSN.
• Communication range of each VSN has been considered

greater than the sensing range.
• All 3D VSNs are homogeneous, which indicates that α,

β and γ for each of them are the same. Each VSN has the
same sensing (coverage area) and communication range.

•WVSN remains operational so long as the area coverage
remains above some threshold value (Thcoverage).

C. SOME DEFINITIONS
• N(v) is the set of neighbour VSNs of the VSN v.
• BSi(v) is the ith backup set of the VSN v associated with

an overlapping coverage value. A subset of neighbour VSNs
of VSN v that covers the FoV of VSN v forms BSi(v). So,
BSi(v) ∈ BS(v). Size of BSi(v) is the number of neighbour
VSNs of VSN v in that backup set.
• A backup set BSi(v) with an overlapping coverage

(Ov_CoVi) of greater than or equal to Th_V is termed as an
eligible backup set. Ov_CoVi is defined as (FoV area of v
covered by VSNs in BSi(v)/FoV area of v) * 100%
• BS(v) is the set of all the eligible backup sets of the

VSN v, sorted already in terms of non-increasing overlapping
coverage. Therefore, BS(v) =

⋃
i BSi(v).
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FIGURE 3. a. 3D directional sensing model. b. The projected trapezoidal area on the target
2D plane. c. Details of 3D directional sensing model.
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FIGURE 4. A point within the sensing area.

• Size of BS(v) is the number of backup sets inside BS(v).
• Best backup set is an eligible backup set with the highest

overlapping coverage.

IV. ENERGY CONSUMPTION MODEL
The energy consumption model for VSN v in a WVSN
includes two parts describing two states (active and inactive)
of the VSN v.

A. ACTIVE MODE
Three energy consuming components are associated with
eachVSNv in activemode: (i) minimum energy consumption
by the VSN (EBaseline), (ii) energy consumption due to mes-
sage exchange (i.e. radio transmission and reception) (ERadio)
and (iii) energy consumption due to processing (EApp). The
total energy consumption by the VSN v (Eva) is calculated
by using the equation

Eva = EBaseline + EApp + ERadio (6)

Let t= Simulation period; and t1 = ImageCaptureCount *
(TimeForImageCapture + TimeForImageProcessing) where
TimeForImageCapture is the time needed to capture one
image and TimeForImageProcessing is the time needed to
process one image. ImageCaptureCount is the number of
images captured by the VSN v.

EBaseline = (t - t1) * PBaseline where PBaseline is the power
consumption by the VSN v during the time period (t - t1), con-
sidering the power consumption remains the same throughout
the period. PBaseline includes power consumption due to activ-
ity of microprocessor in the VSN, power consumption due to
turning on the VSN and power consumption due to turning
off the VSN.

EApp = (MeasuredEnergyPerImageCapture + Measure-
dEnergyPerImageProcessing) * ImageCaptureCount where
MeasuredEnergyPerImageCapture is energy spent due to one

image capture and MeasuredEnergyPerImageProcessing is
energy spent due to one image processing.

ERadio = EIdle + ETransmitting + EReceiving + ESwitching +
ECSMA/CA where EIdle, ETransmitting and EReceiving are the
energy spent during the periods of the idle state, transmitting
state and receiving state of the radio of the VSN v respec-
tively. The radio of the VSN v can be in one of these three
states during the time period t. Energy spent during the idle
state of radio i.e. EIdle is minimum among these three states.
Switching energy (ESwitching) is expended when the VSN
changes from receiving to transmission mode or vice versa.
The CSMA/CA (Carrier sense multiple access/Collision
avoidance) algorithm states that each time a VSN intends
to transmit, it first checks if the channel is free from other
transmission. If this happens then the VSN proceeds to trans-
mit. ECSMA/CA is the energy consumed by the execution of
CSMA/CA algorithm.

B. INACTIVE MODE
Let the VSN v is in inactive/sleep mode during simulation
period (0-t). It is to be noted that in inactive/sleep state, VSNs
do not actually transmit but can receive a limited amount
of message; some parts of the sensor circuitry [e.g., micro-
processor, memory, radio frequency components] are turned
off; and the power consumption as well as the operational
capabilities of the sensor decreases which makes energy con-
sumption for the inactive VSN v (Evi) almost equal to zero.
Therefore,

Evi ≈ 0 (7)

Calculation of Energy Consumption (EnergyTot ):
Let EnergyTot is defined as the total energy consumption

by the total number of active VSNs (Active_VSN) in joule
during the simulation time 0 to t seconds. EnergyTot is cal-
culated for Active_VSN. Therefore, according to the energy
consumption model stated above EnergyTot is calculated at
simulation time t seconds as

EnergyTot = EvaXActive_VSN (8)

assuming all VSNs are deployed at the same time i.e. at t= 0

V. PROPOSED WORK
In both APP_5 and APP_6, each VSN executes the neighbour
discovery phase, registration phase and scheduling phase
sequentially. In the scheduling phase, each VSN has to
undergo two sub-phases - backup set computation and duty
cycling. Both the approaches differ in the duty cycling sub-
phase. In the neighbour discovery phase, eachVSNknows the
orientation and position of its neighbours by exchangingmes-
sages among themselves and inserts such neighbour informa-
tion in a neighbour table both in APP_5 and APP_6. In the
registration phase, each VSN in the target area/(qth quadrant)
in APP_5/(APP_6) sends its position and orientation to the
base station/(qth base station). Each VSN in APP_5/(APP_6)
selects a route from itself to the base station/(qth base station)
using multi-hop based GPSR routing protocol [28]. The base

VOLUME 9, 2021 124183



K. Bairagi et al.: Coverage Aware Scheduling Strategies for 3D WVSNs to Enhance Network Lifetime

station/(qth base station) inserts such information into a table
called base table (BT). In the backup set computation sub-
phase, each VSN computes a set of backup sets in the target
area. In the duty cycling sub-phase, a VSN generates a request
message if it likes to go into the sleep mode and sends
the request message to the base station using GPSR routing
protocol. The base station generates a request string from the
received request message and inserts the request string in a
request list (RL). In both approaches, the base station uses
an iterative centralized greedy algorithm (ICGA) to process
the request strings in the request list for identifying a set
of requesting VSNs to be shut off and sends reply (sleep)
message to all the identified VSNs. Such VSNs enter into
sleep mode after receiving the sleep message.

The neighbour discovery phase, registration phase and the
two sub-phases of the scheduling phase are elaborated in this
section for both approaches.

A. NEIGHBOUR DISCOVERY PHASE
Each VSN exchanges its id and the FoV parameters with its
neighbour VSNs and stores FoV parameters along with the
id of its neighbour VSNs in a neighbour table. Such FoV
parameters of VSN v include X-Y coordinates of three points
(P, Q2, Q1 as shown in Fig. 3 c) of the trapezoidal FoV
of VSN v, two DoVs, |

−−→
P′Q1| and |

−−→
P′Q2|, two offset angles

α and β and the tilt angle γ . The id of each VSN is an
integer number of size (Size_id) 2 bytes. Each record in the
neighbour table contains three X-coordinates corresponding
to the points P, Q1, Q2 of type float, three Y-coordinates
corresponding to the points P, Q1, Q2 of type float, two
DoVs of type float, α, β and γ of type float and one id of
type integer. The total number of parameters in each record
(Tot_Param) is 12. So the size of each record in the neighbour
table (Size_Rec_NT) is (6×4×8+2×4×8+3×4×8+2∗8) =
368 bits i.e. 46 bytes.

B. REGISTRATION PHASE
EachVSN in the target area/(qth quadrant) inAPP_5/(APP_6)
sends its FoV parameters to the base station/(qth base sta-
tion) using GPSR routing protocol in this phase. The base
station/(qth base station) inserts these FoV parameters into
the base table. In this way, all VSNs in the target area/(qth

quadrant) register themselves with the base station/(qth base
station). Each record in the base table contains Tot_Param
parameters and two more Boolean variables, namely ‘isVS-
NActive’ and ‘isVSNDead’ for all the VSNs registering to the
base station/(qth base station). The value of ‘isVSNActive’ for
a particular record is set to 1/(0) if the VSN corresponding to
that record is active/(inactive). The value of ‘isVSNDead’ in
the record is 1/(0) if the corresponding VSN is dead/(alive).
A VSN exhausted out of energy is considered a dead one.
An alive VSN is not dead but can either be active or inactive.

Initially, all VSNs are active, therefore, for all records,
the values for ‘isVSNActive’ and ‘is VSNDead’ are initial-
ized to 1 and 0 respectively by default. The size of each

record in the base table having (Tot_Param + 2) parameters
is (Size_Rec_NT + 2) i.e. 370 bits. The base station/(qth
base station) in APP_5/(APP_6) calculates the total number
of deployed VSNs (Tot_VSN) and % of area coverage by
active VSNs (Per_ACoV) in the target area/(qth quadrant)
using [equation 9] as follows:

Per_ACoV= (area covered by active VSNs/total target area)

∗100% (9)

In APP_6, the qth base station calculates Tot_VSN, and
Per_ACoV by collaborating with the other base stations
using wired connections. As all VSNs are active in this
phase, the number of active VSNs (Active_VSN) is equal to
Tot_VSN.

C. SCHEDULING PHASE
The two sub-phases of the scheduling phase for both the
approaches are elaborated next for VSN v.

1) BACKUP SET COMPUTATION SUB-PHASE
In this sub-phase, VSN v computes backup sets. Probability
of existence of small-sized backup set is reasonably high as
each such backup set needs less number of VSNs to cover
FoV of the VSN v. A small sized backup set also implies less
number of VSNs to stay active to cover the FoV of the VSN v.
Therefore, usage of small-sized backup set helps increase
network lifetime as well as achieve more savings in energy
consumption. Consideration of this fact limits sizes of the
backup set as 1, 2 and 3 in this proposed work.

a: COMPUTATION OF BACKUP SETS OF SIZE 3
An example of FoV coverage of the VSN v is shown in Fig. 5.
D1D2D3D4 is the FoV area of VSN v. D9 is the centroid point
of the trapezoidal FoV of VSN v. v1, v2, v3 are the three
neighbour VSNs of VSN v. The FoV of v3 covers the points
D1 and D2 in the FoV of VSN v.The FoV of v1 covers the
point D9. The FoV of v2 covers the points D3 and D4 in the
FoV of VSN v. The VSN v computes three sets as D12, D34,

FIGURE 5. Computation of backup set of size 3.

124184 VOLUME 9, 2021



K. Bairagi et al.: Coverage Aware Scheduling Strategies for 3D WVSNs to Enhance Network Lifetime

D99. So D12 = {v3}, D34 = {v2} and D99 = {v1}. D99 is the
set of neighbour VSNs that have covered the centroid point
D9 of the FoV of VSN v. VSN v computes BS(v) by executing
cartesian product among the sets D12, D34, D99 to cover all the
five points D1, D2, D3, D4, D9 in the FoV of VSN v. So (D12
X D34 X D99) = {v1, v2, v3} and BS(v) = {{v1, v2, v3}}.
The number of backup sets inside BS(v) is one and the size
of this backup set is 3.

So mathematically the FoV of the VSN v is covered by
a set BSi(v) ∈ BS(v) if the following two conditions are
satisfied.

1. For each v′ ∈ BSi(v), v′ must cover either (D1 and D2)
or (D3 and D4) or D9
2. D1, D2, D3, D4, D9 are covered by the VSNs in BSi(v)
This backup set is an eligible backup set if its overlapping

coverage is greater than or equal to Th_V.
But if any set among D12, D34, D99 is null, the result of

(D12 X D34 X D99) is null. To solve this problem, a few more
alternate points like D5, D6, D7, D8 are considered in the
FoV of the VSN v (shown in Fig. 5). D5, D6, D7, D8 are the
midpoints of the line joining D2 and D3, D1 and D4, D1 and
D2, D3 and D4 respectively.

If D12 is null, the VSN v chooses the point D7 as it is the
nearest point from both D1 and D2 among all the alternate
points and tries to form the set D77 to cover D1D2. If both
the sets D12 and D77 are null, the VSN v uses either point
D5 or point D6 as an alternate point. D5 is the nearest point
of D2, and D6 is the nearest point of D1 as shown in Fig. 5.
So the VSN v forms the two sets D55 and D66 simultaneously
but uses one of the two sets depending upon their overlapping
coverage as an alternative set for D12.
Obviously, it is less probable that the set D55 will cover the

point D1. But if its Cartesian product with the other two sets
i.e. (D55 X D99 X D34) creates a backup set of size 3 with
overlapping coverage greater than equal to Th_V, then the
set D55 can be considered as an alternative set for D12. Now,
if the overlapping coverage of the best backup set belonging
to the set (D66 X D99 X D34) is greater than that of the best
backup set in (D55 X D99 X D34), then D66 is considered as
an alternative set for D12.
Similarly, if D34 is null, the VSN v chooses the point D8 as

it is the nearest point from both D3 and D4 and tries to form
the set D88 to cover D3D4. If both the sets D34 and D88 are
null, the VSN v uses either point D5 or point D6 as alternate
points. D5 is the nearest point of D3 andD6 is the nearest point
of D4 as shown in Fig. 5. So the VSN v forms two sets D55 and
D66 simultaneously but uses one of the two sets depending
upon their overlapping coverage as an alternative set for D34.
Obviously, it is less probable that the set D55 will cover the
point D4. But if its Cartesian product with the other two sets
i.e. (D12 X D99 X D55) creates a backup set of size 3 with
overlapping coverage greater than or equal to Th_V, then the
set D55 can be considered as an alternative set for D34. Now,
if overlapping coverage of the best backup set belonging to
the set (D12 X D99 X D66) is greater than the best backup set
in (D12 XD99 XD55), then D66 is considered as an alternative

set for D34. If both D12 and D34 are null sets then the VSN v
uses D55 in place of D12 and D66 in place of D34.
D99 is null if the centroid point, D9 in the FoV of the VSN v

is not covered by the FoV of its neighbour VSNs. In such a
case the VSN v considers a circle of radius half the segment
D5D9 or D6D9, centred around its centroid point, D9. The
VSN v generates a set of four points on the circumference
of this circle. The neighbour VSN whose FoV contains any
one of these four points is included in the set D99 because
each of the four points is closer to the point D9. Therefore
each of the four points can be an alternative point of D9. The
four points (not shown in Fig. 5) are D10, D11, D12 and D13.
The calculation of x and y coordinates of these four points are
shown below.
D10.x = (D9.x + D6.x)/2
D10.y = (D9.y + D6.y)/2
D11.x = D9.x + (0.5*D5D9)
D11.y = D9.y
D12.x = (D9.x + D5.x)/2
D12.y = (D9.y + D5.y)/2
D13.x = D9.x − (0.5*D5D9)
D13.y = D9.y

b: COMPUTATION OF BACKUP SET OF SIZE 2
D9 is the centroid point of the trapezoidal FoV of the VSN v
andD99 is the set of neighbour VSNs of the VSN v that covers
D9. On the other hand D′99 is the set of neighbour VSNs of
VSN v whose centroid points are inside the FoV of VSN v.
So D99D′99 = ({D99

⋂
D′99}) is the set of neighbour VSNs of

VSN v that covers D9, as well as the set of neighbour VSNs
of VSN v whose centroid points are inside the FoV of VSN v.
Case 1: It can be observed from Fig. 6 a that v1 and v2

are the two neighbour VSNs of VSN v. The FoV of v1 and
FoV of v2 cover almost the entire FoV of VSN v. Moreover,
v1 belongs to the set D99D′99 i.e. D99D′99 = {v1} whereas v2
belongs to the set D12 i.e. D12 = {v2}. The backup set of
size 2 is generated by taking the Cartesian product between
the sets D99D′99 and D12 and it is {v1}X{v2} i.e. {{v1, v2}}.
As the Cartesian product is the ordered pair of elements from
each set, the maximum size of the element set inside the
resultant set of sets will be two. The result also shows that size
of the set is indeed two. But it can be observed from Fig. 6 a
that D34 is null as there is no neighbour VSN of VSN v that
covers the points D3 and D4 of the FoV of VSN v. So the set
D99D′99 X D34 is null.
Case 2: It can be observed from Fig. 6 b that D99D′99 =

{v1, v2} and D12 is null as there is no neighbour VSN of
VSN v that covers the point D1 and D2 of the FoV of VSN v.
So (D99D′99 X D12) is null whereas (D99D′99 X D34) is {v1,
v2}X{v2}= {{v1, v2}, {v2, v2}}= {{v1, v2}, {v2}}. Hence,
the maximum size of the element (set) belonging to the set of
sets (D99D′99 X D34) is two.
If both D12 and D34 are not null, then the union operation

between the two resultant sets ((D99D′99 X D34)
⋃

(D99D′99
XD12) is taken to produce set of sets having a maximum size
of the element (set) 2.
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FIGURE 6. a. Computation of backup set of size 2: case 1. b. Computation
of backup set of size 2: case 2.

c: COMPUTATION OF BACKUP SETS OF SIZE 1
It can be observed from Fig. 7 that the FoV of neighbour VSN
v1 has covered a significant portion of the FoV of the VSN v.
The FoV of v1 covers the centroid point D9 of the VSN v i.e.
D99 = {v1} and the FoV of v covers the centroid point D′9 of
neighbour VSN v1 i.e. D′99 = {v1}. Now the set D99D′99 =
(D99

⋂
D′99) is the set of neighbour VSNs of v that covers

D9 and also the set of neighbour VSNs of v whose centroid

FIGURE 7. Computation of backup set of size 1.

points are inside the FoV of v. Each element inside the set
D99D′99 with significant overlapping coverage (≥Th_V) can
be the backup set of size 1 for the VSN v. As shown in Fig. 7,
D99D′99 = (D99

⋂
D′99) = {v1} is the backup set of size 1

if the overlapping coverage of the set {v1} is greater than or
equal to Th_V.

BS(v) is obtained as a result of union operation of all
the backup sets of the VSN v of different size. The VSN v
discards the backup sets having overlapping coverage less
than Th_V from BS(v) and arranges the remaining backup
sets (if any) in BS(v) in non-increasing order of their overlap-
ping coverage. The VSN v starts to execute the duty cycling
sub-phase if BS(v) is not null.

2) DUTY CYCLING SUB-PHASE
In this sub-phase, the VSN v generates a request message if it
wants to go into the sleep mode and locates its position in the
target area using GPS in both the approaches. Let the VSN v
is in qth quadrant in APP_6. In APP_6 VSN v also checks
whether the location of the neighbour VSNs corresponding to
its best backup set in BS(v) is also in the qth quadrant. If all
these locations are in qth quadrant, the criterion of generating
the request message is fulfilled and the VSN v generates a
request message. Otherwise, the VSN v repeats the same step
with the next best backup set in BS(v). The VSN v does not
generate any request message if all the backup sets in BS(v)
fail to fulfil the criterion.

In both the approaches, the request message of VSN v
contains three parameters. The first parameter is the id of
the requesting VSN (VSN v) of size 2 bytes. The second
parameter is the ids of VSNs which are present in the best
backup set of VSN v. The second parameter contains at
least/(at most) one/(three) id(s)(since the maximum size of
the backup set is 3 and minimum size of the backup set is
1). So the size of the 2nd parameter varies from 2 to 6 bytes.
The third parameter is the overlapping coverage area of the
best backup set of VSN v. It is also an integer number of size
2 bytes. The size of the request message consisting of these
three parameters (Size_RM) varies from 6 to 10 bytes.

The VSN v uses GPSR routing protocol to select a route for
sending the request message to the base station/(qth base sta-
tion) in APP_5/(APP_6). It also uses tunable MAC protocol
not to lose the request message due to collision by exploiting
CSMA/CA mechanism.

The base station/(qth base station) in APP_5 /(APP_6)
concatenates the three parameters of the request message
of VSN v to generate the kth request string. Let the kth

request string of VSN v is v/v2-v3-v4/95. Here, v is the id
of the requesting VSN. v2-v3-v4, separated by ‘‘-’’ are the
id of the VSNs in the best backup set of VSN v and so
the size of the best backup set of VSN v is 3. 95 is the %
of overlapping coverage of the best backup set of VSN v.
The three parameters of the request message of VSN v are
separated by ‘‘/’’ in the kth request string. ‘‘/’’ and ‘‘-‘‘are
stored as the character of one byte each. Therefore, the size
of the kth request string (Size_RS) is 14 bytes.
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Algorithm 1 ICGA

Input: request list (RL), |RL| the length of the request list,
base table (BT), a list (L).
Output: VSN v can be shut off or not.
Step 1: Begin
/*Initialization*/
Step 2: Arrange the request strings in RL in the
descending order of their overlapping coverage.
Step 3: Two consecutive request strings in RL having
same overlapping coverage are sorted in terms of
ascending order of the backup set size.
Step 4: j; count = 0; m = 1; |RL| = number of request
strings in RL.
/*Process starts*/
Step 5: Read the id of the requesting VSN as v from kth

request string.
Step 6: j = k
/*Searching and storing of the request
strings whose backup set contains the id
of v*/
Step 7: while j < |RL| do

j = j+ 1
Search for the id of v in the backup set of jth request
string in RL.
if found then

count = count + 1
Read the id of the requesting VSN from the jth

request string and store it in a list L[count].
end

end
/*Shutting off the VSN v and updating
RL*/

Step 8: if count ≤ 3 then
Send sleep message to VSN v and VSN v shuts off.
Search the VSN v by id in BT and Updates the value
of isVSNActive and isVSNDead of v to 0 and
0 respectively.
while m ≤ count do

Delete the request string from RL, whose VSN id
matches with that present in L[m].
m = m+ 1

end
|RL| = |RL| − count
Remove the request string for VSN v from RL.
|RL| = |RL| − 1
/*processing is completed for VSN v*/
Delete all the ids from the list L.

else
Remove the request string for VSN v from RL.
|RL| = |RL| − 1
Delete all the ids from the list L.

end
/*processing starts again with the next
available v in RL*/
Step 9: if RL > 1 then

go to Step 5.
else

Send sleep message to VSN v and VSN v shuts
off./*RL is exhausted*/
Search the VSN v by id in BT.
Update the value of isVSNActive and isVSNDead
of v to 0 and 0 respectively.
Remove the request string for VSN v from RL.

end
Step 10: End

FIGURE 8. A snapshot of request list at the base station.

FIGURE 9. A snapshot of request list at the base station.

The base station/(qth base station) observes δk as the time
delay between the generation of the kth request string and
the insertion of the (k-1)th request string in the request list.
The base station/(qth base station) computes the mean waiting
time (µk−1) and standard deviation (σk−1) after inserting the
(k-1)th request string in the request list. If δk ≤ (µk−1 +
C*σk−1)(value of C is 3 [29]) the base station/(qth base sta-
tion) inserts kth request string in the request list, calculatesµk

as
∑k

δk /(k-1), vark as (δk - µk ), σk as
√∑

(var2k /(k − 1))

and repeats the same steps of operation. Otherwise, the base

station/(qth base station) starts the execution of ICGA for the
processing of the (k-1) number of request strings from the
request list to identify a set of requesting VSNs in the target
area/(qth quadrant) to be shut off.
Processing of the kth Request String in the Request List

Using ICGA (Algorithm 1):
The processing of the kth request string in the request

list for identifying whether the VSN v can be shut off is
elaborated in this section. Fig. 8, Fig. 9 and Fig. 10 show
the three different request lists at the base station/(qth base
station) in APP_5/(APP_6). The kth request string is in the
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FIGURE 10. A snapshot of request list at the base station.

FIGURE 11. A snapshot of request list at the base station.

form v/v2-v3-v4/95, v/v5-v20/95 and v/v2-v3-v4/95 at the
base station/(qth base station) as shown in Fig. 8, Fig. 9 and
Fig. 10 respectively.

ICGA at the base station/(qth base station) arranges the
request strings in the request list in the descending order of
their overlapping coverage before starting the processing of
the kth request string. If two consecutive request strings in
the list have same overlapping coverage then they are sorted
in ascending order of the backup set size in the request string.

It is observed from Fig. 8 that the VSN v is present in the
backup set of VSN v2 and the overlapping coverage of the
backup set of VSN v (=95%) is greater than the overlapping
coverage of the backup set of VSN v2 (=90% as the list is
sorted). The base station/(qth base station) sends reply (sleep)
message to the VSN v so that the VSN v can shut itself
off and updates the value of isVSNActive and isVSNDead
Boolean variables in the record of VSN v in the base table to
0 and 0 respectively.

The sleep message consists of the id of the VSN v which
is an integer number and hence the size of the sleep mes-
sage (Size_id) is 2 bytes. As the VSN v goes into sleep
mode, the backup set of VSN v2 becomes invalid automat-
ically and so the base station/(qth base station) discards the
request string of the VSN v2 from the request list. The base
station/(qth base station) also removes the request string of
the VSN v from the request list as its processing is over. The
base station starts to process the request string of the VSN v3.
It is observed from Fig. 9 that VSN v is present in the

backup set of VSN v13, the overlapping coverage of the
backup set of VSN v is same as the overlapping coverage of
the backup set of VSN v13 and the size of the backup set of
VSN v is 2 whereas the size of the backup set of VSN v13
is 3.

The base station/(qth base station) prefers the small-sized
backup set and hence sends sleep message to the VSN v. The
VSN v goes into sleep mode. The base station/(qth base sta-
tion) removes the request string of VSN v from the request list
as its processing is over. As the VSN v goes into sleep mode
the backup set of VSN v13 becomes invalid automatically and
the base station/(qth base station) discards the request string
of VSN v13 from the request list. The base station starts to
process the request string of the VSN v3.
It has been assumed that the request message of VSN v

will not be processed or the VSN v can’t be shut off if VSN v
is present in the backup set of more than three VSNs. It can
be observed from Fig. 10 that the VSN v is present in the

backup set of VSN v2, v3, v4, v5. Hence the base station/
(qth base station) removes the request string of VSN v from
the request list without sending reply (sleep) message to it.
The base station/(qth base station) starts to process the request
string of v2.
In other cases, if VSN v is present in the backup set of less

than 4 number of VSNs, the base station/(qth base station)
sends sleepmessage to v and the VSN v goes into sleepmode.
Fig. 11 expresses this scenario. VSNv is present in the backup
set of v2, v3, v4. In this case, the VSN v goes into sleep mode,
the backup set of VSN v2, v3, v4 becomes invalid automat-
ically and so the base station/(qth base station) discards the
request string of the VSN v2, v3, v4 from the request list. The
base station/(qth base station) also discards the request string
of VSN v from the request list as its processing is over and
starts to process the request string of v5.
The base station/(qth base station) stops execution of ICGA

if the processing of request list is over. The duty cycling
sub-phase ends here. Algorithm ICGA for the processing of
the kth request string is described below.
Post Scheduling Scenario:
A set of VSNs is in sleep mode in the target area when

the base station/(all the four base stations) stop the exe-
cution of ICGA in APP_5/(APP_6). At this moment the
base station/(qth base station) calculates Tot_VSN, num-
ber of VSNs in inactive mode (say ϒ) and Active_VSN
(=(Tot_VSN - ϒ)) for the target area from the base table.
The base station/(qth base station) also calculates the per-
centage of area coverage (Per_ACoV) by Active_VSN in the
target area. The qth base station in APP_6 measures these
parameters for the target area by communicating with other
base stations. If (Per_ACoV< Thcoverage, the threshold value
of area coverage) the base station/(qth base station) stops
functioning of WVSN i.e. the base station stops collecting
data from WVSN. Considering VSN v is in active mode and
(Per_ACoV ≥ Thcoverage) the VSN v starts monitoring the
target area. Due to the constant dissipation of energy, it will
die after a period of time. While its energy is reduced to
the value which is a little more than zero, VSN v sends and
routes (using GPSR) dead message to its neighbours and the
base station/(qth base station) respectively. The dead message
consists of two parameters. The first parameter is the id of the
VSN v of size 16 bits. The second parameter is a Boolean
variable, isDead of size 1 bit. The value of the Boolean
variable is set as true when the VSN v is dead, otherwise false.
The size of the deadmessage consists of these two parameters
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(Size_D) is (16 + 1) bits i.e. 17 bits. After getting the
dead message from a VSN the base station/(qth base station)
searches the base table by the id of the VSN and updates the
values, isVSNActive and isVSNDead to 0 and 1 respectively
for the VSN v. Let a neighbour VSN of v (say v1) in the set
of ϒ gets a dead message from the VSN v. Let the VSN v is
also in the backup set of v1. So, the backup set of v1 becomes
dead as the VSN v is dead and the VSN v1 becomes awake.
This phenomenon takes place for all dead VSNs and as a
result, the sleeping VSNs belonging to ϒ become awake.
The base station/(qth base station) now searches records of
inactive VSNs (belonging to the set ϒ) in the base table
by observing the values of isVSNActive and isVSNDead set
as 0 and 0 respectively. The base station/(qth base station)
updates the values of isVSNActive and isVSNDead of these
VSNs to 1 and 0 respectively as they are active now.

When all the sleeping VSNs belonging to the set ϒ
become awake, the base station/(qth base station) again com-
putes Per_ACoV by (Tot_VSN - Active_VSN) number of
VSNs. If Per_ACoV is less than Thcoverage the base station
will stop functioning of WVSN at this moment. Otherwise,
Active_VSN will continue monitoring the target area until
they die due to a shortage of energy.

VI. EXISTING WORKS EX_1, EX_2 AND EX_3 IN
COMPARISON WITH APP_5 AND APP_6
In EX_1 duty cycling approach has been proposed where a
mixture of large percentage (60%) of static all-time active
VSN (ATVSN) and a small percentage (40%) of static
active/inactive VSN (AIVSN) is deployed randomly in the
target area. In all four approaches (APP_5, APP_6, EX_2,
EX_3) each VSN/(in EX_1 each AIVSN) executes neigh-
bour discovery phase, registration phase and scheduling
phase sequentially. Each ATVSN in EX_1 executes only the
neighbour discovery phase and the registration phase. In the
scheduling phase of (APP_5, APP_6, EX_2/EX_1), each
VSN/AIVSN has to undergo two sub-phases - backup set
computation and duty cycling. In the scheduling phase of
EX_3, each VSN has to undergo two sub-phases- redundancy
judgment and duty-cycling. The neighbour discovery phase,
registration phase and backup set computation sub-phase are
same for EX_1, EX_2, APP_5 and APP_6 as in all the
approaches same coverage model (3D directional coverage
model) of VSN has been used. EX_1 and EX_2 differ with
APP_5 and APP_6 in the duty cycling sub-phase. EX_3 dif-
fers from APP_5 and APP_6 in the registration phase and the
scheduling phase while in the neighbor discovery phase, they
are the same.

The duty cycling sub-phase of APP_5 and APP_6 is
handled in a centralized manner whereas the duty cycling
sub-phase of EX_1 and EX_2 is handled in a distributed
manner. In the duty cycling sub-phase of EX_1 less num-
ber of activity messages of size (Size_AM), 17 bits are
exchanged among AIVSNs. This reduces collision among
messages in EX_1 and as a result, more VSNs go into
sleep mode in EX_1 than in EX_2. Like base station(s) in

APP_5 and APP_6, there exists a coordinator VSN in EX_1,
EX_2 and EX_3. The coordinator VSN is a special kind of
VSN in EX_1, EX_2 and EX_3 with a larger processing
capability and storage space. The function of the coordinator
VSN is same as the base station in all phases except at
the duty cycling sub-phase. In the duty cycling sub-phase,
the base station/(qth base station) in APP_5/(APP_6) runs
ICGA which decides whether VSN should go into sleep
mode or stay awake in the target area/(qth quadrant). On the
other hand, in EX_1/EX_2 each AIVSN/VSN runs its own
algorithm and decides independently whether to stay active
or to go into sleep mode. Whenever an AIVSN/VSN in
EX_1/EX_2 goes into sleepmode it sends an activitymessage
to the coordinator VSN along with the neighbour VSNs to let
the coordinator VSN know its status. The coordinator VSN
updates the base table accordingly. At last in the post schedul-
ing scenario when a VSN in both EX_1 and EX_2 goes out of
energy, it sends a dead message to the coordinator VSN along
with the neighbour VSNs, and the coordinator VSN updates
its base table to reflect that the VSN is dead.

In EX_3 a hybrid (combination of distributed and central-
ized) duty-cycling mechanism based on grids is proposed.
The entire target area is divided into equal size square grids.
In EX_3, the target area of size (75m × 75m) is divided
into 25 equal sizes square grids each of size (15m × 15m).
In each grid, one of the VSNs is chosen as the group leader
by the coordinator VSN. In [2] usually the sensor having
the largest initial energy in a particular grid is selected as
the group leader for that grid. But in the upgraded version
of [2] i.e. in EX_3, VSN with the largest id in the grid is
selected as a group leader as the initial energy of all the
VSNs in EX_3 is considered as equal and sufficient enough
to be a group leader. In the registration phase, each VSN
in the target area sends its identification (id), position and
orientation to the coordinator VSN. Simultaneously, each
VSN in the qth grid sends its identification, position, number
of neighbors and residual energy to the group leader in the
qth grid. The coordinator VSN and the group leader of qth

grid insert such information in the base table and group leader
table respectively. The size of each record in the group leader
table (Size_Rec_GL) is (2×8+ 2×4× 8+ 2×8+ 4∗8)=
128 bits i.e. 16 bytes. In the redundancy judgment sub-phase,
each VSN calculates overlapping coverage by its neighbors
as stated in [2]. If the overlapping coverage of the VSN is
greater than and equal to Th_V, then the VSN is said to satisfy
the condition of redundant coverage. In the duty-cycling sub-
phase, the group leader in the qth grid calculates a weight
for each VSN including itself in the qth grid based on the
number of neighbor VSNs and residual energy of the VSN
as described in equation 3.1 of [2]. Then the group leader
in the qth grid inserts the weight of each VSN (including
itself) in the corresponding record of the VSN in the group
leader table. It then sorts the records of the group leader
table by the weights of VSNs in the descending order of
their values. The VSN with the largest weight is the first to
be judged its redundancy by the corresponding group leader.
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If the weights of two VSNs are the same, the VSN with the
larger id is judged for redundancy. After this, the VSN having
the second-largest weight is judged in the same manner.The
group leader in the qth grid sends sleep messages to the two
VSNs having the largest and second-largest weight in the
same grid. The VSNs receive the sleep messages from the
corresponding group leader and check whether they satisfy
the condition of redundant coverage. If any one of them or
both satisfy the condition of redundant coverage, the VSN or
both the VSNs go into sleep mode and broadcast the SAM
message [2] to their neighbors to indicate that the VSN(s)
have gone into sleep mode. If the group leader in the qth grid
itself has the highest weight and also satisfies the condition of
redundant coverage, then it goes into sleep mode, broadcast
the SAM message to its neighbors and also sends a sleep
message to the VSN having the second-largest weight. If a
VSN including the group leader in the qth grid doesn’t meet
the condition of redundant coverage then it stays awake.

VII. QUALITATIVE PERFORMANCE
The qualitative performance is evaluated in terms of com-
munication overhead (COMM_OH), computation overhead
(COMP_OH) and storage overhead (STO_OH) for the five
schemes (APP_5, APP_6, EX_1, EX_2 and EX_3). In the
worst case each VSN in the target area for APP_5, EX_1 and
EX_2/(qth) quadrant of the target area for APP_6)/qth grid
for EX_3 has (Tot_VSN-1) number of neighbour VSNs. The
maximum number of elements in the backup set of a VSN/(an
AIVSN) in APP_5, APP_6 and EX_2/(EX_1) is 3. The over-
heads are studied in the worst case for the target area/(per
quadrant) by considering Size_RM and Size_RS as 80 bits
and 112 bits respectively for APP_5 /(APP_6). The size of a
SAM message [2] (Size_SAM) in EX_3 is 17 bits.

COMM_OH: It is the summation of the communication
overhead in the neighbour discovery phase (COMM_OH1),
registration phase (COMM_OH2), backup set computa-
tion sub-phase (COMM_OH3) and duty cycling sub-phase
(COMM_OH5) for APP_5, APP_6, EX_1 and EX_2. It is the
summation of COMM_OH1, COMM_OH2, communication
overhead in redundancy judgment sub-phase (COMM_OH4)
and COMM_OH5 for EX_3.
COMM_OH1: In APP_5, APP_6, EX_2, EX_3 each

VSN sends a packet of size Size_Rec_NT bits whereas in
EX_1 each VSN sends mustActive Boolean variable of size
1 bit along with the packet of size Size_Rec_NT bits to its
(Tot_VSN-1) number of neighbours. Hence COMM_OH1 in
EX_1 is ((Size_Rec_NT + 1) * Tot_VSN * (Tot_VSN-1))
bits whereas in each of (APP_5, APP_6, EX_2 and EX_3)
the value is (Size_Rec_NT * Tot_VSN * (Tot_VSN-1)) bits.

COMM_OH2: In APP_5/(APP_6) each VSN in the target
area/(qth quadrant) sends a packet of size Size_Rec_NT bits
to the base station/(qth base station). In EX_2/EX_3 each
VSN sends the packet of size Size_Rec_NT, whereas in
EX_1 each VSN sends mustActive Boolean variable of
size 1 bit along with the packet of size Size_Rec_NT
bits to a coordinator VSN. In EX_3, each VSN in the

qth grid also sends a packet of size (Size_Rec_GL) bits
to the group leader in the qth grid. Hence COMM_OH2
in EX_1/(APP_5, APP_6, EX_2) is ((Size_Rec_NT +
1) * Tot_VSN)/(Size_Rec_NT * Tot_VSN) bits. Besides,
COMM_OH2 in EX_3 is (Size_Rec_NT*Tot_VSN) +
(Size_Rec_GL) * (Tot_VSN-1) bits.

COMM_OH3: In APP_5, APP_6, EX_1 and EX_2 no
message communication takes place among VSNs and hence
COMM_OH3 is 0 for all the four schemes.

COMM_OH4: In EX_3 no message communication takes
place among VSNs and hence COMM_OH4 is 0 for EX_3.

COMM_OH5: InAPP_5/(APP_6) eachVSN sends request
message of size Size_RM to the base station/(qth base
station). In response the base station/(qth base station)
sends sleep message of size Size_id. In EX_1/(EX_2)
AIVSN/(VSN) sends the activity message of size Size_AM
bits twice to its (Tot_VSN-1) number of neighbours. When
an AIVSN/VSN goes into sleep mode it also sends an
activity message to the coordinator VSN in EX_1/(EX_2).
The group leader in the qth grid in EX_3 sends two sleep
messages to the VSNs having largest and second largest
weight respectively and belonging to the same grid. The
VSNs broadcast SAM message of Size_SAM to its neigh-
bors if they satisfy the condition of redundant coverage.
When a VSN goes into sleep mode it also sends a SAM
message to the coordinator VSN in EX_3. Each VSN sends
dead message of size Size_D to its (Tot_VSN-1) number of
neighbours in APP_5, APP_6, EX_1, EX_2 and EX_3. Each
VSN also sends dead message to the base station/(qth base
station) in APP_5/(APP_6) and to the coordinator VSN in
EX_1, EX_2 and EX_3. Hence COMM_OH5 is (Size_RM) *
(Tot_VSN) + (Size_id) * (Tot_VSN-1) + (Size_D) *
Tot_VSN * (Tot_VSN-1) + (Size_D) * (Tot_VSN) for
APP_5/(APP_6) and 2 * (Size_AM) * 0.4 * Tot_VSN *
(Tot_VSN-1) + (Size_AM) * (0.4*Tot_VSN) + (Size_D) *
Tot_VSN * (Tot_VSN-1) + (Size_D) * (Tot_VSN) /
(2 * (Size_AM) * Tot_VSN * (Tot_VSN-1)) + (Size_AM)
* (Tot_VSN-1) + (Size_D) * Tot_VSN * (Tot_VSN-1) +
(Size_D) * (Tot_VSN)) bits for EX_1/(EX_2). COMM_OH5
is 2 * (Size_id) + (Size_SAM) * (Tot_VSN) * (Tot_VSN-
1) + (Size_SAM) * (Tot_VSN-1) + (Size_D) * Tot_VSN*
(Tot_VSN-1) + (Size_D) * (Tot_VSN) bits for EX_3.

STO_OH: It is the summation of the storage overhead
in the neighbour discovery phase (STO_OH1), registration
phase (STO_OH2), backup set computation sub-phase
(STO_OH3) and duty cycling sub-phase (STO_OH5) for
APP_5, APP_6, EX_1 and EX_2. It is the summa-
tion of STO_OH1, STO_OH2, storage overhead in redun-
dancy judgment sub-phase (STO_OH4) and STO_OH5 for
EX_3.

STO_OH1: In EX_1/(APP_5, APP_6, EX_2, EX_3) each
AIVSN/(VSN) stores Tot_VSN number of records each of
size Size_Rec_NT + 1/(Size_Rec_NT) bits in its neigh-
bour table. So STO_OH1 in EX_1/(APP_5, APP_6, EX_2,
EX_3) is (Size_Rec_ NT + 1) * 0.4 * Tot_VSN *
Tot_VSN/(Size_Rec_NT * Tot_VSN * Tot_VSN) bits.
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STO_OH2: In APP_5/(APP_6) the base station/(qth base
station) stores (Tot_Param + 2) number of parameters of
size (Size_Rec_NT + 2) bits in the base table. So STO_OH2
in APP_5/(APP_6) is (Size_Rec_NT + 2) * Tot_VSN
bits. In EX_1/(EX_2, EX_3) the coordinator VSN stores
(Tot_Param + 3)/(Tot_Param + 2) number of parameters of
size (Size_Rec_NT+ 3)/(Size_Rec_NT+ 2) bits in the base
table. In EX_3 the group leader in the qth grid stores four
parameters of size 128 bits in the group leader table for each
VSN. So STO_OH2 in EX_1/(EX_2) is (Size_Rec_NT + 3)
* Tot_VSN/(Size_Rec_NT + 2) * Tot_VSN bits. STO_OH2
in EX_3 is (Size_Rec_NT+ 2) * Tot_VSN+ 128*Tot_VSN
bits.

STO_OH3: In EX_1/(APP_5, APP_6, EX_2) AIVSN
v/(VSN v) stores all the backup sets in BS(v). Now BS(v)
contains Tot_VSN−1C1 number of sets of size 1, Tot_VSN−1C2
number of sets of size 2 and Tot_VSN−1C3 number of sets of
size 3. Tot_VSN−1C1, Tot_VSN−1C2 and Tot_VSN−1C3 number
of sets contain χ (= Tot_VSN−1C1 + 2 * Tot_VSN−1C2 + 3
* (Tot_VSN−1C3) number of ids, each of size Size_id bits.
So STO_OH3 in EX_1/(APP_5, APP_6, EX_2) is Size_id *
0.4 * Tot_VSN *χ /(Size_id * Tot_VSN * χ ) bits.

STO_OH4: In EX_3 each VSN including the group leader
in the qth grid calculates the percentage of overlapping cov-
erage by the neighbor VSNs and stores the overlapping
coverage in a variable. Therefore, STO_OH4 in EX_3 is
32*Tot_VSN bits.

STO_OH5: In APP_5/(APP_6) the base station/(qth base
station) stores Tot_VSN number of request strings each
of size Size_RS bits in the request list. So STO_OH5 in
APP_5/(APP_6) is Size_RS *Tot_VSNbits. In EX_1/(EX_2)
each AIVSN/(VSN) stores the ids of 0.4 * Tot_VSN-
1/(Tot_VSN-1) number of neighbour AIVSNs/(VSNs)
in an Activity list. In EX_3 the group leader in the
qth grid calculates a weight for each VSN includ-
ing itself in the grid and stores the weight (data type
float) in the group leader table as the fifth parame-
ter. So STO_OH5 in EX_1/(EX_2) is Size_id * (0.4 *
Tot_VSN-1) * 0.4 * Tot_VSN/(Size_id * Tot_VSN *
(Tot_VSN-1)) bits and STO_OH5 is 32*Tot_VSN bits
in EX_3.

COMP_OH: It is the summation of the computation
overhead in the neighbour discovery phase (COMP_OH1),
registration phase (COMP_OH2), backup set computa-
tion sub-phase (COMP_OH3) and duty cycling sub-phase
(COMP_OH5) for APP_5, APP_6, EX_1 and EX_2. It is
the summation of COMP_OH1, COMP_OH2, computation
overhead in redundancy judgment sub-phase (COMP_OH4)
and COMP_OH5 for EX_3.
COMP_OH1: Each VSN inserts Tot_VSN number of

records in its neighbour table in all the five schemes.
In APP_5, APP_6, EX_2 and EX_3, each record contains
Tot_Param number of parameters whereas in EX_1 each
record contains mustActive Boolean variable of size
1 bit along with Tot_Param number of parameters.
So COMP_OH1 in EX_1/(APP_5, APP_6, EX_2, EX_3)

is O((Tot_Param + 1) * Tot_VSN) / (O(Tot_Param *
Tot_VSN)) i.e. O(Tot_VSN).

COMP_OH2: The base station/(qth base station) inserts
Tot_VSN number of records in the base table in
APP_5/(APP_6). The coordinator VSN also inserts Tot_VSN
number of records in the base table in EX_1, EX_2 and
EX_3. The group leader in the qth grid inserts Tot_VSN
number of records where each record consists of four
parameters in the group leader table in EX_3. In APP_5,
APP_6, EX_2 and EX_3 each record in the base table
contains (Tot_Param + 2) number of parameters whereas
in EX_1 each record contains mustActive Boolean vari-
able of size 1 bit along with the (Tot_Param + 2) number
of parameters. So COMP_OH2 in EX_1/(APP_5, APP_6,
EX_2) is O((Tot_Param + 3) * Tot_VSN)/(O((Tot_Param +
2) * Tot_VSN)) i.e. O(Tot_VSN). COMP_OH2 in EX_3 is
O((Tot_Param + 2) * Tot_VSN) + O(4 * Tot_VSN) i.e.
O(Tot_VSN).

COMP_OH3: In EX_1/(APP_5, APP_6, EX_2) each
AIVSN/(VSN) computes set of backup sets by computing
(D12 X D34 X D99). Each of the three sets has (Tot_VSN-
1) number of ids of neighbour VSNs. So the computation
overhead to compute (D12 X D34 X D99) is O(Tot_VSN-1) *
O(Tot_VSN-1) * O(Tot_VSN-1). Now the set of backup sets
for each AIVSN/(VSN) in EX_1/(APP_5, APP_6, EX_2)
contains (Tot_VSN−1C1 +

Tot_VSN−1C2 +
Tot_VSN−1C1) =

(1/6) (Tot_VSN3
+ 5 * Tot_VSN) number of backup sets.

The computation overhead to sort all these backup sets is
O((Tot_VSN3)2). So COMP_OH3 for APP_5, APP_6, EX_1,
EX_2 is (O(Tot_VSN3) + O(Tot_VSN6)) = O(Tot_VSN6).
COMP_OH4: Each VSN in the qth grid calculates over-

lapping coverage by its neighbor VSNs. Each VSN has
(Tot_VSN-1) neighbor VSNs. The computation overhead to
check whether a neighbor VSN occupies a portion of the FoV
of the VSN is O(1). Therefore, the computation overhead
to calculate the portion of the area covered by (Tot_VSN-1)
neighbor VSNs is O(Tot_VSN).

COMP_OH5: In APP_5/(APP_6) the base station /(qth

base station) inserts Tot_VSN number of request strings in
the request list. It calculates µk−1, vark−1, σk−1 and (µk−1 +
3*σk−1) with computation overhead of (O(1)+O(2)+ . . .+
O(k-1)) i.e. O(k2) after inserting (k-1)th request string in
the request list. The overhead to compute µTot_VSN−1,
varTot_VSN−1, σTot_VSN−1 and (µTot_VSN−1 + 3 * σTot_VSN−1)
after the insertion of (Tot_VSN − 1)th request string in the
request list is O(Tot_VSN2) and hence, the computation over-
head to insert Tot_VSN number of request strings in the
request list is O(Tot_VSN2) * O(Tot_VSN)=O(Tot_VSN3).
ICGA runs bubble sort to sort Tot_VSN number of request
strings with computation overhead O(Tot_VSN2). ICGA
reads the id of the requesting VSN from a request string and
searches this id in the backup set of (Tot_VSN-1) number of
request strings in the request list with computation overhead
O(Tot_VSN-1) = O(Tot_VSN). Therefore, the computation
overhead to process Tot_VSN number of request strings is O
(Tot_VSN) * O(Tot_VSN)=O(Tot_VSN2). So COMP_OH5
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in APP_5/(APP_6) is (O(Tot_VSN3) + O(Tot_VSN2) +
O(Tot_VSN2)) = O(Tot_VSN3).
In EX_1/(EX_2) the set of backup sets for each

AIVSN/(VSN) contains (Tot_VSN−1C1 +
Tot_VSN−1C2 +

Tot_VSN−1C3) number of sets sorted in the non-increasing
order of overlapping coverage. The computation overhead
to select the best backup set from these sets is O(1).
In EX_1 each AIVSN reads the id of VSNs from its best
backup set (maximum size 3) and determines the type of these
VSNs by searching (Tot_VSN - 1) number of records in the
neighbour table with computation overhead O(3 * Tot_VSN)
i.e. O(Tot_VSN). If the type of these VSNs is AIVSN the
Activity list consisting of (0.4 * Tot_VSN-1) number of
neighbour AIVSNs is searched to know whether the ids of
these AIVSNs are present in the Activity list or not with com-
putation overhead O(Tot_VSN). In EX_2 each VSN reads the
id of VSNs from its best backup set and searches the Activity
list to know whether these ids are present in the Activity
list or not with computation overhead O(Tot_VSN). The
AIVSN/VSN v in EX_1/EX_2 tries with the next best backup
set if the ids of these AIVSNs/VSNs in the current best
backup set are not present in the Activity list. So COMP_OH5
in EX_1/(EX_2) is O(Tot_VSN3) * {O(Tot_VSN) *
O(Tot_VSN)}/O(Tot_VSN3) * O(Tot_VSN) = O(Tot_
VSN5)/O(Tot_VSN4).
In EX_3, the group leader in the qth grid reads the number

of neighbor VSNs and the residual energy from each record
in the group leader table to calculate a weight and to insert
this weight as fifth attribute in the record. The computation
overhead to read the number of neighbor VSNs and residual
energy, to calculate weight and to insert weight in Tot_VSN
number of records is O(1) * O(Tot_VSN) i.e. O(Tot_VSN).
Lastly, the group leader sorts the group leader table by the
value of weight parameter in the descending order with com-
putation overhead of O(Tot_VSN2).
COMP_OH in APP_5/(APP_6) is O(Tot_VSN) +

O(Tot_VSN) + O(Tot_VSN6) + O(Tot_VSN3) = O(Tot_
VSN6). COMP_OH in EX_1 / EX_2 is O(Tot_VSN) +
O(Tot_VSN) + O(Tot_VSN6) + O(Tot_VSN5)/O(Tot_
VSN) + O(Tot_VSN) + O(Tot_VSN6) + O(Tot_VSN4) =
O(Tot_VSN6). COMP_OH in EX_3 is O(Tot_VSN) +
O(Tot_VSN) + O(Tot_VSN) + O(Tot_VSN2) = O(Tot_
VSN2).
Therefore, COMP_OH (computational overhead) is the

same and O(Tot_VSN6) for all the four schemes (APP_5,
APP_6, EX_1 and EX_2). COMP_OH is least in EX_3.

COMM_OH and STO_OH for the five schemes are calcu-
lated and shown in TABLE 3 and TABLE 4 respectively when
Tot_VSN is 70 and 100.

It is observed from TABLE 3 and TABLE 4 that
COMM_OH is the same for APP_5 andAPP_6 and highest in
EX_2. COMM_OH of EX_1 is lesser than EX_2 and EX_3.
COMM_OH is least in APP_5 and APP_6. It is also observed
from TABLE 3 and TABLE 4 that STO_OH is the same for
APP_5 and APP_6. STO_OH of EX_1 is lesser than that of
APP_5, APP_6 and EX_2. STO_OH of APP_5 and APP_6 is

TABLE 3. Comparative study of COMM_OH and STO_OH among APP_5,
APP_6, EX_1, EX_2 and EX_3 for Tot_VSN = 70.

TABLE 4. Comparative study of COMM_OH and STO_OH among APP_5,
APP_6, EX_1, EX_2 and EX_3 for Tot_VSN = 100.

slightly less than EX_2. STO_OH is the minimum in
EX_3.

VIII. QUANTITATIVE PERFORMANCE
Both APP_5 and APP_6 are simulated using OMNET++
castalia simulator [30]. WVSN-v4 framework [31] is used to
support the modelling of video sensor coverage. It contains a
simulation model of WVSN. TABLE 5, TABLE 6, TABLE 7
and TABLE 8 summarize the basic simulation environment,
a simulation environment for energy consumption, tunable
MAC parameters and GPSR protocol parameters respectively
for APP_5 and APP_6. The layout of VSN adopted in the
present work is shown in Fig. 12.

TABLE 5. The basic experimental parameters for APP_5 and APP_6.
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TABLE 6. The experimental parameters for energy consumption in
APP_5 and APP_6.

TABLE 7. Tunable MAC parameters for APP_5 and APP_6.

TABLE 8. GPSR protocol parameters for APP_5 and APP_6.

FIGURE 12. The layout of the VSN (source: [32]).

A. CONJECTURE
50% of total area coverage as well as 30 m. communication
range in APP_5/(APP_6) ensures the connectivity of VSNs
among themselves in APP_5/(APP_6).

Lemma 1 and Lemma 2 in [33] have proved that a set
of Wireless Sensor Nodes (WSNs) in a finite area can be
represented as a Poisson point process or simply Poisson pro-
cess. Philips et al. [34] considered a geometric random graph
model of a wireless packet radio network with a Poisson

process ofWSNswithin a finite but large area of size A. It was
also conjectured that for the communication range Rc =√
((1+ ε)lnA/(πλ)) the network remains surely connected

where λ is the number of WSNs (including the base station)
per unit area and A is the size of the area.

It has been observed by extensive simulation that (i) in
APP_5,minimum25VSNs each having 23.8m sensing range
need to stay active in the target area of size 75m × 75m to
obtain 50% Per_ACoV of the target area and (ii) in APP_6
minimum 6 VSNs each having 23.8 m sensing range need to
stay active in each quadrant of size 37.5m × 37.5m to get
50% Per_ACoV of the target area.

Considering the value of ε as 0.3, the communication range
Rc is calculated both for APP_5 and APP_6. For APP_5,
the minimum number of active VSNs is 26 (including base
station) in the area of size 75 × 75 sq.m. and the value of λ
is 26/(75 × 75) VSNs per sq. m. For APP_6, the minimum
number of active VSNs is 7 (including the base station) in
the area of size (37.5 × 37.5) sq.m. and the value of λ is
7/(37.5× 37.5) VSNs per sq.m.

Putting the value of ε, A and λ in APP_5 and APP_6,
the value of Rc is obtained as 27.78 m and 24.73 m respec-
tively which ensures connectivity of the network.

In the proposed work, the value of Rc = 30 m, which obvi-
ously satisfies the connectivity among VSNs in the network
both for APP_5 and APP_6 associated with 50% Per_ACoV.

B. SIMULATION METRIC
The quantitative performance of APP_5/(APP_6) is stud-
ied on the basis of Active_VSN, total energy consumption
(EnergyTot ) in Joule, residual energy (EnergyRes) in Joule,
network lifetime in seconds, Per_ACoV (in percentage) in
the target area and Delay in seconds (delay in executing the
neighbour discovery phase, registration phase and scheduling
phase by all VSNs in the target area) versus node density
and simulation time in seconds after random deployment of
VSNs. Node density is the total number of nodes (Tot_VSN)
already deployed in the target area. At any time t, EnergyTot
is measured using equation 8 and EnergyRes is the resid-
ual energy of Active_VSN and is measured as (Total Ini-
tial Energy of VSNs - EnergyTot ). Per_ACoV is measured
using equation 9. Network lifetime is the time duration after
which Per_ACoV falls below a predefined threshold value
(Thcoverage) [35], [36] from the time of deployment of VSNs.
Ten simulation experiments are conducted for comparing

the performance of APP_5 and APP_6 with EX_1, EX_2,
EX_3 and Initial_Ran. Initial_Ran indicates the situation
after the initial random deployment of VSNs when all VSNs
are active. The first five simulation experiments have been
conducted for the duration (0-700) s. The last five simulation
experiments have been conducted for the duration (0-1500) s.

C. SIMULATION RESULT AND PERFORMANCE
EVALUATION
In this subsection variation of Active_VSN, EnergyTot ,
EnergyRes, Per_ACoV, Delay and network lifetime are
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observed with increase in node density first and then the
variation of Active_VSN, Per_ACoV, EnergyTot , EnergyRes
are observed with increase in simulation time.

1) VARIATION OF ACTIVE_VSN WITH NODE DENSITY
Fig. 13 shows the plot of Active_VSN vs. node density for
Initial_Ran, APP_5, APP_6, EX_1, EX_2 and EX_3.

FIGURE 13. Active_VSN vs node density.

Observation From Fig. 13: Active_VSN increases with
node density for all the six schemes (Initial_Ran, APP_5,
APP_6, EX_1, EX_2, EX_3). Active_VSN is highest for
Initial_Ran and least for APP_6. APP_5 produces a lesser
value than that produced by both EX_1 and EX_2, whereas
the value of Active_VSN in EX_1 is lesser than that of EX_2.
Active_VSN for EX_3 is less compared to that for EX_1 and
EX_2 but Active_VSN for EX_3 is always greater than that
for APP_6. Again, Active_VSN for APP_5 is less compared
to EX_3 when node density is greater than 100.

2) VARIATION OF ENERGYTot WITH NODE DENSITY
Fig. 14 shows the variation of EnergyTot vs. node density
for Initial_Ran, APP_5, APP_6, EX_1, EX_2 and EX_3.
EnergyTot in Fig. 14 is measured using basic simulation
settings for the OMNET++ Castalia simulator and WVSN
framework.

FIGURE 14. EnergyTot vs node density.

Observation From Fig. 14: EnergyTot increases with node
density for all six schemes. EnergyTot is least in APP_6 and
highest in Initial_Ran, and EnergyTot is lesser in APP_5 than
both in EX_1 and EX_2. EnergyTot for EX_1 is lesser than for
EX_2. EnergyTot is lesser in APP_5 than in EX_3 for the node

density greater than 100 whereas EnergyTot in EX_3 is lesser
than both in EX_1 and EX_2. The differences in the value of
Active_VSN among the different schemes as observed from
Fig. 13 causes such variation in EnergyTot among the six
schemes.

3) VARIATION OF ENERGYRes WITH NODE DENSITY
Fig. 15 shows the plot of EnergyRes vs. node density for
Initial_Ran, APP_5, APP_6, EX_1, EX_2 and EX_3.

FIGURE 15. EnergyRes vs node density.

Observation From Fig. 15: EnergyRes increases with node
density for all six schemes. EnergyRes is least in Initial_Ran,
highest in APP_6, less in EX_1 and EX_2 than in APP_5 and
EX_3, less in EX_3 than in APP_5 for node density greater
than 100 and less in EX_2 than in EX_1. The difference in
Active_VSN as observed from Fig. 13 causes such variation
in EnergyRes among the six schemes.

4) VARIATION OF Per_ACoV WITH NODE DENSITY
Fig. 16 shows the plot of Per_ACoV vs. node density for
Initial_Ran, APP_5, APP_6, EX_1, EX_2 and EX_3.
Observation From Fig. 16: Per_ACoV increases with node

density for all the six schemes. Per_ACoV is the highest for
Initial_Ran as all VSNs in the target area are active and lowest
in APP_6 due to the least value of Active_VSN associated
with it. Per_ACoV is lesser in APP_5 than EX_1 and EX_2,
lesser in APP_5 than EX_3 for node density greater than 100,
lesser in EX_3 than EX_1 and EX_2, lesser in EX_1 than
in EX_2 and also higher in APP_5 than in APP_6. The
difference in Active_VSN as observed from Fig. 13 causes
such variation in Per_ACoV among the six schemes.

5) VARIATION OF DELAY WITH NODE DENSITY
Fig. 17 shows the plot of Delay vs. node density for APP_5,
APP_6, EX_1, EX_2 and EX_3.
Observation From Fig. 17: Delay is least in EX_1 and

highest in APP_5, less in EX_2 than in APP_5 and APP_6,
greater in EX_3 than in EX_1 and EX_2. This variation of
Delay is explained in the experimental analysis [Section 10].

6) VARIATION OF NETWORK LIFETIME WITH NODE DENSITY
Fig. 18 shows the plot of network lifetime vs. node density
for Initial_Ran, APP_5, APP_6, EX_1, EX_2 and EX_3.
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FIGURE 16. Per_ACoV vs node density.

FIGURE 17. Delay vs node density.

FIGURE 18. Network lifetime vs node density.

Observation From Fig. 18: Network lifetime is least in
Initial_Ran, EX_1, EX_2 and EX_3 (770 s) for all node
density and highest in APP_6 (1500 s) from node density 100.
It is lesser in APP_5 than in APP_6 for all node densities
except node density 120 and 150.

7) VARIATION OF ACTIVE_VSN WITH SIMULATION TIME
Fig. 19 and Fig. 20 show the plot of Active_VSN vs. simula-
tion time for Initial_Ran, APP_5, APP_6, EX_1, EX_2 and
EX_3 when the node density is 120 and 150 respectively.
Observation From Fig. 19 and Fig. 20: Active_VSN is

lowest in APP_6, maximum in Initial_Ran, less in APP_5,
EX_3 than in both EX_1 and EX_2, less in APP_5 than
EX_3 and less in EX_1 than in EX_2 during the simulation
time 0 to 760 s when node density is 120 and 150 respectively.

FIGURE 19. Active_VSN vs simulation time (node density = 120).

FIGURE 20. Active_VSN vs simulation time (node density = 150).

There is a sudden drop of Active_VSN at 770 s for both
APP_5, APP_6 as observed from Fig. 19 and Fig. 20. This
happens because the energy of all active VSNs gets exhausted
at a time of 760 s. As soon as these active VSNs die,
Active_VSNnew (=Tot_VSN-Active_VSN) number of VSNs
becomes active at that time which implies that the size
of Active_VSNnew is less than that of Active_VSN. From
Fig. 19 and Fig. 20, it is also observed that Active_VSNnew is
highest in APP_6.

The base station(s) stops functioning of WVSN at simula-
tion time 770 s for Initial_Ran, EX_1, EX_2 and EX_3 when
node density is 120 (Fig. 19) and 150 (Fig. 20) respectively.
The reason behind this is explored in our next investigation
where the variation of Per_ACoV with simulation time has
been observed. At simulation time 1500 s, no VSN is alive
due to shortage of energy in both APP_5, APP_6 when node
density is 120 (Fig. 19) and 150(Fig. 20) respectively.

8) VARIATION OF Per_ACoV WITH SIMULATION TIME
Fig. 21 and Fig. 22 show the plot of Per_ACoV vs. simula-
tion time for Initial_Ran, APP_5, APP_6, EX_1, EX_2 and
EX_3 when the node density is 120 and 150 respectively.
Observation From Fig. 21 and Fig. 22: Per_ACoV by

Active_VSN is highest in Initial_Ran, lowest in APP_6,
less in APP_5 than in EX_1, EX_2 and EX_3, less in
EX_3 than in EX_1 and EX_2 and less in EX_1 than in
EX_2 during the simulation time 0 to 760 s. It is also
observed from Fig. 21 and Fig. 22 that Per_ACoV is highest
in APP_6 when Active_VSNnew becomes active. Per_ACoV
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FIGURE 21. Per_ACoV vs simulation time (node density = 120).

FIGURE 22. Per_ACoV vs simulation time (node density = 150).

byActive_VSNnew becomes less than Thcoverage at simulation
time (t= 770 s) for Initial_Ran, EX_1, EX_2 and EX_3when
node density is 120 (Fig. 21) and 150 (Fig. 22) respectively.
So, the network lifetime is 770 s for Initial_Ran, EX_1,
EX_2 and EX_3 when node density is 120 (Fig. 21) and
150 (Fig. 22) respectively. A sudden drop in Per_ACoV is
observed to happen at 770 s both for APP_5 and APP_6 in
Fig. 21 and Fig. 22 which can be explained easily by using
Fig. 19 and Fig. 20 respectively. At simulation time t =
1500 s, no VSN is alive and hence Per_ACoV becomes
zero for both node densities. Therefore, network lifetime is
(1500-0) s i.e. 1500 s for both APP_5 and APP_6 when node
density is 120 (which is also visible in Fig. 19 and Fig. 20).

9) VARIATION OF ENERGYTot WITH SIMULATION TIME
Fig. 23 and Fig. 24 show the plot of the variation of EnergyTot
vs. simulation time while WVSN remains functioning for

FIGURE 23. EnergyTot vs simulation time (node density = 120).

FIGURE 24. EnergyTot vs simulation time (node density = 150).

Initial_Ran, APP_5, APP_6, EX_1, EX_2 and EX_3 when
the node density is 120 and 150 respectively.
Observation From Fig. 23 and Fig. 24: EnergyTot is high-

est in Initial_Ran, lowest in APP_6, less in APP_5 than
EX_1, EX_2 and EX_3, less in EX_3 than EX_1, EX_2 and
less in EX_1 than in EX_2 during the simulation time
0 to 760 s. At simulation time 770 s, WVSN stopped
functioning for Initial_Ran, EX_1, EX_2 and EX_3 for node
density 120 (Fig. 23) and 150 (Fig. 24) respectively since
Per_ACoV becomes less than Thcoverage, as already observed
in Fig. 21 and Fig. 22 respectively. At t = 1500 s all active
VSNs die for both APP_5 and APP_6 at node density 120
(Fig. 23) and 150 (Fig. 24) respectively. It is also clear
from Fig. 23 and Fig. 24 that EnergyTot in APP_6 is always
less than that in APP_5 up to 1490 s respectively. At t =
1500 s, EnergyTot becomes identical for APP_5 and APP_6
(Fig. 23 and Fig. 24). The difference existing in Active_VSN
as observed in Fig. 19 and Fig. 20 causes such variation
of EnergyTot . EnergyTot at any time t is calculated as the
total energy consumed by Active_VSN from the time 0 to t.
EnergyTot is not considered further for any scheme when
WVSN stopped its functioning due to the absence of adequate
value of Per_ACoV by Active_VSN.

10) VARIATION OF ENERGYRes WITH SIMULATION TIME
Fig. 25 and Fig. 26 show the plot for variation of EnergyRes
vs. simulation time for Initial_Ran, APP_5, APP_6, EX_1,

FIGURE 25. EnergyRes vs simulation time (node density = 120).
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FIGURE 26. EnergyRes vs simulation time (node density = 150).

EX_2 and EX_3 when the node density is 120 and
150 respectively.
Observation From Fig. 25 and Fig. 26: EnergyRes is lowest

in Initial_Ran, highest in APP_6, greater in APP_5 than
EX_1, EX_2 and EX_3, greater in EX_3 than EX_1,
EX_2 and greater in EX_1 than in EX_2 during the
simulation time 0 to 760 s. From Fig. 25 and Fig. 26 it is also
clear that EnergyRes in APP_6 is greater than in APP_5 up to
1490 sec. At 1500 sec all active VSNs die both for APP_5 and
APP_6 (Fig. 25, Fig. 26) and therefore, at that time EnergyRes
becomes zero for both the approaches (Fig. 25 and Fig. 26).
The difference in Active_VSN as observed from Fig. 19 and
Fig. 20 causes such variation of EnergyRes.

IX. PERFORMANCE OF APP_5 AND APP_6:
OBSERVATION
It has been observed that EX_3 produces a better
result (lesser) than that of (EX_1, EX_2) in terms of energy
consumption. In terms of percentage of area coverage,
EX_2 shows the best result among these three existing
works. Between APP_5 and APP_6, Active_VSN is lesser in
APP_6 compared to APP_5. APP_5 and APP_6 are able to
reduce energy consumption by 6.98% and 18.6% respectively
from the existing best approach EX_3 (in terms of energy
consumption) for 150 deployed VSNs over the target area.
Reducing the number of active VSNs helps decrease energy
consumption at the expense of reduced area coverage. For
the same node density, both APP_5 and APP_6 lose a little
amount of area coverage (i.e. 0.93% and 0.95%) than the
existing better approach EX_2 (in terms of percentage of
area coverage). Both APP_5 and APP_6 have the same
communication overhead. Both of them show better results
by 3.19%/7.83%/(4.25%) from EX_1/EX_2/(EX_3) in terms
of communication overhead for 100 deployed VSNs on the
same target area. Finally, APP_6 clearly reveals its superiority
in terms of reduced energy consumption (11.97%) than that
of APP_5while losing a very little percentage (0.02%) of area
coverage.

X. EXPERIMENTAL ANALYSIS
In the duty cycling sub-phase, every VSN sends an activity
message to its neighbour VSNs twice. The transmission and
reception of such activity messages maintain no order. This
results in a collision among messages and hence loss in

messages. As a result, a lot of VSNs in the target area can’t
go into sleep mode despite having an eligible backup set.
The communication overhead in the duty-cycling sub-phase
is highest in EX_2 for all node densities. Therefore, message
loss due to collision is highest in EX_2 and this also results
in the highest Active_VSN (Fig. 13), EnergyTot (Fig. 14) and
Per_ACoV (Fig. 16) and lowest EnergyRes (Fig. 15) among
all the five approaches (APP_5, APP_6, EX_1, EX_2 and
EX_3). EX_2, EX_3 do not have any collision control mech-
anism whereas, in EX_1, collision among the activity mes-
sages have been controlled to some extent by generating a
fewer number of activity messages.

In APP_5 and APP_6, the protocol tunable MAC employs
CSMA/CA which helps reduce collision to a great extent
among messages and hence loss in messages. As a result,
the base station receives most of the request messages
from VSNs and sends a sleep message for turning off a
large number of VSNs having an eligible backup set. This
results in a huge reduction of Active_VSN (Fig. 13) and
EnergyTot (Fig. 14) resulting in a great enhancement of
EnergyRes (Fig. 15) and network lifetime (Fig. 18) both in
APP_5 and APP_6 compared to EX_1 whereas EX_1 per-
forms in the same manner in all those aspects with EX_2.
In EX_3, the VSN with the largest weight and the VSN
with the second-largest weight get a sleep message from
the corresponding group leader in a particular grid. The
VSNs broadcast SAMmessage to their corresponding neigh-
bours after receiving sleep messages. Although sleep mes-
sages don’t interfere with the other sleep messages across
the grids in the target area, they interfere with the SAM
messages. It results in a loss of sleep message. The mes-
sage (sleep) loss due to collision increases as the number
of VSNs increases in the target area. A lot of VSNs having
the largest or second-largest weight in several grids don’t
get sleep messages from their corresponding group leader.
As a result, those VSNs stay awake despite fulfilling the
condition of redundant coverage. This increases Active_VSN
(Fig. 13), EnergyTot (Fig. 14) and Per_ACoV (Fig. 16) and
decreases EnergyRes (Fig. 15) and network lifetime (Fig. 18)
in EX_3 compared to APP_6 and APP_5 (for node density
greater than 100). In APP_5, request messages from all the
VSNs are handled by a single base station. Any message
sending/receiving event with the base station happens in a
multi-hop based path. Request messages from most of the
VSNs may not reach the base station owing to traffic con-
gestion as the number of routes is limited when node den-
sity is low. This increases Active_VSN (Fig. 13), EnergyTot
(Fig. 14) and Per_ACoV (Fig. 16) and decreases EnergyRes
(Fig. 15) in APP_5 compared to EX_3 (for node density
less than equal to 100). In EX_1, each AIVSN broadcasts
activity messages to its neighbours. Unlike sleep messages,
activity messages interfere with each other over the target
area resulting in the loss of a lot of activity messages in com-
parison to the loss of sleep messages in EX_3. Besides, only
AIVSNs (40% of Tot_VSN) participate in the duty cycling in
EX_1 while the maximum of 50 VSNs (which is greater in
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number than 40% of Tot_VSN up to node density 120) can
be shut off in the target area divided into 25 grids in EX_3.
These facts cause more reduction in Active_VSN (Fig. 13),
EnergyTot (Fig. 14), Per_ACoV (Fig. 16) and increase in
EnergyRes (Fig. 15) in EX_3 than EX_1.
In APP_6, the VSN in the qth quadrant sends the request

message to the qth base station where the length of the com-
munication path from the VSN to the qth base station is lesser
than the length of the communication path from the VSN
to the base station in APP_5. This further reduces message
loss while transmitting in APP_6. More request messages in
the qth base station promote more VSNs to be shut off by
the qth base station. This reduces Active_VSN (Fig. 13) and
hence EnergyTot by the Active_VSN (Fig. 14) in APP_6 than
in APP_5. This also enhances EnergyRes (Fig. 15) and net-
work lifetime (Fig. 18) and reduces Per_ACoV (Fig. 16) in
APP_6 more than APP_5.

Active_VSN for the approaches EX_1, EX_2, EX_3,
APP_5, APP_6 die out of energy at the same time (770 s)
for all node densities because they all have equal initial
energy and have been deployed almost at the same time in
the target area. Active_VSN for EX_1, EX_2 and EX_3 is
very high and lower than Initial_Ran. As Active_VSN die
at time 770 s, VSNs of size Active_VSNnew (=Tot_VSN-
Active_VSN) wake up almost at the same time also. But,
Per_ACoV by Active_VSNnew number of VSNs, (which is
quite small enough in size in EX_1, EX_2 and EX_3) falls
below the threshold value Thcoverage at 770 s for all node den-
sities. The network lifetime of both EX_1, EX_2 and EX_3 is
equal to 770 s (same as for Initial_Ran) (Fig. 18). For smaller
node density (<=100), Per_ACoV by Active_VSNnew for
APP_5 also falls below the threshold value Thcoverage at
the same time and the network lifetime of APP_5 becomes
770 s (Fig. 18). As node density increases to 120, Per_ACoV
value by Active_VSNnew for APP_5 becomes greater than
Thcoverage (Fig. 21 and Fig. 22) and Active_VSNnew number
of VSNs remain active up to 1500 s (Fig. 19 and Fig. 20).
The value of Per_ACoV by Active_VSNnew is higher in
APP_6 compared to in APP_5 (Fig. 21 and Fig. 22) since
a higher number of VSNs are active in APP_6 than in APP_5
(Fig. 19 and Fig. 20). Active_VSNnew both in APP_5 and
APP_6 die at the same time 1500 s because they all have
equal initial energy and are awake at the same time t = 770 s
(Fig. 19 and Fig. 20).

Both in APP_5 and APP_6, VSNs send the request mes-
sage to the base station through a multihop path in WVSN.
Each VSN uses GPSR routing protocol with tunableMAC
while routing request messages. But, (i) in EX_1 and EX_2,
any message sending/receiving event is of a single hop in
nature and the processing of messages for each VSN is
based on some stored information in the VSN itself (local
information). (ii) In EX_3, any message sending/receiving
event among VSNs and between the group leader and the
VSNs in a particular grid is single hop in nature. This
reduces delay in EX_1, EX_2 and EX_3 than APP_5 and
APP_6 as observed from Fig. 17. As four base stations work

simultaneously in APP_6 and any communication from a
VSN to the corresponding base station requires fewer hops
than in APP_5, the delay incurred in APP_6 is less than that
in APP_5 (Fig. 17). Delay in EX_3 is slightly larger than
EX_1 and EX_2 as in the registration phase of EX_3, there
is an additional communication between VSNs of each grid
with the group leader of that grid (Fig. 17).

XI. CONCLUSION
Two advanced approaches, APP_5 andAPP_6 have been pro-
posed in this paper to reduce energy consumption by reduc-
ing the number of active VSNs while maintaining the area
coverage above some threshold level so as to ensure network
connectivity in a disaster-hit area with randomly deployed
VSNs. Message loss due to collision in the duty cycling
sub-phase within the target area keeps more number of
VSNs awake. This collision among messages in APP_5 and
APP_6 has been reduced by using tunable MAC proto-
col which employs carrier sense multiple accesses/collision
avoidance techniques while routing messages to the base
station. APP_5 and APP_6 are compared with three existing
approaches EX_1, EX_2 and EX_3 which show clear supe-
riority to them. APP_6 is most efficient in terms of energy
consumption and network lifetime.

In future, a new methodology will be developed to reduce
energy consumption and to increase the network lifetime of
the WVSN in presence of 3D obstacles.
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