IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received July 6, 2021, accepted August 4, 2021, date of publication September 3, 2021, date of current version September 15, 2021.

Digital Object Identifier 10.1109/ACCESS.2021.3110246

Heuristic Strategies for NFV-Enabled Renewable
and Non-Renewable Energy Management

in the Future loT World

CHRISTIAN TIPANTUNA12, (Member, IEEE), XAVIER HESSELBACH 2, (Senior Member, IEEE),

AND WALTER UNGER?

lDepa.nmem of Electronics, Telecommunications and Computer Networks, Escuela Politécnica Nacional, Quito 170517, Ecuador
2Department of Network Engineering, Universitat Politécnica de Catalunya, 08034 Barcelona, Spain

3Department of Computer Science, RWTH Aachen University, 52056 Aachen, Germany

Corresponding author: Christian Tipantufia (christian.jose.tipantuna@upc.edu)

This work was supported by the Ministerio de Ciencia e Innovacién of the Spanish Government under Project PID2019-108713RB-C51.
The work of Christian Tipantufia was supported in part by the Escuela Politécnica Nacional and in part by Secretaria de Educacion

Superior, Ciencia, Tecnologia e Innovacién (SENESCYT).

ABSTRACT The ever-growing energy demand and the CO, emissions caused by energy production and
consumption have become critical concerns worldwide and drive new energy management and consumption
schemes. In this regard, energy systems that promote green energy, customer-side participation enabled by
the Internet of Things (IoT) technologies, and adaptive consumption mechanisms implemented on advanced
communications technologies such as the Network Function Virtualization (NFV) emerge as sustainable
and de-carbonized alternatives. On these modern schemes, diverse management algorithmic solutions can
be deployed to promote the interaction between generation and consumption sides and optimize the use
of available energy either from renewable or non-renewable sources. However, existing literature shows
that management solutions considering features such as the dynamic nature of renewable energy generation,
prioritization in energy provisioning if needed, and time-shifting capabilities to adapt the workloads to energy
availability present a complexity NP-Hard. This condition imposes limits on applicability to a small number
of energy demands or time-shifting values. Therefore, faster and less complex adaptive energy management
approaches are needed. To meet these requirements, this paper proposes three heuristic strategies: a greedy
strategy (GreedyTs), a genetic-algorithm-based solution (GATs), and a dynamic programming approach
(DPTs) that, when deployed at the NFV domain, seeks the best possible scheduling of demands that lead
to efficient energy utilization. The performance of the algorithmic strategies is validated through extensive
simulations in several scenarios, demonstrating improvements in energy consumption and processing of
demands. Additionally, simulation results reveal that the heuristic approaches produce high-quality solutions
close to the optimal while executing among two and seven orders of magnitude faster and with applicability
to scenarios with thousands and hundreds of thousands of energy demands.

INDEX TERMS Energy efficiency, energy management, demand response, NFV, IoT, power consumption,
workload scheduling, genetic algorithm, greedy algorithm, dynamic programming, renewable energy.

I. INTRODUCTION

Traditionally, worldwide energy provisioning has been
dominated by fossil fuels such as petroleum, coal, and natural
gas, resulting in an increase in CO; emissions and global
warming [1]. In the near future, this dependence could
potentially lead to an energy crisis due to the risk of depleting
fossil fuels, the infeasibility of meeting the ever-growing
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energy demand, the increased cost of energy production, and
the high impact on climate and the environment. To ensure
human society’s development, a zero-carbon alternative is
the use of green energy from renewable energy sources, like
solar or wind, into the world energy matrix. It is conjectured
that more than 50% of projected global energy needs can
be satisfied by utilizing the Earth’s green energy [2]. Then,
the evolution toward ecosystems completely powered by
renewable energy is seen as a very promising approach to
tackle sustainability issues and reduce the carbon footprint.
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In this context, major IT providers, including Google [3],
Microsoft [4], and Apple [5], as well as mobile network
operators [6], are already promoting all computing and
networking infrastructure being fully supported by renewable
energy. Despite the multiple benefits that green sources can
offer, their intermittent behavior, added to the inefficient
use of the generated energy (also from non-renewable
sources), requires the development of consumption man-
agement solutions to maintain power reliability, continuity,
and quality. In this regard, consumer-side participation and
Demand-Response (DR) schemes are effective solutions to
adapt the energy consumption patterns to energy supply
dynamically. Adaptive DR schemes or programs based on
agreements between the Energy Supplier (ES) and the Energy
Consumers (ECs) promote the exchange of indications and
requests between parties to adapt consumption in response to
changes in energy generation with the motivation of energy
bill reduction and/or free usage periods for end users [7].

Technically, an adaptive, environmentally friendly DR
energy management system needs robust and scalable
Information and Communications Technologies (ICT) both
to facilitate the interaction between the ES and the ECs and
to deploy the management strategies that lead to efficient
energy utilization [8]. In this context, modern energy systems
can incorporate diverse Internet of Things (IoT) technologies
to extend energy management to the end user and improve
control, management, and monitoring tasks. Currently, there
is an important proliferation of Internet connectivity world-
wide, and some studies estimate that by 2022 the number
of IoT devices (energy consumers) will surpass 28.5 billion
(i.e., 10 billion more devices than in 2017) [9]. This fact
reveals both the feasibility of implementing efficient energy
management solutions with consumer-side participation and
the application scope (e.g., energy management in homes,
in buildings, or even for entire countries).

A critical feature of adaptive energy consumption systems
is the computational capacity (mainly in terms of memory
and processing power) needed to execute the manage-
ment strategies carried out through algorithmic solutions.
Traditionally, the ES has used operations centers and,
recently, Data Centers (DCs) infrastructures in which a
variety of management policies have been implemented [10].
However, the dynamic behavior of the generation and
consumption ecosystem has prompted these DCs to evolve
to cloud computing infrastructures in which sophisticated
technologies such as Network Function Virtualization (NFV)
can be deployed [8]. NFV technology provides to energy
systems programmability by facilitating the deployment of
different management strategies through virtual components,
called Virtual Network Functions (VNFs), forming Service
Functions Chains (SFCs), which can be activated or modified
when necessary while executing on generic hardware [11].
NFV also provides energy systems, the Management and
Orchestration (MANO) entities, to coordinate all actions
between the ES and the ECs and the underlying network
(e.g., a Software Defined Networking (SDN) solution). Thus,
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an NFV-based approach can manage computational resources
on demand, which allows adaptive energy management to
be scalable and be carried out in reduced execution times,
especially for delay-sensitive applications.

An important consideration in the use of NFV technology
is the fact that in an NFV environment, there are many
software components (e.g., virtual machines, containers,
hypervisors, and software of networking components) that
evolve and need to be updated or modified over time.
The correct operation of these components impacts the
performance of the deployed network service (e.g., as the
network service for energy management presented in this
paper). Then, to avoid disruptions on services and also
to warranty availability and reliability, alternatives such as
redundancy of elements and entities (physical and logical),
as well as the use of protection and restoration schemes are
effective methods that must be considered in the deployment
and execution of a network service in the NFV realm.

Although an NFV-enabled energy management solution,
deployed on cloud computing infrastructures, can offer pro-
grammability, scalability, and high computational capacity,
the inherent complexity of the algorithmic management
solutions to be executed in the NFV domain is still an
important, open issue. Specifically, adaptive energy man-
agement that produces the optimal energy utilization by
employing mechanisms such as the time-shifting capability
to adapt the consumption to availability has proven to have
an NP-Hard complexity [8]. This complexity level constrains
the applicability of consumption management to small-scale
scenarios and a few time-shifting values [12].

Considering that an NFV-enabled and environmentally
friendly adaptive energy consumption solution can increase
overall energy utilization and prevent energy outages while
producing cost reductions for the ES and ECs, developing
less complex and faster management strategies is of the
utmost importance. This is the main contribution of this
work. Specifically, this paper proposes heuristic strategies
that require less computational capacity and running time
compared to that demanded by the optimal solution [12].
The reduced complexity delivered from the heuristics enables
energy management for large-scale scenarios (e.g., for
thousands or hundreds of thousands of energy demands) and
potential deployment not only on cloud computing infrastruc-
tures but also on edge or fog computing infrastructures, and
even on Home Energy Management Systems (HEMS).

A. CONTRIBUTION

This paper starts describing the NFV-enabled ecosystem
for adaptive energy management to facilitate the under-
standing of the management mechanisms and the proposed
algorithmic solutions. The first sections of this manuscript
present the entities that compose the NFV-enabled ecosystem,
the management mechanisms to adapt consumption to
available generation, and the mathematical characterization
of the ES and the ECs. If necessary, detailed information
about an NFV-enabled architecture for adaptive energy
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management is available in our previous work [8]. The
architecture in [8] is the reference environment for deploying
the heuristics proposed in this paper.

Subsequently, this paper presents the adaptive energy man-
agement model using an Integer Linear Programming (ILP)
formulation. For solving the ILP model, an optimal algo-
rithmic strategy defined as OptTsCost is developed. In this
context, in [12], we present an optimal approach defined
as OptTs, which, using time-shifting capabilities and a
brute-force search, performs a combinatorial analysis to
find the best scheduling of demands that produce optimal
energy utilization. To select the best combination of energy
demands, OptTs uses a nested sort procedure based on
performance metrics related to the amount of residual power
achieved, the demands that are processed, and the application
of time-shifting. Apart from degrading the operation of
the algorithm, this sorting method makes it difficult to
include new management mechanisms (e.g., prioritization
of supply) for adaptive consumption. Thus, OptTsCost is
an evolution of OptTs and has two main differentiators:
(i) prioritization of energy supply by including a priority
schema linked to energy demands; and (ii) selection of
the best combination of energy demands based on a cost
function. This latter feature facilitates both the search for the
optimal combination of energy demands and incorporating
different performance metrics to the energy management
model. Additionally, the development of OptTsCost allows
us to identify all the aspects and concerns related to the
algorithmic implementation of adaptive energy management.

Given that the proposed adaptive energy management
model has an NP-Hard complexity [13], and the exact
solution OptTsCost has exponential growth, this paper
presents three heuristic strategies: (i) a greedy strategy based
on a constructive algorithm and defined as GreedyTs, (ii) a
genetic-algorithm-based solution identified as GATSs, and (iii)
a solution based on a dynamic programming approach
and described as DPTs. These algorithmic strategies and
the optimal solution, when deployed at the NFV domain,
seek the best possible scheduling of demands that leads
to efficient utilization of available power. Specifically,
the heuristic strategies aim to extend the applicability of the
energy management solution to scenarios with thousands of
demands. As a reference point, [12] reports that OptTs is
restricted to a maximum of nine energy demands and a time-
shifting of three time slots (same limits for OptTsCost).

With the objective of further scaling up the operation of
both the optimal and heuristic strategies, this paper also
presents a prepartitioning strategy based on a divide-and-
conquer method. The main idea of this complementary
mechanism is to divide the original problem (i.e., optimal
scheduling of energy demands) into a set of small sub-
problems of less complexity that can be solved iteratively
by the algorithmic management strategies (both OptTsCost
and the heuristics). In summary, for the adaptive energy
management in [oT scenarios, this paper presents eight
algorithmic strategies: first, an optimal solution defined as
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OptTsCost, then three heuristic approaches described as
GreedyTs, GATs, and DPTs, and, finally, four heuristic
solutions obtained as a result of the application of the
prepartitioning method on the original strategies, which are
identified as OptTsCostPart, GreedyTsPart, GATsPart, and
DPTsPart.

The performance evaluation of the algorithmic manage-
ment strategies is carried out through extensive simulations
in several scenarios, including an online scenario and a
HEMS in which real consumption data has been used. The
simulation results demonstrate that applying the adaptive
energy management model through the proposed algorithmic
strategies (optimal and heuristics) produces an improved
overall performance of the generation and consumption
ecosystem, reflected in increased processed demands and a
decrease in residual power. The major contributions of this
paper are summarized as follows:

o The description of an IoT and NFV-enabled ecosystem
for the adaptive energy management of available supply,
whether or not it is renewable.

« Anenergy management model for adaptive consumption
constrained to availability and the corresponding ILP
formulation.

« An optimal brute-force-search-based algorithmic strat-
egy defined as OptTsCost to solve the ILP optimally.

o Three heuristic strategies identified as GreedyTs, GATs,
and DPTs to solve the adaptive energy management
problem in reduced running time compared to the
optimal solution, OptTsCost, and with applicability to
IoT scenarios with thousands or hundreds of thousands
of energy demands.

o The application of a pre-partitioning method inspired in
a divide-and-conquer approach to scale up the operation
of both optimal and heuristic strategies.

o The evaluation of the exact and heuristic strategies
through extensive simulations in different scenarios to
confirm the improvements in the management of energy
consumption and demand processing.

The most relevant acronyms and notations used throughout
the paper are presented in Table 1 and Table 2, respectively.
The rest of the paper is organized as follows. Section II
discusses the related work. Section III introduces the NFV-
enabled ecosystem in which the algorithmic strategies,
both optimal and heuristics, are intended to be deployed.
Section IV formally presents the problem of efficient and
adaptive consumption of available power and the ILP model.
Section V explains the OptTsCost strategy for solving the
ILP problem optimally. The heuristic algorithmic strategies
are addressed in Section VI. Evaluation results are analyzed
in Section VII. Finally, conclusions and future work are
presented in Section VIII.

Il. RELATED WORK

This section reviews the related work. Section II-A
describes the potential use of NFV technology for resource
management, including energy. Section II-B discusses some
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TABLE 1. List of acronyms.

Acronym Definition
CS Critical Services
DC Data Center
DR Demand Response
DP Dynamic Programming
EC Energy Consumer
EM Energy Manager
ES Energy Supplier
HEMS Home Energy Management System
ICT Information and Communications Technologies
ILP Integer Linear Programming
IoE Internet of Energy
ToT Internet of Things
MANO Management and Orchestration
MMKP Multidimensional Multi-choice Knapsack Problem
NCS Non-Critical Services
NFV Network Functions Virtualization
PAR Peak-to-average ratio
SDN Software Defined Network
SFC Service Function Chain
VNF Virtual Network Function

TABLE 2. List of notations.

Notation Description
= m Time interval in which energy exists
= Prs Power provided by the energy supplier
2 PNRr Power from non-renewable energy sources
Z Pr Power from renewable energy sources
E Tii’fts Starting time of Pgg
- wWR Weight associated to renewable energy
" i Service identifier, ¢ € {1,..., N}
8 j Priority identifier, j € {1,---,L}
= L Number of priority levels
& N Total number of services
2 t; Starting time of service S;
< . .
o d; Duration of service S;
2 i Power demanded of service S;
g qi Priority level of service S;
2 U; Time shifting value of service S;
é Pp Aggregated power demanded
w Maximum analysis time horizon
AR Acceptance ratio
4 Prack Missing power
% PrEs Residual power
= OPrEs Standard deviation of Prgg
oTs Standard deviation of T*
disOptT's Maximum distance to optimum
GATs Genetic algorithm based strategy
2 GreedyTs  Greedy strategy
B0 Gr Relative gain in time
= DPT's Dynamic programming Based Strategy
@ OptTsCost  Optimal strategy based on a cost funciton
p Approximation ratio
IoT-based energy management approaches. Finally,

Section II-C summarizes the differentiators of our proposal.

A. USE OF NFV TECHNOLOGY FOR ENERGY
MANAGEMENT

NFV technology has been shown to be an effective platform
for deploying management applications, optimization models
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(mainly based on heuristic approaches), and network services
to meet the diverse requirements of customers and vertical
markets [14]. Based on network parameters (e.g., traffic load,
energy consumption estimations, or active users), the NFV
architectural framework can be set to perform actions such as
optimized routing of traffic flows, activation of devices, and
allocation of resources (both physical and virtual) to achieve
desired performance metrics or functionalities (e.g., low-
latency requirements [15]). Regarding energy consumption
and management in the NFV realm, many studies have
focused on the energy-aware operation of VNFs and SFCs,
such as in [16] and [17]. Other studies have explored the
potential of NFV for resource and energy management in
IoT-enabled environments outside the NFV infrastructure.
For instance, in [18], Wantamanee et al. present an NFV
framework that executes an application for real-time synchro-
nization of machine-to-machine sensors nodes, enabling the
deployment of a building energy management system.

In mobile communications landscape, NFV-based solu-
tions for energy management have also been analyzed.
In these cases, the authors exploit the virtualization and
management capabilities of NFV to minimize the energy
footprint in different portions of the 5G network infrastruc-
ture (i.e., access, transport, and core networks). To achieve
energy efficiency, the authors propose linear programming
models and optimization algorithms to improve resource
utilization in terms of both cost and performance, as shown
in [19]. To deal with complexity issues and for real-time
applications, the authors also present heuristic strategies (e.g.,
genetic-based algorithms) as indicated in [20]. The energy
management applicability for particular 5G use cases also
has been investigated. For instance, in [21], the authors
propose an NFV-enabled energy management scheme for
a drone fleet with 5G connectivity based on an optimal
scheduling algorithm that aims to ensure a given level of
service availability.

Considering that NFV-based management policies can
be implemented into DCs (cloud computing infrastructures)
belonging to the energy utilities [10], the evolution of
NFV-based schemes for energy management seems to be a
natural process in smart grids. Initial studies demonstrate
that NFV technology can be used to virtualize components
of power grids (e.g., advanced metering infrastructure),
as shown in [22], producing better performance in exchanging
information on energy production and consumption. Recent
works, instead, analyze the use of NFV and ICT technologies
to improve communications among the components of smart
grids [23]. For instance, in [24], Yang et al. present an
NFV/SDN-based model that slices the resources in core
networks and coordinates the activation of SFCs to meet
end-to-end low latency requirements for mission-critical
energy services. Meanwhile, in [25], the authors present an
SDN/NFV-based infrastructure that offers optimal placement
and dynamic resource allocation of middleboxes, enabling
them to meet both cyber-security and low-latency commu-
nication requirements in smart grids. The works reviewed in
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this section demonstrate that NFV is a suitable environment
for deploying management solutions in different domains
(e.g., 5G networks and power grids).

B. 10T-BASED ENERGY MANAGEMENT APPROACHES
Many studies have shown that IoT technologies are essential
in modern energy systems by offering improvements in mon-
itoring, control, management, and automation processes [26].
These technologies are key enablers for deploying the
Internet of Energy (IoE) [27]. When they are integrated into
energy systems, they can be used to implement different
approaches such as DR programs or renewable energy
management systems [28]. For instance, DCs participating
in DR schemes can adapt their power profile (e.g., through
workload consolidation or migration) according to available
supply [10], easing the incorporation of renewable energy
into the grid [29]. Also, DCs can execute mechanisms to
coordinate generation and consumption adaptation among
the ES and the ECs, respectively [8]. Apart from DCs,
other ICT infrastructures widely used to implement energy
management solutions are the demand-side facilities [30].
In these installations, DR schemas are relatively easy to
be implemented due to the infrastructure available (e.g.,
automated systems and control devices in smart homes).
Also, the customer can participate directly in the energy
management process.

For demand-side management, the literature presents
many DR schemas and models in industrial facilities but
mainly in HEMS. In [31], Wei et al. propose an loT-based
common information model and communication framework
to deploy a DR energy management system for industrial
consumers. The experimental results in [31] show that
an IoT-based platform allows for the rapid and low-cost
implementation of an integrated energy management system
that can reduce the peak-to-average ratio (PAR) and overall
energy costs. Meanwhile, in HEMS, existing proposals
encompass both complete systems and algorithmic strategies.
In [32], the authors present a HEMS that adaptively manages
renewable-energy production (from photovoltaic panels)
through the use of wireless smart devices (i.e., sensors and
actuators) controlled by a central hub in which DR strategies
are executed.

Regarding algorithmic strategies for adaptive energy
consumption in HEMS, existing research works have mainly
focused on PAR reduction (by reshaping the demand
profile) [33], user utility maximization [34], consumption
cost minimization [35], and incorporation of renewable
energy [36]. Energy management problems are modeled
through optimization techniques such as ILP [37], or other
approaches, such as game theory [33]. Offline [38] and
online [39] algorithms are used to solve these models. Also,
heuristic solutions for rapid convergence and simple steps
are proposed to reach efficient energy management [36]. For
instance, in [37], the authors propose an ILP model that
allows maximizing consumer utility (or minimizing energy
cost) by adjusting the hourly load level of a given consumer
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in response to hourly electricity prices. The approach shown
in [37] is centralized, and all the decisions are taken entirely
by the ES. Due to the complexity of centralized schemes
(especially if they produce optimal solutions), distributed
models are also proposed. In [33], for instance, the authors
propose a demand-side management algorithm using a game-
theoretical approach in which each user (player) tries to
minimize their consumption.

Due to the complexity of optimal algorithmic strategies
in HEMS, some researchers focus exclusively on heuristic
approaches. In [35], for instance, Chavali et al. propose an
approximate greedy algorithm, in which each EC schedules
the consumption of appliances in response to varying
electricity prices. The optimization model in [35] is based
on minimizing cost functions for each EC. These functions
consider the constraints of the appliances and user prefer-
ences in the starting consumption time. The results in [35]
show that efficient load scheduling results in lower cost for
the ECS and the ES, and reduced PAR and load fluctuations.
In [38], instead, the authors propose a strategy that computes
load scheduling considering photovoltaic availability. The
optimization problem is targeted at minimizing the cost of
energy and time-based discomfort. Also, an inclining block
rate scheme (i.e., a higher rate for each incremental block
of consumption) is incorporated into the model to reduce
the PAR.

C. DIFFERENTIATORS OF OUR PROPOSAL

Most studies in the NFV realm address energy management
and efficiency by minimizing consumption or encouraging
energy savings, as shown in [16]. Our proposal instead
leverages the dynamic, programmable, and scalable features
offered by NFV technology to deploy an adaptive energy
management solution conditioned on availability (whether
renewable or not) and carried out through algorithmic
strategies (using optimal but mainly heuristic approaches).
The proposed solution also exploits the manageability of
the ECs enabled through massive connectivity and IoT
technologies for energy management. In this regard, consid-
ering that the IoT already connects billions of devices and
keeps growing exponentially (e.g., 28.5 billion IoT devices
estimated in 2022 [9]), the proposed model and strategies in
this paper could potentially be applied to manage a plethora
of ECs.

Therefore, an NFV-and IoT-based approach is a feasible
alternative for adaptive energy management and it is aligned
with the requirements of future energy systems [26]. This
is because of the following features: (i) use of advanced
ICT infrastructures in the energy management process (algo-
rithmic management strategies deployed at NFV domain);
(i1) customer-side participation and use of renewable energy
sources (the proposed energy management model considers
the parameters of ECs and prioritizes the use of green
energy); and (iii) adaptive energy consumption adjusted to
the generation (achieved by diverse management mechanisms
in the algorithmic strategies). Furthermore, the proposed
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FIGURE 1. Overview of an NFV-enabled ecosystem for adaptive energy management, adapted from [8].

energy management model does not focus exclusively on
the supplier side (as shown in [22]), the customer side
(like the demand-side approaches discussed in Section II-B),
or specific infrastructures or users (e.g., energy management
in buildings [18]). This paper, on the contrary, provides the
mathematical models of the ES, the ECs, and the adap-
tive consumption process. Also, the proposed algorithmic
strategies can be applied to scenarios with thousands or
hundreds of thousands of energy demands in contrast to most
of the existing approaches which, are limited to small-scale
scenarios (e.g., in HEMS with up to 10 demands [33] or at
most up to 100 demands [35] if heuristic methods are used).

IIl. NFV-ENABLED ENERGY MANAGEMENT ECOSYSTEM
This section presents an overview of an NFV- and IoT-
enabled ecosystem for energy management and the mecha-
nisms used to adapt consumption to available supply.

A. ENTITIES IN THE ENERGY MANAGEMENT ECOSYSTEM
Figure 1 illustrates an NFV-enabled ecosystem for adaptive
energy management [8]. The ecosystem is composed of three
entities, which are described below.

1) ENERGY SUPPLIER (ES)

The ES has advanced control, measurement, monitoring,
and communications systems, and it supplies energy (from
renewable and nonrenewable sources) to the entire ecosys-
tem. Different suppliers or sub-suppliers can integrate the
ES. However, for analytical simplicity in the proposed energy
management model, the ES is regarded as a single entity.
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2) ENERGY CONSUMERS (ECs)

The ECs are the IoT infrastructures that demand energy.
They have computational resources and are equipped with
communications (e.g., SDN-compatible connections), energy
(power grid connections), control (integrated or external sys-
tems for activation/deactivation of consumption), and even
measurement interfaces. Different communications protocols
or interfaces (e.g., Ethernet, IP, TCP, SDN, and IoT protocols)
can be used by the ECs to exchange energy-management
data with the ES (demand-side management). In the energy
management process, the ECs are aware and tolerant of
the configuration performed by the ES—specifically in the
Energy Manager (EM)—to optimize the consumption of
available supply. Then, the ECs can activate, deactivate,
or modify their energy consumption (e.g., increase or
decrease energy use within the minimum and maximum
thresholds) based on the conditions established by the ES.
The interaction between the ES and the ECs may be
fully automated, or it may include end-user participation,
depending on the applicability environment (e.g., HEMS,
industrial facilities, or public infrastructures).

3) ENERGY MANAGER (EM)

The EM is part of the energy utility, and it corresponds
to the ICT infrastructure (e.g., cloud computing facilities)
in which the NFV technology is deployed. It provides
the control, management, and orchestration functions of
energy resources and demands. The NFV paradigm gives
the EM: (i) reconfigurable behavior by activating or creating
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VNFs (or complete SFCs) according to the algorithmic
management strategy to be implemented and the applicability
environment; (ii) scalability, due to the on-demand use of
computational capacity; and (iii) the MANO entities (NFV
Orchestrator, VNF manager, and Virtualized Infrastructure
Manager) so that ES, EC, and the underlying communications
systems (e.g., an SDN network) work in an orchestrated
manner. These features create a robust energy management
solution that can be applied to different scenarios (e.g., HEMs
or smart cities).

The EM enables two-way interaction between the ES and
the ECs. This cooperation between parties can be supported
by contracts or agreements in which technical and economic
terms are defined [10]. Technically, through a handshake
process, as shown in Fig. 1, the ECs notify the ES (technically
to the EM) of their demands. Then, with the generation
and consumption information, the EM runs the management
algorithmic strategies (through mechanisms such as time-
shifting implemented as VNFs in the NFV domain) to
determine the consumption conditions. Specifically, the EM
delivers the ECs an optimal power scheduling scheme that
enables them to adapt the consumption patterns to available
supply (i.e., the EM performs adaptive energy management).
Different communications systems can provide scalable,
secure, and reliable connectivity to exchange data on energy
management (e.g., parameters of demands and instructions
of consumption) between the ES and the ECs. However,
SDN technology is one of the best alternatives due to its
compatibility with NFV and IoT [40].

B. MANAGEMENT MECHANISMS FOR ACHIEVING
ADAPTIVE CONSUMPTION

The desynchronization between generation and consumption
(mainly due to the recent rise of intermittent green energy
sources) causes inefficient energy utilization. This condition
appears in the energy system as an increase in PAR and costs
(both for the ES and the ECs), energy shortages, and even
waste of energy if the available resource cannot be used or
stored. To solve this challenge, a feasible alternative is adap-
tive energy management. It consists of adapting consumption
patterns to the available supply through diverse procedures
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on energy demands. In this regard, this section presents
three management mechanisms that, when incorporated in the
algorithmic strategies deployed in the NFV domain, enable
adaptive energy management. Figure 2 shows an example of
the application of these mechanisms, and their description is
presented below.

1) USE OF TIME-SHIFTING CAPABILITIES

The time-shifting denoted as u is the finite displacement
(forward or backward) on the execution time of energy
demand [12]. This mechanism allows the ES (through the
EM) to increase or decrease consumption by anticipating or
delaying the execution of energy demands during periods of
energy surplus or energy shortage, respectively. The ES can
encourage the ECs to advance or delay their demands by
offering a set of reduced energy tariffs depending on the time-
shifting performed.

2) PRIORITIZATION OF ENERGY SUPPLY

The ES (technically the EM) can use a prioritization scheme
to differentiate the energy resource allocation and the
application of management mechanisms such as time-shifting
and rejection (no energy allocation) on energy demands.
The number of priority levels, the priority level for each
energy demand, the actions per each priority, and the limits of
each management mechanism (e.g., maximum time-shifting
interval) are agreed upon between the EM and the ECs
(through contracts) [8].

Considering that energy demands correspond to IoT
devices’ consumption and that these IoT infrastructures offer
a service for end-users, hereinafter, the energy demands will
be referred to as “‘services” in the proposed management
model. In this regard, the ECs can produce services with
multiple priority levels (a service with a single level of
priority). According to their priority levels, these services
can be categorized into Critical Services (CS) or Non-critical
Services (NCS), as described below.

1) Critical Services (CS): The CS have the highest priority
level, denoted as j = 1, withj € {1,...,L}, in the
proposed energy management model. CS cannot be
interrupted or shifted to earlier or later periods, and they
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cannot be rejected. The ES prioritizes the allocation
of the energy resource available to CS. The services
in emergency scenarios (e.g., life support devices) and
natural disasters (e.g., for search and rescue operations)
are examples of CS.

2) Non-critical services (NCS): The NCS are shiftable
(advanced or delayed execution). However, once oper-
ation begins, they cannot be interrupted until the oper-
ation completes. Multiple priority levels can be used
for the NCS (e.g.,j € {2, ..., L}). Thus, after energy
allocation for CS, the remaining supply is distributed
to the NCS based on their priority level (from j = 2
up to j = L). The use of different priority levels
for NCS seeks the best energy utilization and optimal
comfort for the ECS. Examples of services (IoT
infrastructures and applications) within this category
include entertainment services (non-essential audio and
video systems), dishwashers, washing machines, water
pumps, water, heaters, and fans.

3) REJECTION OF ENERGY DEMANDS

Services are rejected when the available supply is insufficient
to cover all demand (due to energy shortage or high load) or
when the service(s) cannot be adapted to the energy profile
even if time-shifting is used [8]. The rejection criteria are
based on the priority level of NCS. Thus, services with a lower
priority level (e.g., I = L) during periods of energy scarcity
are more likely to be rejected.

If all NCS have equal priority, the algorithmic strategies
executed by the EM allocate available supply to services
whose execution maximizes energy utilization (i.e., mini-
mizes energy waste). Also, the algorithmic strategies are
responsible for finding the best management mechanism for
each energy demand (i.e., optimal service scheduling) so
that executing simultaneous services yields optimal energy
consumption.

C. MATHEMATICAL MODELS OF ENERGY GENERATION
AND CONSUMPTION

This section presents the mathematical representation of the
ES and the ECs, considering green energy and management
mechanisms in Section III-B.

1) ENERGY SUPPLIER MODELING

In the proposed energy management model, the ES is
characterized by a total power supply capacity denoted as
Pgs. It is de facto the power received at the point of
consumption (regardless of losses). The Pgs has an initial
time defined as TiI;iEIS and a finite duration denoted as m.
It is equal to the sum of power coming from renewable
(e.g., solar, wind, or hydroelectric) and non-renewable (e.g.,
coal or natural gas) energy sources, defined as Pr and
Png. Considering that ES can prioritize green energy use,
a weight wg € [0, 1] is included in the Pgg to control
the provisioning capacity from non-renewable sources.
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FIGURE 3. Graphical representation of a service with time-shifting
application. Parameters of S5: N =9,L =3,t5 =10,d5 =1, p5 =3,
qs = 2, us = +2 (forward).

For sustainable reasons and as a requirement for future energy
systems [27], the participation of the Pyg in the Pgs is
expected to be minimal and in the best scenario equal to
zero (i.e., when wg = 1). The mathematical expressions that
represent the Pgg, the Pg, and the Pyg, are shown in Eq. 1,
Eq. 2, and Eq. 3, respectively.

Pgs = Pr+ Pnr (D
Pr = Pgg - wg )
Pyr = Pgs - (1 —wg) 3)

2) ENERGY CONSUMERS MODELING

In the proposed energy management model, the ECs
are characterized by their consumption capacity and the
management mechanisms applied to the energy demands.
Different ECs with different demands can be considered;
however, for analytical simplicity, the model considers only
an EC that can produce several services with different
consumption parameters. The number of services belonging
to an EC can range from units to thousands and hundreds
of thousands of services (corresponding to small-and large-
scale IoT scenarios). In this regard, the EM must determine
the appropriate strategy (optimal or heuristic) to be applied in
each scenario.

The consumption model considers a total of N energy
demands or services. Each service i, withi € {1,...,N}is
identified as S;. It has an initial time, an interruptible duration,
and a fixed power level denoted as #;, d;, and p;, respectively.
The power demanded or consumed by all services for which
the ES (technically the EM) can allocate energy is denoted
as Pp. This value represents the total power consumption.
Also, each service S; has a priority level identified as g; that
can be affected by a time-shifting value (in the case of the
NCS) denoted as ;. The time-shifting can be backward (i.e.,
when #; — u;) for the anticipated execution of a service S;,
equal to zero (i.e., u; = O or not time-shifting applied) for
the normal processing of a service S;, or forward (i.e., when
t; + u;) for the delayed execution of a service S;. Normally a
service S; cannot only use a specific value of u; but move in
an interval {t; — u;, ..., t;, ..., t; + u;}. Table 3 summarizes
the parameters related to the services. An example of these
parameters is illustrated in Fig. 3.
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FIGURE 4. Schematic of the management model for adaptive energy consumption.

TABLE 3. Parameters of services or energy demands.

Parameter  Description Unit/Comment
N Total number of services per EC Integer number
i Service identifier te{l,...,N}
L Number of priority levels of services  Integer number
j Priority level identifier jed{1,...,L}
ti Starting time of service S; Time units
d; Duration of service S; Time units
Di Power demanded of service S; Power units
qi Priority level of service S; Integer number
u; Time shifting value of service S; Time units

IV. MATHEMATICAL FORMULATION OF THE ENERGY
MANAGEMENT MODEL

The energy model for adaptive energy consumption is
illustrated in Fig. 4. This section presents the related mathe-
matical formulation. Section IV-A describes the assumptions
considered in the proposed model. Section IV-B presents
the ILP formulation for adaptive energy management, while
Section IV-B analyzes its complexity.

A. ASSUMPTIONS RELATED TO THE ENERGY
MANAGEMENT MODEL

To provide a reasonable implementation of the proposed
adaptive energy management model, the following assump-
tions (simplifications) have been considered:

o The use of a discretized time model in which each
time slot & has an equal duration within a maximum
time horizon denoted as W (i.e.,, k € {0,..., W}).
In this time model, the size of time slots can be
customized to different time units (e.g., unit of sec-
onds, minutes, or hours) depending on the application

scenario.
o The use of integer discrete values for the parameters d;,
pi, and u; for each service S;, with i € {1, ..., N}. This

operation condition allows maintaining the linearity of
the energy management model and makes implementing
the algorithmic strategies feasible.

o The energy is allocated for the execution of complete
services. Fractional service scheduling is not allowed
in the proposed algorithmic strategies. In this regard,
the partial consumption of services can be addressed in
future work.
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B. ILP PROBLEM FORMULATION FOR ADAPTIVE

ENERGY MANAGEMENT

1) PRIORITIZATION IN THE USE OF GREEN ENERGY

Before discussing the objective function to optimize, this
section presents the mathematical expression to prioritize
green energy use for scenarios in which this process is
applicable. Different approaches can be used to promote
renewable sources; however, a simple solution is to establish
a cost function related to power consumption, as shown in
Eq. 4. The general cost function in Eq. 4, defined as Costpp,
comprises individual costs associated with the consumption
of renewable and non-renewable power, denoted as Costp,
and Costp,,, respectively. The ES can tune the Costp, by
modifying the weights w1 and w2 in the range [0,1] according
to some operating parameters (e.g., Pg available). In this
context, to promote the use of green energy, the Costp, can
be set to a minimum value (i.e., if w; < wp) or zero (i.e.,
if wi = 0 or Costp, = 0), in such a way that the total cost
only depends of the use of Pyg.

The Costp,,, can be defined as a value proportional to the
amount of the Pyg consumed, as shown in Eq. 5. In this
regard, the task of the ES (technically the EM) is to find
the best supply-consumption conditions (e.g., encouraging
consumption during a surplus of wind or solar energy) to
obtain a minimum value of the Costp,, (Eq. 6). Thus,
the minimization of Costp,, is equivalent to the minimization
of Pyr (as shown in Eq. 7) or the prioritization of the
consumption of Pg.

Costp, = wy - Costp, +w; - Costpy, “)
n

Costrye = Zl’h neN otherwise. )
i=1

minimize {Costpy,} (6)

minimize {Png} @)

2) OBIJECTIVE FUNCTION

Adaptive energy management is achieved by adapting
consumption to generation and aims at the optimal use or
consumption of the available supply (whether renewable or
not). In this proposal, the optimal adaptive consumption
is obtained by minimizing the wasted or unused available
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power, which is mathematically expressed as the difference
between the Pgg and the Pp, as shown in Eq 8. Considering
the analysis for each time slot k, Eq 8 becomes Eq 9.
In addition, for simplicity the difference between Pgs and
Pp is referred to as residual power and is denoted as Pggs.
Thus, the objective function (linear function) in the proposed
adaptive energy management model is summarized in the
minimization of the Pggs, respecting the constraints shown
in Section IV-B3.

minimize (PES — PD) (8)

w
Vk € W : minimize <Z (Pgslk] — PD[k])> )
k=1

3) CONSTRAINTS
The constraints are divided into capacity and domain
constraints and time constraints, as detailed below.

o Capacity and domain constraints: The non-negative
value of the Pgg and the Pggs is ensured by C'1 and C2,
respectively. C3.1 guarantees the assignment of a single
priority for each service. The variable y;; takes on a value
of 1 if and only if the priority g; = j for service S; exists,
as shown in C3.2.

C4 limits the maximum consumption capacity. In C4,
the decision variable shown in constraints C5.1 and
C5.2 ensures the processing of the service S; with a sin-
gle time-shifting value u;. This is because among all pos-
sible time-shifting values (i.e., {—u;, ..., 0, ..., +u;})
only one value must be chosen to avoid multiple copies
of the same service. In this regard, the application
of time-shifting to N services produces N mutually
disjoint classes V1, ..., Vy of services. Each class V;
is composed of the shifted versions of the service S;
considering the interval {t; — u;, ..., t;, ..., i + u;}.
Hereinafter, for convenience, the shifted versions of
the service S; are also referred to as variations of the
service S;, and each variation of S; is denoted as Var;g i
(e.g., Varlsl).

Considering that each variation r, with r € V;, demands
a certain amount of power during a finite interval and
at a given starting time, the problem of the adaptive
energy management using the time-shifting mechanism
consists of choosing the best variations per class V; (i.e.,
if x;- takes on a value of 1), such that utilization of
the available supply Pgg is maximized (minimization
of the Pggs). In this context, the set of N or n (with
n C N) variations analyzed is defined as a combination
of variations or simply a combination and is denoted
as Comby (e.g., Comby). The algorithmic strategies
(optimal or heuristics) have the task of finding the best
combination among all possible combinations denoted
as AllComb (Comby € AllComb) produced due to
different variations per class V;. The selection of the best
combination is explained in Section IV-B5.
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o Time constraints: The time horizon of analysis is fixed
in the range from O up to W and is ensured by C6, C7,
and C8. In addition, the temporal constraints for the ES
are guaranteed by C9 and C10.

C1: Pgslk] > 0 (10)
C2: (Pgslk] — Pplk]) = 0 (1)
L
C3.1:) yj=1ie{l,....N} (12)
=1
C3.2:;ije{O,l},ie{l,...,N},jeL (13)
N
C4: ) pirlk] - xiy < Prslk] (14)
i=1 rev;
C51:) xp=1ie{l,....N} (15)
rev;
C52:x,€{0,1},ie{l,....N},reV; (16
C6:1;,>0 (17)
C7:{ti—u}>0 (18)
C8: W > max{t; +d; + u;} 19)
Cc9:T™ >0 (20)
C10: W > (TF5 + m) 1)

4) METRICS TO EVALUATE THE COMBINATION OF
VARIATIONS

To quantitatively evaluate which combination or individual
variation (if the algorithmic strategy works only with
variations) produces the minimum value of the Prgs while
maintaining the best comfort level of ECs (as far as possible
processing of all N services with u; = 0,Vi € N), three
performance metrics are required and are defined as follows.

o Standard deviation of residual power (opg): This met-
ric measures the amount of the Prgs of a combination.
A lower opg; means better use of the Pgg, and the best
value is opy—0 if PEs = Pp. The expression of opg
within m is given by:

(PREScomb, )2

OPres; = ZTf (22)

o Acceptance ratio (AR): This metric indicates the per-
centage of variations (services) that have been processed
(i.e., services for which power has been allocated). The
selection of unprocessed or rejected variations (services)
denoted as RejServ, so that Prgs > 0 (constraint C2),
is carried out by algorithmic strategies (optimal and
heuristics). The criterion for the rejection of variation(s)
is given first as a function of priority level (analysis
in descending order of priorities from j = 1 down to
Jj = L) and secondly by selecting those variations whose
rejection allows minimizing the Pggs (i.e., selection
of variations whose execution maximizes the use of
available supply). Considering a total of RejServ rejected
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variations (services), the AR can be expressed as:

100 % (23)

To evaluate the missing amount of power (if Prs < Pp
or the services cannot be moved to use the energy
profile) to reach an AR = 100%, the metric
Prack or Prackar=100%) is additionally defined. This
metric is not used to select the best combination.
However, it is used in the algorithmic strategies to
verify how efficiently the available energy is used by
the combination analyzed (combination produced by
algorithmic strategies). An adaptive energy management
solution aims to deliver the lowest value of the Prack
(with the best value if Prack = 0) produced if the
available supply is optimally consumed. The Pracg
mathematically is expressed as:

|PES — PpComby | 1f PES < PDComby »

Prack, = .
/ 0 otherwise.

(24)

In addition, with the mean value of the Pgg, the esti-
mation of the interval m to promote an AR = 100%
(if consumption can be adapted to the energy profile) is
given by Eq. 25.
o ZiziPiod: 25)
Pgs
o Standard deviation of time shifting (ors): This metric
measures the cumulative time-shifting in a combination
of variations. A lower o7y stands for lower application
of the time-shifting on variations, and the best value is
ors = 0. The expression of o7y is given by:

)2
ory = | 6)

5) ADAPTIVE ENERGY MANAGEMENT BASED

ON A COST FUNCTION

The selection of the best combination of variations (i.e.,
the combination that produces the minimization of the Prgs)
can be established based on the best result of one (mainly
based on the values of OPres,; ) or all metrics in Section IV-B4.
Nevertheless, to obtain the optimal allocation of energy
resources and the corresponding optimal consumption, all
the metrics and parameters related to adaptive energy
management must be considered together. To this end,
a possible mechanism shown in [12] is to perform a nested
sorting to the set of all combinations AllComb based on an
increasing value of opg,, and o7, and a decreasing value
of OTs; - As a result of this process, the first combination in
the sorted list represents the optimal service scheduling that
enables the minimization of the Pgrgs. Although the nested
sorting method delivers the best combination of variations,
it is limited to a small number of metrics because each
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new metric increases the complexity of the process by a
factor equal to the size of the set AllComb; also, this method
does not incorporate priority information. To overcome these
limitations, in the proposed energy management model,
the selection of the best combination is carried out in a single
sorting step using the cost function shown in Eq. 27, which
allows incorporating different parameters (more than three
metrics) to cope with the specific requirements of the ES or
the ECs.

The cost function in Eq. 27 is composed of individual
costs related to opg, AR, o7, and the cumulative value
of priorities of the variations in the combination, which are
denoted as Costpg,. , CostARf, Costh, and Costh and are
given by Eq. 28, Eq. 29, Eq. 30, and Eq. 31, respectively.
In addition, the values of the costs in Eq. 27 can be tuned
by the EM according to the preference for some parameter(s)
using the weights «, B, ¥, and § in the range [0,1]. For
analytical simplicity, these weights are set to one.

Costeomp, = o - CostpREsf +p - Costag,

+y - Costg, +6 - Costy;, 27)
Cost OPges; * € if ARy = 100%, 28)
P —
REY OPes, otherwise.
0 if ARy = 100%,
COStARf = ’ (29)

RejServ - M otherwise.

0 if VVarS : u; =0,
Costy, =
4 Z:l:l ZreV- u;r otherwise.
(30)
Cost 0 if VVarrS" S qir =J,
.= n .
& Zi:l ZreVi qir otherwise.
(31)

In Eq.28, the parameter ¢ can be set in the range [0,1]
(¢ = 0.5) and can be used to differentiate the Costp,,
of the different combinations of variations if Prgs > d
In Eq.29, instead, the parameter M represents a big value
(e.g., M = 1000) and is used to penalize those combinations
that deliver more rejected variations. In addition, Eq.29 can
include the cumulative value of priorities of variations (i.e.,
ZieRejServ gi) to penalize those combinations that produce
higher priority rejected services.

The corresponding cost function is calculated for each
combination of variations f, producing a list of costs denoted
as AllCost. From this list, the best cost (OptCost) is the one
with the lowest value, as shown in Eq. 32, and corresponds
to the best combinations of variations (OptComb, with
OptComb € AllComb) that enable adaptive management
through the minimization of the Pgrgs.

OptCost = arg min

Costeomi, (32)
Costwmbf €AllCost
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FIGURE 5. Flow chart of OpTTsCosT.

C. HARDNESS OF THE PROBLEM

The objective of adaptive energy management in our proposal
consists of maximizing the use of the available energy supply
(minimization of the Pggs) through the execution (selection)
of the best variations of services (one variation per class V;,
with i € N). This process is analogous to the objective of the
multi-dimensional multi-choice knapsack problem (MMKP)
of choosing the most valuable items of a set of classes
(one item per class) without overloading the knapsack [41],
which has been demonstrated to be A/P-hard [41]. Based
on this analogy, we can then conclude that the proposed
energy model falls in the MMKP classification and presents
a complexity that is A/P-hard.

V. OPTIMAL SOLUTION: OptTsCost

To optimally solve the ILP model in Section I'V-B, different
approaches can be used. This section presents an exact or
optimal algorithmic strategy defined as OptTsCost based
on a brute-force exhaustive search paradigm in which the
entire search space is explored to find the optimal solution.
The algorithm is explained in Fig. 5 and starts with the
computation of the variations of the services considering
all values within the time-shifting interval (i.e., {f; —
Ui, ..., t, ..., t; + u;}). With the information on variations,
the algorithm builds all possible combinations of variations.
It then computes the metrics and cost function for each
combination. Later, it selects the best combination based
on the minimum value of the Costcombf. This process is
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carried out iteratively for each priority level, and at the
end the strategy OptTsCost delivers the optimal service
scheduling that produces the minimization of the Pggs.
Figure 6 shows a summarized example of the application of
strategy OptTsCost for N = 4 services.

The complexity in OptTsCost depends on the steps carried
out. Considering for analytical simplicity the same value for
the time-shifting backward and forward (i;), the growth rate
of OptTsCost as a function of N, u;, and L can be summarized
in Eq. 33. The terms that comprise this expression correspond
to the number of services, variations, and combinations
processed for each priority level. Of all the terms in Eq. 33,
the most dominant is the third, which reveals that OptTsCost
presents an exponential growth rate with an order of growth
O@2V) (according to Big-O notation) that depends on the
maximum values of N and ;. This condition imposes the
applicability of the OptTsCost to small-scale scenarios. For
instance, using only N = 10 services and #; = 4 time slots the
algorithm has to produce and later analyze over three billion
combinations to find the best service scheduling.

FLN,u)=N+(2-N-ui+N)+ @2 -uj+DV) L
(33)

As an example of the deployment of management strate-
gies as SFCs in the NFV domain, Fig. 7 illustrates the strategy
OptTsCost decomposed into VNFs. These VNFs correspond
to the different steps carried out by the algorithm to minimize
the Pggs, can be deployed on virtual machines or containers,
and can use on-demand computation resources according to
the needs of the ES and the ECS.

VI. HEURISTIC STRATEGIES

Although the strategy OptTsCost is a powerful approach
for finding optimal consumption conditions, evaluating
all possible combinations of variations is computationally
demanding and intractable for values of N > 10 services
or uy > 4 time slots [12]. These operating conditions
motivate the development of less complex approaches in
which the optimal results can be relaxed to obtain reduced
running time and lower utilization of computational capacity.
In addition, a reduction of complexity can enable adap-
tive energy management in large-scale scenarios (e.g., for
N = 100 services or u; = 10 time slots).

Considering that the proposed energy management model
is categorized as an MMKP, different existing techniques
and strategies can be adapted to the context of adaptive
energy management. In this regard, to tackle the exponential
complexity of Al and to cover as far as possible the
main categories of methods or techniques for efficiently
solving the MMKP (in our proposal, the Prgs minimization
problem) [13], three heuristic algorithmic strategies have
been proposed: (i) a greedy strategy, (ii) a genetic algorithm-
based solution, and (iii) a strategy based on a dynamic
programming method. These strategies are described
below.
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PRes is achieved if S, is executed one slot in delay, S, is processed in its original execution time, S5 is executed one slot in advance, and S, is
rejected.

Algorithmic strategy OptTsCost as a SFC decomposed into VNFs of the Prgs. The algorithmic strategy GreedyTs is explained

Data IN Data OUT in Fig. 8, the main steps carried out are summarized below.
Information Information
from ES and ECs VNF Forwarding Graph (VNF-FG) towards ECs 1) Analysis of services: Unlike strategy OptTsCost,
VNFE5 VNF7 the algorithm GreedyTs works with the variations of
Energy supplier Variations Scheduling : : . o :
ey of sorvices o cost fumctions eaicion services instead of combinations. This feature relaxes
VNF2 the complexity in adaptive energy management and

Combinations Consolidation of partial
of variations results per priority

Energy
consumer status

Compute, storage, and

reduces the analysis to an iterative search for the best
variation per service, such that the best variations

together produce the optimal service scheduling. Thus
networking resources VIRTUALIZED N VNE g P .. p . . g ’
_— | || NFRASTRUCTURE | | ORCHESTRATOR | | MANAGER for each priority level, as a first step the algorithm sorts
) MANAGER (VIM) (NFVO) (VNFM) . . .
the services according to the decreasing value of the
NFV Infrastructure MANO

Opyys Of service (denoted as op,,.i) and ¢;. This criterion
aims to maximize the number of services that can be
processed. If the available supply is first allocated to
small energy demands with earlier starting times, there
is a greater amount of Prgg that can be used effectively
by a greater number of services.

Analysis of variations: The services in the sorted list are
analyzed iteratively until all N services are covered. For
each service S;, the corresponding variations are com-
puted within the respective time-shifting interval. Next,
two parameters are computed for each variation Vary!
obtained: (i) the cost function (Costy,,.i) composed
of the cost related to the residual powerr of variation
(Costpysi) and the cost related to the time-shifting
(CostU;' ), and (ii) the gradient related to the residual
power of variation (Vp,, ). Subsequently, the variation
that produces the lowest cost Costy,,: and the highest
gradient Vpresi is selected, and the corresponding

FIGURE 7. Example of the deployment of OpTTsCost as a SFC in the
NFV-enabled EM.

A. GREEDY STRATEGY: GreedyTs

Greedy algorithms are simple schemes intended to produce
feasible solutions quickly. These algorithms are iterative and
constructive in the sense that starting with an empty solution,
in every iteration part of the solution is obtained (never
changed later) so in the last iteration the complete solution is
created. The decision in each iteration is made in an attempt
to optimize a performance metric or maximize an immediate
benefit (e.g., taking first the most valuable item and then
the next most valuable in the 1/0 knapsack problem) [42].
In the context of adaptive energy management, the proposed
greedy strategy defined as GreedyTs iteratively builds the
optimal service scheduling that produces the minimization

2)
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FIGURE 8. Flow chart of GREEDYTS.

energy is allocated. A lower cost means better use of
the available energy, and a higher gradient indicates
a greater energy resource for the next service. Once
all L priority levels have been explored, the algorithm
delivers the metrics Prgs, AR, and Prack, applied to
the set of variations (services) processed.

The complexity of GreedyTs is summarized in Eq. 34. In this
expression, the second term is dominant and reveals that the
growth rate of the algorithm is polynomial and depends on
the maximum values of N and u;. However, if one of the
parameters remains constant (whether N or u;), the growth
rate of GreedyTs can become linear.

LN, u)=N+@2-N-u;+N)-L (34)

B. GENETIC ALGORITHM BASED STRATEGY: GATs
Genetic algorithms belong to the class of evolutionary
algorithms and are search techniques used to generate near-
optimal solutions in varied optimization problems [43]. These
algorithms are inspired by the biological evolution of the
species over generations and by the process of natural
selection of the fittest. Regarding the implementation, genetic
algorithms follow principles of natural genetics and rely
on operators such as reproduction, mutation, crossover, and
selection [42].

The evolution process starts with a population of possible
solutions to an optimization problem created using a random
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or greedy method. In this population, each candidate solution
is called a chromosome or individual (in our problem, com-
bination of variations), is composed of genes (in our problem
variations of services), and can be affected by mutation and
crossover operators. For each chromosome in the population,
a fitness function is computed, which is commonly related
to the objective function (e.g., minimization of the Pggs) of
the optimization problem to be solved. If within the initial
population there is at least one chromosome that meets the
desired value of the fitness function (e.g., a combination that
produces the optimal Prgs), the algorithm could terminate its
execution; otherwise, iteratively, the population continues to
evolve towards better solutions. In genetic algorithms, each
iteration emulates a generation.

In each generation, the algorithm selects a set of chro-
mosomes (denoted as parents) from the current population
for reproduction. The selection of parents can be based on a
random process or can be related to the value of the fitness
function (e.g., roulette wheel selection or elitist selection).
From the set of parents, couples (pairs) are created that, using
a crossover operator (e.g., one-point operator), produce an
offspring (child solutions) that inherits characteristics from
both progenitors. The algorithm can let a parent be chosen
more than once to form a couple. Commonly, the fitter the
chromosome (better solution), the more times it is likely to
be selected to reproduce. The number of couples and children
created in a generation determines the size of the offspring,
which usually is a percentage (e.g., 50%) of the current
population. In addition, to increase diversity, a fraction of
the offspring solutions can be affected by mutation operators
(e.g., swap mutation), that is, the chromosomes can be
slightly and randomly changed to emulate mutations. Finally,
the natural selection process of creating a new generation
is carried out by replacing the worst chromosomes of the
current population with the best offspring solutions, usually
keeping the initial population size. The execution of the
algorithm is carried out iteratively, selecting the best solutions
in each generation (iteration) until any stop criterion is met,
for instance, a maximum number of generations or a given
level of the fitness function.

In the context of adaptive energy management, the pro-
posed genetic-based strategy defined as GATs iteratively
creates a set of combinations of variations and selects the
ones with the best Pggs values for the next generation. In the
end, the algorithm delivers the best possible combination
that leads to the minimization of the Pgrgs. The algorithmic
strategy is explained in Fig. 9, and the main steps carried out
are summarized below.

1) Coding the solution: In the genetic algorithms and
adaptive energy management scope, a chromosome
represents a combination of variations, and each gene
represents a variation of service.

2) Validation of variations: For each priority level,
in this step those variations that individually produce
a negative residual power (Presi) are eliminated. This
procedure allows reducing the number of combinations
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FIGURE 9. Flow chart of GATs.

with a Prescomp < 0 and avoiding the analysis for the
rejection of the corresponding service(s).

3) Initial population: It is recommended that the popula-

tion (denoted as Pg 4) has hundreds or thousands of
chromosomes to guarantee diversity in solutions [42].
In this regard, a preliminary analysis in [12] has
demonstrated that if the number of combinations is
lower than or equal to 2401 (a situation that occurs
when uy; = 3 and N = 4), the exploration of the
entire search space can be performed in less running
time (e.g., units of seconds or less). Based on this
reference and after preliminary tests (tests applied to
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4)

5)

6)

set other parameters of the algorithm) on the quality of
the solutions produced, the initial population size has
been set at a maximum of 1500 non-repeated combina-
tions, which are generated by randomly choosing the
variations (valid) of each class V;. In the case that the
theoretical number of combinations ((2 - u; + 1)V) is
lower than 1500, all possible combinations are used in
the population. The population size remains constant
for the rest of the algorithm steps.

Evaluation of fitness function: The fitness function
in the adaptive energy management is represented
by the cost function Costcvombf, which is computed
for all combinations in the population. If within the
initial population there are combinations that produce
a desired performance metric or threshold (e.g.,
Pres = 0 or a given Costcombf), the combination
with the best value (e.g., minimum Costwmbj) is
chosen, and immediately the energy is allocated
to the respective variations. Otherwise, the algo-
rithm continues to iteratively create and ana-
lyze generations of combinations to obtain better
values of Costwmbf.

Reproduction and offspring generation: For reproduc-
tion, 70% of the population (ensuring an even number
of combinations) with the minimum cost function val-
ues (Costwmbf) is chosen to create the parent set (i.e.,
following an elitist approach). The combinations in this
set are randomly selected to form pairs. At this point,
the number of pairs is half the number of combinations
of the paternal set because a parent can only participate
in one pair at a time. Each pair produces two child
solutions created by mixing the variation of progenitors
and randomly using one of the three established
crossover operators (one-point, multipoint, and uni-
form crossover operators). Figure 10 shows an example
of obtaining offspring and the application of crossover
operators.

Twenty percent of the offspring obtained are affected
by the mutation process. A mutation operator is
applied to each solution (combination) of this group,
which that affects approximately 20% (genes) of the
variations. Usually, the mutation operator randomly
exchanges/flips some genes in the analyzed chro-
mosome. However, in the context of the proposal
this procedure is performed by selecting a different
variation from the one analyzed in the class V;; an
example is shown in Figure 10. Throughout generating
offspring and applying genetic operators, the created
and mutated solutions (children) are conditioned to
be different from the combinations of the current
population (parents) to guarantee diversity in the search
space.

Survival of the fittest: Following an elitist approach,
the combinations with the minimum Costwmbfs values
from the parent and offspring sets are selected to
build the next generation of individuals (of the same
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FIGURE 10. Example of crossover and mutation operators in the Genetic
Algorithm for N = 8 services.

size as the current population Pg 4). The algorithm
then continues the iterative process until any of
the following stop conditions is met: (i) reach the
maximum number of generations G4y, Which in the
strategy is fixed to 20 generations based on previous
validation of solutions, (ii) obtain at least a combination
with Pgescomp = 0 (i.e., ensure the utilization of all
available supply), or (iii) obtain a relative change in
the value of the Pgrgscomp lower than the tolerance
function, which has been set as 1% of the Prgscomp of
the previous generation.

The complexity of GATs depends on the number of
variations analyzed and the combinations explored over
generations, as summarized in Eq. 35. The process of
exploration of combinations is dominant in Eq. 35 and reveals
that the growth rate of the algorithmic strategy can be:
(i) exponential for values of N and u; that produce a number
of combinations smaller than 1500 (e.g., for N = 4 and
u; = 2) or (ii) polynomial if the population remains constant
(1500 combinations) and there are variations (increases) in
the number of generations used to reach feasible solutions.
In a particular case, the growth rate of GATs can be linear
if the number of generations remains constant as analyzed
services increase.

f(LsN»Mi)=N+((2'N‘ui+N)+Pg.A'gmax)‘L
(35)
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C. DYNAMIC PROGRAMMING STRATEGY: DPTs

Dynamic programming (DP) is a mathematical technique
that solves a complex problem optimally or sub-optimally
by breaking it into simpler subproblems. Then, each of
those subproblems is solved (optimally) just once, and their
solutions are stored (in a data structure, e.g., an array) so
that they can be used (repeatedly if necessary) to solve the
original problem. DP can be applied when a solution to a
problem can be recursively described in terms of solutions
to subproblems (i.e., when the subproblems overlap) [44].
For instance, in a naive recurrent Fibonacci computation,
the same values are computed repeatedly for each new
number. A simple computation for the second and third
Fibonacci numbers requires the computation of the first
Fibonacci number twice (one for the second and one for the
third). DP solves this issue by storing the already computed
values so that the second time they are needed, they can
be obtained immediately. In addition, since the subproblems
are interrelated, the final solution can be obtained easily
using a traceback process through the partial solutions.
A variety of computational and optimization problems
can be addressed using DP approaches, including solving
MMKP [45].

The storage of partial solutions in DP provides high-quality
results (optimal or suboptimal) and reduced time (com-
plexity) compared to other methods such as brute force
strategies [44]. There are two ways to store the partial
solutions so that these values can be reused: (i) a bottom-
down approach, also known as tabulation, that iteratively
solves all subproblems and uses their solutions to fill up a
table (a data structure whereby starting from the first entry,
all entries are filled one by one), then, the stored results in the
table are used to compute the solution to the original problem
(or bigger subproblems); and (ii) a top-down approach, also
known as memoization, that also uses a tabular form to store
partial solutions but differs from the tabulation approach
because the table is filled on-demand. Before solving a
subproblem in the top-down approach, the algorithm will
search for its solution in the lookup table. If the solution
has been stored, this result can be directly used; otherwise,
the problem is solved, and its solution is stored in the table so
that it can be used later.

The computational implementation of tabulation is based
on an iterative method; instead, memoization exploits
recursivity. If a certain problem requires all subproblems to
be solved (as in the case of adaptive energy management,
in which all services (variations) must be analyzed to
determine the set of N services that minimize Pggs),
tabulation usually outperforms memoization. This is because
the former has no overhead for recursion, and the required
solutions can be directly retrieved from values in the table.
Moreover, tabulation has been proven to be an effective
DP method for solving knapsack problems [46]. Based
on this information, a tabulation-based approach has been
chosen for implementing the proposed DP algorithmic
strategy.
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11. Flow chart of DPTs.

the context of adaptive energy management, the

DP-based strategy, defined as DPTs progressively analyses
variations, and by means of a tabulation approach, it selects

the on

es that enable Prgs minimization while maximizing the

AR. The algorithmic strategy is explained in Fig. 11, and the
main steps carried out are summarized below.

1) Analysis of services and variations: Like the GreedyTs
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approach, the strategy DPTs focused on the analysis of
variations (instead of combinations) for each priority
level. As the first step, the algorithm computes the
variations of services within the corresponding time-
shifting intervals. Then, the variations that individually
produce a negative residual power (Pres’) are elimi-
nated. This procedure, by reducing the search space
for the best variations, contributes to speeding up the
execution of the algorithm.

Once the variations are validated, the algorithm sorts
them based on the increasing value of the starting time
(#;). This criterion aims to maximize energy use and
considers the time evolution of the available energy
resource (i.e., T;ﬁs and m). Thus, an efficient allocation
in the first (earlier) services will promote a greater
remaining available power (more freedom to select
variations that minimize the Prgs) for the subsequent

2)

services. At this point, the strategy DPTs selects the
variation with the lowest starting time (i.e., the first
one) from the sorted list sortedVarList and processes all
concurrent/simultaneous variations (DPVar). A vari-
ation is considered concurrent if executed (coexists)
within the lifetime (d;) of the variation under analysis.
The idea is to analyze a set of concurrent variations
instead of individual variations and solve them using
a DP method in the next step of the algorithm.
Given that the DPTs algorithmic strategy progressively
analyzes groups of simultaneous variations instead of
all possible variations for practicality and to reduce
the complexity of the associated search, the solution
produced by the strategy is not optimal. However,
studies prove that DP applied to MMKP can deliver
high-quality approximate or suboptimal solutions rea-
sonably quickly (compared to other methods such as
brute-force) [47].

Dynamic programming tabulation and the selection of
processed variations: In this step, the algorithm applies
DP to the concurrent variations to select the ones whose
execution optimizes Pgrgs and maximizes AR. For the
implementation of DP, the algorithm uses a tabulation
method and considers the energy resource that coexists
with the time slots of variations analyzed. Figure 12
shows an example of the application of DP for a set of
seven variations that belong to four services.

To carry out DP on variations, the algorithm starts by
creating a table with a number of rows equal to the
energy capacity per time slot K plus one unit (e.g.,
Prslk] + 1 = 3 + 1 for time slot 10 in Fig. 12)
and with a number of columns equal to the number
of concurrent variations plus one unit (e.g., n + 1
=4 + 1 in Fig. 12). A rigorous implementation of
the energy model described in Section IV-B requires
that the algorithm performs the DP method for each
slot k. In this case, the algorithm determines the
processed variations based on the results obtained
during all time slots analyzed. A variation is considered
as processed if the algorithm (using a DP method)
can allocate energy for all time slots in which it
exists (i.e., for d;). Moreover, for a more exhaustive
assessment of processed variations, the algorithm DPTs
can include a simple greedy-based method that verifies
the power demanded by each processed variation and
the remaining available power. In the event that the
level of Pgs remains constant during all time slots
analyzed (as shown in Fig. 12), the algorithm could
simplify the DP analysis to the first time slot (time slot
10 in the example), which can speed up the exploration
of optimal variations of services. In any of the cases,
before carrying out the DP, the algorithm evaluates the
generation and consumption conditions for the set of
variations analyzed.

In the created DP table, the rows with identifier
a represent all possible values of available power
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FIGURE 12. Example of application of the Dynamic Programming Algorithm for N = 4 services.

(i.e., 0 < a =< Pgg). In contrast, the columns with
identifier b correspond to the individual information
of variations (i.e., 0 < b < n), including the
information when no variation is selected (the first
column). Based on the adaptation of the DP method to
solve MMKP [45], the entries in the table of strategy
DPTs correspond to the cumulative optimal value or
profit due to the selection of variation(s) respecting
the maximum energy capacity. The individual value
linked to each variation (service) is identified as vy,
and the entry stored in the table in row a and column
b is denoted as V[a, b]. The value v}, in the proposed
strategy DPTs is assigned according to the priority level
of the variation in analysis so that a higher value is
assigned to a higher priority (e.g., vy = L if g = 1).
If all the concurrent variations have the same priority
level, the value v, is unique and is set to one (i.e.,
vy = 1Vb € n, as shown in Fig. 12). An alternative
criterion to establish the v, value could be based on a
cost function or metric (e.g., Pres) that indicates the
impact on energy use due to the selection (processing)
of certain service(s).

The strategy DPTs systematically fills up the table
column by column (i.e., one service at a time, from O up
to n). For each column b, the algorithm progressively
analyses each row a (from O up to Pgs) and assesses
the selection (or not) of the variation with identifier
b so that the value of the entry V[a, b] corresponding
to the selected variation(s) n, with n C n (ie.,
Vla,b] = Y ,c; vp) is maximized (optimal). In each
row a, the algorithm verifies that the power demanded
by the selected variation(s) fits the available energy
capacity. Moreover, in each column and corresponding
row, the algorithm verifies if the value for the entry
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3)

Vla, b] has been already computed in the previous
column to avoid recomputation of the same value (i.e.,
using stored values to solve greater subproblems). This
condition gives the bottom-up approach to the tabula-
tion method and makes the space memory and running
time rather efficient. In summary, the computation of
any entry V[a, b] depends on the power demanded and
values of the variations in column b, and values in
the previous column of the table, as established by
Bellman’s equation [44], that adapted to the context of
the strategy DPTs is shown in Eq. 36.

At the end, of the exploration of all entries, the best
possible cumulative value is stored at the bottom right
corner of the table (i.e., at V[as, b ]). In the example
in Fig. 12, the best value is equal to three, which
indicates that three variations (services) have been
processed, and in this particular case, they use the Pgg
optimally. To identify the variations that have been
selected (processed), the algorithm uses a traceback
method, in which, one by one, the columns (variations)
are analyzed. The process starts with the value at
entry Vlam, by]; this value is compared to the value
at entry V[am, bsp—1]. If these values are different,
the algorithm has selected the variation in column byj,.
Then, the next entry analyzed is V[(a,h,pbth ,bm—1],and
the value in this entry is compared with the one of the
previous column (same row). The process continues
progressively until the algorithm reaches the beginning
of the table (i.e., the upper left corner). In the example,
in Fig. 12, the services Si, S3, and S4 are processed.
Eq. (36), as shown at the bottom of the next page.
Service scheduling: The selected variations and all
others belonging to the processed services (because a
service can produce several variations) are removed
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Input parameters: P, Tiffts, m, W, N,
L Syt di pi qp u j=1
partition, , lenPart, , numPart, z =1
k2
Sorting of services based on q;, fromj =/ up to j=L
Computation of variations VS;, i € {1,--, N} within
the interval {t; — u;, -, t;, -, t; + u;}
Validation of variations with non-negative Ppgs
T*
Analysis of partition,:
Selection of services (variations) of partition
v

Selection of the algorithmic strategy: z=z+1
OptTs / DPTs / GATs / DPTs Pg¢ update
(same algorithm for all partitions ) (Pes = Pres)
v

Energy allocation for services (variations) of
partition,
Computation of Prgg

All partitions or
Pres <0

Yes
Merging of partial results: The best combination of

variations that produce the minimization of the Prgg
v

| Final metrics: Prgs, AR, Pryck |

End

FIGURE 13. Flow chart of the prepartitioning method applied to the
algorithmic strategies.

from the sortedVarList. Then, the algorithm proceeds
to reorder the remaining variations based on the
increasing value of 7;. The selection of variations
through PD is executed progressively until the energy
resource is not available or until all variations and levels
of priority have been explored. At the end the algorithm

presents the metrics Prgs, AR, and Prack .
The literature has demonstrated that a tabulation-based DP

can solve an MMKP in pseudopolynomial time because a
solution boils down to filling in values in the DP table (using
two nested for loops) and each row is typically computed in
constant time. Even DP for MMKP can deliver a polynomial
time if the number of items to be packed into the knapsack
is small [48]. Consequently, the complexity in the proposed
strategy DPTs is pseudopolynomial. Specifically, the growth
rate of DPTs depends on the maximum values of N, u;, and
mainly on the progressive DP analysis of the set of concurrent
variations DPVar, as shown in Eq. 37.

JAL,N,u)=N+(2-N-u;+N)+N -DPVar)-L (37)

D. PREPARTITIONING STRATEGY

Preliminary tests on the heuristic strategies (which are
discussed in detail in Section VII) have demonstrated high-
quality results in energy use and reduced running time
compared to OptTsCost (optimal solution) with applicability
to scenarios in the range of thousands of energy demands.
However, to further scale up the applicability of energy
management to IoT scenarios with dozens or hundreds
of thousands of services in this section, we propose a
complementary method that could be applied to OptTsCost,
as well as to GreedyTs, GATs, and DPTs to improve their
performance in terms of scalability. The proposed idea is the
application of a prepartitioning method on services. Inspired
by a divide-and-conquer approach, a well-known design
technique proven to produce efficient solutions with little or
no loss of accuracy [49], the proposed prepartitioning method
aims to iteratively analyze smaller subsets of simultaneous
services instead of the original set of energy demands. These
subsets are then solved using algorithmic strategies (optimal
or heuristics), and their partial solutions are combined to
obtain adaptive energy management for the original problem.

The prepartitioning method applied to the proposed
algorithmic strategies is explained in Fig. 13. In this method,
the total number of partitions is denoted as NumPart
(1 < NumPart < N), partition; (subset of services,
partition, C N), which has a length lenPart,. This
length can be the same (or approximately the same) for all
partitions, or it can be different for each partition depending
on factors such as the priority of services, application
scenario, or other specific objectives required in energy
management. In any case, the reduction of search space in
the partition domain contributes to reducing the complexity
of the original strategy, either optimal or heuristic. Iteratively,
each partition, is solved by the selected algorithmic strategy.
All partitions are resolved by the same algorithm, although
a hybrid strategy (e.g., the joint application of DP and
GATs) may be considered in future work. Once all the
partitions have been solved, or the Pgs has been allocated,
the prepartitioning method delivers the scheduling (subopti-
mal) for all N services and the metrics Pgrgs, AR, and Prack.
In summary, the application of the prepartitioning method
on OptTsCost, GreedyTs, GATs, and DPTs originates four
additional heuristic strategies that are identified in this paper
as OptTsCostPart, GreedyTsPart, GATsPart, and DPTsPart,
respectively. Regarding the complexity, Eq. 38 summarizes
the growth rate related to the application of the prepartitioning
method. In this expression, the third term is dominant and
represents the cumulative complexity of solving all NumPart

0 ifn=0o0r Pgs =0,
Vla,b] = { max {vp—1 + Vla —pp—1,b— 11, V[a, b — 11} ifpp_i <a, (36)
Vlia, b — 1] otherwise.
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partitions by the selected strategy.

NumPart
StratPart;

(38)

SN u)=N+@ N -w;+N)- L+

z=1

E. ADAPTATION OF ALGORITHMIC STRATEGIES FOR
ONLINE SCENARIOS

Adaptive energy management can be implemented for offline
or online approaches. In the offline approach, the service
scheduling strategies, as shown in Section V, Section VI-A,
Section VI-B, and Section VI-C, know in advance all
generation and consumption parameters, and they are capable
of performing both backward and forward time-shifting on
services. The offline approach can be used to plan the
distribution of energy resources, reshape the load profile (e.g.,
reduce peak loads), and prioritize the use of renewable energy
sources, which can produce a reduction of overall operational
cost and carbon emission levels and promote sustainability
in the generation and consumption ecosystem [8]. Instead,
in the online approach, the service scheduling algorithmic
strategies have no future information about generation and
consumption; the services are processed as time evolves, and
only the forward time-shifting can be applied to services.
The online approach represents the real-time dynamic of
provisioning and consumption in which adaptive energy
management must be performed. In this regard, this section
presents the online version of the proposed service scheduling
strategies, including the prepartitioning method. Fig. 14
explains the generic algorithm for adapting the developed
service scheduling strategies (optimal and heuristics) for
online applications. The main steps and additional features
performed are described below.

1) Initial analysis of services: The online implementation
of service scheduling strategies starts with the differen-
tiation of the energy resources for the processing of CS
(Pcs) and NCS (Pncs). The proposed strategy assumes
that once the service is accepted (in its first slot), there
is Pgg for its completion (the model does not accept
fractional processing, as discussed in Section IV-A).
An additional feature for the online approach is the
inclusion of a list named waitingList, which stores
information on the variations of services that were not
processed in their original starting time (#;). This is due
to energy allocation to higher-priority service(s).

2) Analysis for CS: If service S; at time slot & is identified
as a CS, the strategy allocates the demanded energy
resource. Later, the strategy updates the Pcgs for the rest
of CS.

3) Analysis for NCS: If service S; at time slot & is identi-
fied as an NCS, the strategy performs a similar analysis
as for the offline approach, considering the variation
at time slot k, the simultaneous variations with the
variation in analysis, and the variations in waitingList.
In this regard, a variation is considered simultaneously
if it exists within the lifetime (d;) of the analyzed
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variation (service) at time slot k. Once the strategy
selects the best combination/variation, the energy
allocation is made, and the energy resources for
subsequent NCS are updated.

4) Final metrics: After analyzing all services at the
time horizon W, the strategy delivers the performance
metrics.

VII. EVALUATION

This section evaluates the performance of both the energy
model and the proposed algorithmic strategies through
extensive simulations. Different generation and consumption
profiles and several scenarios have been used to show the
benefits of energy use in terms of proposed metrics and the
applicability of developed algorithmic strategies.

A. SIMULATION SETUP

The algorithmic strategies have been implemented on Matlab
R2018b and running on a machine with a 3.33 GHz -12 cores
Intel Core i7 Extreme processor and 24 GB RAM. The
simulations leverage parallel processing with the concurrent
use of up to 6 cores. The results obtained of metrics Prgs, AR,
and Prack are compared to the benchmark scenario in which
no management mechanism is applied (i.e., no time-shifting,
prioritization, or rejection) [50].

B. DESCRIPTION OF GENERATION AND CONSUMPTION
PROFILES FOR SIMULATED SCENARIOS

1) GENERATION AND CONSUMPTION PROFILES

To analyze the performance of the proposed algorithmic
strategies in different generation and consumption conditions,
four profiles have been considered. In these profiles, the total
available energy is equal to the total energy demand. The
profiles are summarized in Fig. 15 and Fig. 16a and are
described below.

o Profile I: This profile allows the analysis of the
performance of service scheduling strategies in total
desynchronization periods of energy supply and con-
sumption (i.e., during periods of scarcity and abundance
of power), as shown in Fig. 15a. In this case, the Pgg
is consumed only if time-shifting is applied to services.
Moreover, in Profile I and Profile I, a flat-supply profile
(representing a realistic generation scenario, as studied
in [51]) has been chosen for simplicity in the analysis.
However, the algorithmic strategies have no restrictions
working with any demand and supply profile if needed.

o Profile 1I: This profile simulates a peak demand due
to high load, as shown in Fig. 15b. Moreover, in this
profile, services with different (random) values of p;
and d; have been considered to simulate a more realistic
consumption scenario.

o Profile I11I: This profile allows for the analysis of the
performance of scheduling strategies in a futuristic
environment 100% powered by green energy sources.
This is a very promising approach to tackle sustainability
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/ Input parameters: Prg, THES, m, W, N, L, S, t;, /

d;, p; q;+u; j=I1, numPart, waitingList
v
Powerreserve for CS: P, Pycs = Pgs - Pes
Analysis pereach timeslotk, k=0
T

|
v

Values of Pgg[k] and Py s[k]
Identification of service(s) at time slot w

Analysis for CS:
Powerdemanded: P,
Residual powerof combination: Pegsg,. o
Pcs update: Ppg = FRESCS

Analysis of unprocessed services with t; > k:
Computation of variations per service within the
interval {¢;--,t; + u;}

Validation of variations with non-negative Ppg
v
Valid variations of previous services (list update):
Identification of variations in waitingList with ¢; > k
k2
Sorting of services (variations) based on q;,
from j =2 up to j=L
Analysis of partitions for current services

Py ¢s update
(Pycs = PRESNCS )

waitingList update with
RejServ (variations)

(variations): partition, , lenPart,
)
v
Analysis of partition,:
Selection of services (variations) of partition,
v

z=z+1
Pycs update
(Pncs = Pres)

Selection of the algorithmic strategy:
OptTs / DPTs / GATs/ DPTs
(same algorithm for all partitions )

7

Energy allocation for services (variations)
of partition.
Computation of Pggs, .. , identification of RejServ

Yes I partitions or No

Pres < 0

11 Services,
Pres < 0, or
k=W

d Yes

| Final metrics: Py, AR, Prick |

No

End

FIGURE 14. Flow chart of the adaptation of the service scheduling strategies for an online approach.

issues, increasing carbon emissions due to generation TABLE 4. Description of consumption for the HEMS.

and consumption of non-renewable energy sources, and

. . . . Load .
is an important requirement for deploying the IoE [27]. description Quantity  p;[W]  t;[Hour] d;[Hour] ¢;
In this profile, as shown in Fig. 15c, the services Freezer 1 210 0 o 1
have random values of p; and d; and are partially Refrigerator 1 650 0 24 1
. . Oven 1 1800 16 3 3
desynchromzfid Wl.th t.he I.’ES. Mqreover, the supply fol- Lighting 9 25 17 7 |
lows a Gaussian distribution to simulate the renewable TV 1 140 18 5 1
: . Laptop 1 90 17 5 1
generatlol} patterns (e.g., through photovoltaic panels), PC h 140 18 p |
as shown in [52]. Vacuum Cleaner 1 600 19 3 1
1 . : : . Water Heater 1 2000 17 6 2
Proﬁle {V. This proflle. al'lows for t.he analy51§ of' the AinConditioner 1 1280 14 7 5
application of the heuristic scheduling strategies in a Washing Machine 1 1350 19 3 3
Dishwasher 1 1250 18 3 3

HEMS. Figure 16a shows the supply and consumption
profiles for the simulated HEMS. The consumption
of 20 services (appliances) is adapted from [53],

2) SCENARIO DESCRIPTION

contrasted with the data in [54], and summarized
in Table 4.

Using the profiles described in Section VII-B1, seven appli-
cation scenarios have been analyzed summarized in Table 5.
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FIGURE 15. Power supply and consumption profiles for simulated scenarios.
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(a) Profile IV: Power supply and consump-
tion profiles before the application of service
scheduling strategies.
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(b) Power supply and consumption profiles
after the application of GATS.

FIGURE 16. Profile IV: Power supply and consumption profiles in the
HEMS. Parameters: According to Table 4.

According to N, because this parameter is directly related
to consumption and has a direct impact on complexity,
as analyzed in Section V (Eq. 33), the scenarios are grouped
in three categories: (i) small-scale scenarios, for N < 20
services in which both optimal and heuristic strategies have
been analyzed, except for the HEMS in which only heuristics
are applied; (ii) large-scale scenarios for 20 < N < 10*
services in which only heuristics are evaluated, including a
online scenario for N = 102 services (i.e., other scenarios
in Table 5 are offline); and (iii) very large-scale scenarios for
10* < N < 10° services in which only the prepartitioned
versions of GreedyTs and DPTs are analyzed. In all scenarios,
the generation conditions are adapted to the consumption of
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N services (i.e., Pgs > Pp). Moreover, in scenarios in which
random values (e.g., p; and d;) or conditions (e.g., in GATSs)
are used, the simulations have been repeated 20 or 50 times
(depending on the application scope) and considering a
confidence interval of 95%, to ensure the quality and stability
of results.

C. ANALYSIS OF RESULTS IN SMALL-SCALE SCENARIOS
This section presents the evaluation of the algorithmic
scheduling strategies, both optimal and heuristics, in small-
scale scenarios (first four scenarios in Table 5) based on the
results of performance metrics (mainly AR), running time,
and RAM and CPU usage in the simulation domain. To obtain
the prepartitioned version of OptTsCost, GreedyTs, GATs,
and DPTs (i.e., OptTsCostPart, GreedyTsPart, GATsPart, and
DPTsPart) two partitions have used. Moreover, the results
from heuristics are compared with the optimal bounds deliver
by OptTsCost.

Figure 18 and Table 6 show the simulation results deliver
by optimal and heuristics strategies in Scenario I. While,
Fig. 19 presents the evaluation of OptTsCost, GreedyTs,
GATs, and DPTs in Scenarios II, III and IV. The simulation
results report that as the value of u; increases, decreases
the values of Pgrps (e.g., in Fig. 18a) and Pracx (e.g.,
in Fig. 18c) and increases the value of AR (e.g., in Fig. 18b).
These values indicate that through the use of management
mechanisms such as time-shifting, the algorithmic strategies
can adapt energy demands to availability, being able to
make an optimal use/consumption (e.g., 100% in Scenario
I) of the energy produced (i.e., Prgs minimization) while
allowing the processing of services (ECs) that under normal
conditions (i.e., without management mechanisms) would be
rejected. Consequently, the simulation results indicate that
applying the proposed energy model through the algorithmic
strategies such as OptTsCost promotes better planning, use,
and distribution of Pgg, as well as potential reduction in peak
consumption and energy costs.

Because the metric AR is a direct indicator of energy
utilization and service processing, and for practicality in
the presentation of results, only the maximum value of
this metric (i.e., using the max{u;}, e.g., max{u;} = 4 in
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TABLE 5. Summary of simulation parameters.

Scenario W N Size Profile d; Di Qi max{u;}
1 12 8 Small 1 1-3VS; 1VS; 1VS; +6VS;
Uniform distribution Uniform distribution
I 12 6 Small I random value[1-3], V.S; random value[1-3], V.S; 1S 45
Uniform distribution Uniform distribution
I 14 8 Small I random value[1-3] ’ vSi random value[1-3] * vSi 1'vS; +4VS;
IV(HEMS) 24 20 Small v According to Table 4
102 I Uniform distribution Uniform distribution
3 ) ) ) )
v 24 184 Large adapted to N and W random value[1-3] ° vSi random value[1-3] ° vSi 1vS; £10V5;
. I Uniform distribution Uniform distribution
2 . ) ) ) )
VI (Online) 24 10 Large adapted to N and W random value[1-3] ° V5 random value[1-3] ° VS 15 +10V5;
10° I Uniform distribution Uniform distribution
Vit 24 106 Very Large adapted to N and W random value[1-3] ° vSi random value[1-3] ° vSi 1V5; +10V5;
TABLE 6. Performance evaluation of optimal and heuristic strategies in scenario I.
Metric +u; di =1 di =2 di =3
OptTsCost  GreedyTs GATs DPTs  OptTsCost GreedyTs GATs DPTs  OptTsCost GreedyTs GATs DPTs
0 1 1 1 1 1 1 1 1 1 1 1 1
1 0.50 0.50 0.50 0.50 1 1 1 1 1 1 1 1
2 0 0 0 0 0.50 0.50 0.50 0.50 1 1 1 1
PrEes 3 0 0 0 0 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50
4 0 0 0 0 0 0 0 0 0.50 0.50 0.50 0.50
5 0 0 0 0 0 0 0 0 0.50 0.50 0.50 0.50
6 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
1 50 50 50 50 0 0 0 0 0 0 0 0
2 100 100 100 100 50 50 50 50 0 0 0 0
AR 3 100 100 100 100 50 50 50 50 50 50 50 50
4 100 100 100 100 100 100 100 100 50 50 50 50
5 100 100 100 100 100 100 100 100 50 50 50 50
6 100 100 100 100 100 100 100 100 100 100 100 100
0 1 1 1 1 1 1 1 1 1 1 1 1
1 0.50 0.50 0.50 0.50 1 1 1 1 1 1 1 1
2 0 0 0 0 0.50 0.50 0.50 0.50 1 1 1 1
Prack 3 0 0 0 0 0.50 0.25 0.50 0.25 0.50 0.50 0.50 0.50
4 0 0 0 0 0 0 0 0 0.50 0.33 0.50 0.33
5 0 0 0 0 0 0 0 0 0.50 0.17 0.50 0.17
6 0 0 0 0 0 0 0 0 0 0 0 0
TABLE 7. Maximum value of AR achieved by algorithmic strategies in small-case scenarios.
No Strategy OptTsCost OptTsCostPart GreedyTs GreedyTsPart GATs GATsPart DPTs DPTs Part
Scenario Initial Final AR Final AR Final AR Final AR Final AR Final AR Final AR Final AR
AR AR Gain AR Gain AR Gain AR Gain AR Gain AR Gain AR Gain AR Gain
1 0 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100 100
11 55 95.33 40.33 94 39 89 34 88.66 33.66 9533 4033 91 36 92 37 89.66  34.66
11 14.25 71.5 57.25 71.5 57.25 66.50 5225 66.50 5225 71.25 57 70 5575 6175 47,5 61.75 47.5
v 80 - - - - 95 15 95 15 100 20 95 15 95 15 95 15

Scenario II) is presented for strategies with prepartitioning.
Table 7 summarizes the values of AR for all optimal and
heuristics strategies in small-scale scenarios. The maximum
AR values (Final AR) obtained by the algorithmic strategies
in all scenarios show improvements (AR Gain) over 15%
(i.e., 15% more services processed) compared to the baseline
case (if #; = 0). Depending on the scenario and the strategy
used, the improvements can reach 100%, such as in DPTs
in Scenario 1. Table 7 reports that the heuristic strategy that
delivers the best AR gains in all scenarios is GAT's (using in all
cases a number less than 10 generations), with values that are
the same or very similar to those obtained with OptTsCost
(whose results are optimal). Moreover, Table 7 shows a

125022

minimum difference between the values of AR produced
by the original strategies (i.e., without prepartitioning) and
their version with prepartitioning; in the worst case for
GATsPart in Scenario II, this difference with GATSs is
less than 11%.

For the evaluation in a HEMS, only heuristic approaches
have been considered due to the complexity of OptTsCost
for values of N > 8 services or of u; > 6 time slots. This
scenario also allows us to analyze the performance of the
heuristic strategies for energy demands with different priority
levels, as shown in Table 4. Regarding the AR value reached
in this scenario, although the percentage of improvement is
lower than the rest of the scenarios in Table 4 (between 15%
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FIGURE 17. Difference of AR values of OptTsCost and DPTs in Scenario II.

to 20%), the adaptation of consumption patterns to PgS,
by the heuristic strategies, allows a reduction of peak power
by more than 55% (from 8000W down to 3500 W, as shown
in Fig. 16b) and obtain an AR = 100% such as reported the
results for GATs.

To quantitatively evaluate the difference, in terms of AR,
between the optimal strategy and the heuristics, the criterion
of approximation ratio (p) has been adopted [55]. This
parameter estimates how many times bigger the approximate
result is compared to the optimal solution. Adapted to the
conditions of the proposed energy model, the p parameter
normalized to the maximum value of time-shifting (max{u;})
is defined by:

B 1 ’"“i{f"'} (Opty=SubOpiy| - o
p= max{u;} Pt disOpty
1 if Opt, = Opty,
disOpt, = ] Ple o (40)
|Opt, — Opto|  if Opty, # Opty.

where, the first term in Eq. 39 represents the optimal solution,
while the second term corresponds to the mean absolute error
of all time-shifting values, except for «; = 0. In Eq. 39, each
absolute error b is weighted to the disOpt, parameter (Eq. 40),
which represents the maximum distance between the optimal
value (Optp) and the baseline value (Optg, when u; = 0),
to obtain the proportional error of each time-shifting b.

The p parameter ranges from O to 1, and this latter is
produced if the optimal and suboptimal values are equal.
Anintermediate p value represents the similarity or closeness
factor to the optimal solution (e.g., DPTs = OptTsCost - p).
For a better understanding of p factor, Fig. 17 presents an
example for DPTs in Scenario II. Eq. 41, shows the analytical
computation.

1 (T1-673 90—-803 946—883
PAR= 274"\ 77255 " 90—-55 ' 94.6—55
953 — 92
220772 076 (41
95.3—55) 0.76  (4)

The result in Eq. 41 shows that DPTs is similar to
OptTsCost in a factor equal to 0.76 (76% similarity), or that
DPTs is able to produce a solution that is within ~ 1.3-
the optimal result. Table 8 summarizes the p factors for
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TABLE 8. Approximation ratio of heuristic strategies in small-scale
scenarios.

Scenario 1 Scenario II  Scenario IIT
Strategy
dy  da d3 di, pi di, pi
GREEDYTS 1 1 1 0.72 0.90
GATSs 1 1 1 0.97 1
DPTs 1 1 1 0.76 0.88
OPTTSCOSTPART 1 1 1 0.97 1
GREEDYTSPART 1 1 1 0.71 0.90
GATSPART 1 1 1 0.76 0.99
DPTSPART 1 1 1 0.70 0.87

small - scale scenarios and reveal that the heuristics strategies
produces near-optimal or optimal solutions and a stable
performance. In the worst case (pag = 0.70 for DPTs in
Scenario II), the heuristic strategy is within only ~ 1.4 the
optimal solution.

Regarding the running time, the evaluation results for the
original strategies and those adapted to the prepartitioning
method are summarized in Table 9 and Table 10, respectively.
The results in Table 9 and Table 10 report that the heuristic
strategies are executed (with a relative gain in time Gg)
between two and seven orders of magnitude faster than
OptTsCost. Moreover, the running time of the prepartitioned
versions are slightly higher than the original versions (i.e.,
of GreedyTs, GATs, and DPTs), this due to the iterative
process of the partitions and the subsequent union of
partial solutions. This condition indicates that for small-scale
scenarios, in terms of running time, it is preferable to apply
the original heuristic strategies instead of their versions with
prepartitioning.

To better describe the difference in running time and
computational resources used by optimal and heuristics
strategies, we have performed the analysis for Scenario I
considering only the maximum value of time-shifting
(i.e., u; = 6VS;) and varying the services (i.e., 1 < N < 8).
The evaluation results in Fig. 20 for a single iteration report
that: (i) the running time of the heuristics is at least two orders
of magnitude less than OptTsCost (see Fig. 20a, as indicated
in Table 9 and Table 10, (ii) that the use of the RAM of the
heuristic strategies is between 2% and 3% of the amount used
by OptTsCost (see Fig. 20b), and (ii) that the CPU usage of
the heuristics is between 4% and 40% of the resource used by
OptTsCost (see Fig. 20c).

In summary, the simulation results in this section report
that the original and prepartitioned heuristic strategies
produce high-quality solutions that outperform the optimal
solution in terms of running time, and RAM and CPU usage.
This features enable that heuristic strategies when deployed in
NFV domain (or a similar computing facility e.g., a HEMS or
a fog computing domain) can be applied for adaptive energy
management in small-scale scenarios.

D. ANALYSIS OF RESULTS IN LARGE AND VERY-LARGE
SCENARIOS

This section presents the evaluation of the heuristic strategies
in large-scale and very-large-scale scenarios (scenarios V, VI,

125023



IEEE Access

C. Tipantuna et al.: Heuristic Strategies for NFV-Enabled Renewable and Non-Renewable Energy Management

1 —n— 100 — I—x—%
—=d; =1
0.8 —-—d; = 80 _ 08
>d =3 g
i 0.6 S 60 Il 06
ER =z 3|8
%04 2 40 2™ 04
a
02 20 =02
0 — of—— 0 o
0 1 2 3 4 5 6 0 1 2 3 4 5 &6 0 1 2 3 4 5 6

u; [Time slots]

(a) Scenario I: Prgs OPTTSCOST.

u; [Time slots]

(b) Scenario I: AR OpTTSCOST.

u; [Time slots]

(¢) Scenario I: PLackx OPTTSCOST.

FIGURE 18. Performance evaluation of OptTsCost in Scenario I. Parameters: According to Table 5.

TABLE 9. Running time in seconds of algorithmic strategies and G of heuristics concerning OptTsCost in small-case scenarios.

OPTTSCOST GREEDYTS GATSs DPTs
Scenario K X . X X X . -
Running time  Running time Gr Running time Gr Running time Gr
I 1.88 - 106 2.37-1001  ~7.93-10%x 8.10 - 109 ~1.33-10°%x  1.69-10~' ~1.11-107x
11, 50 iterations 2.89-10% 8.72-10° ~ 3.31-10%x 1.93 - 102 ~ 1.50 - 10%x 8.82-10° ~ 3.27-10%x
111, 50 iterations 1.41-10° 7.39 - 10° ~ 1.90 - 10°x 2.07 - 102 ~ 6.81-10%x 7.17-10° ~ 1.97 - 10°x
IV (HEMS) — 2.96-10"1 — 2.10 - 10! — 9.69-10~1 —

TABLE 10. Running time in seconds of algorithmic strategies considering prepartitioning and G, concerning OptTsCost in small-case scenarios.

OPTTSCOST OPTTSCOSTPART GREEDYTSPART GATSPART DPTSPART
Scenario Running time  Running time Gr Running time GRr Running time GRr Running time Gr
I 1.88 - 106 3.76 - 101 ~5.00-10%  8.62-10"1  ~2.18-10%x 4.28 - 10! ~4.39-10*%  874-107'  ~2.15-10%x
I1, 50 iterations 2.89-10% 2.15- 10" ~ 1.34-103x 1.14 - 10! ~ 2.54 - 103x 8.82-10° ~ 3.27-103x 1.42 - 10! ~ 2.04-103x
111, 50 iterations 1.41-10° 1.74 - 102 ~ 8.10 - 103x 1.04 - 10! ~ 1.36 - 10°x 7.17-10° ~ 1.97 - 10°x 1.09 - 10! ~1.29 - 10°x
IV (HEMS) — — — 3.38. 101 — 9.69- 101 — 5.94-10~1 —
TABLE 11. Maximum value of AR achieved by heuristic strategies in large-case scenarios.
No Strategy GreedyTs GreedyTsPart GATs GATsPart DPTs DPTsPart
Scenario Initial Final AR Final AR Final AR Final AR Final AR Final AR
AR AR Gain AR Gain AR Gain AR Gain AR Gain AR Gain
V, N =102 18.60 95.96 7736 9596 7736 71.64 53.04 9744 7884 97.06 7846 97.06 78.46
VI, N = 10? online approach 18.60 53.20 3460 53.16 3456 5258 3398 5256 3396 5320 34.60 53.12 3452
V, N =10 19.40 9840  79.00 9837 7897 60.51 41.11 9824 78.84 98.01 78.61 98.01 78.61
V, N = 10* 23.49 98.39 7490 9839 7490 5543 31.94 99.07 7558 9833 74.84 9833 74.84

and VII in Table 5) based on the results of performance
metrics (mainly AR), running time, and RAM and CPU
usage in the simulation domain. To obtain the prepartitioned
versions of heuristic strategies, the number of partitions in
each scenario and for each value of N is such that the
length of each partition is equal to 10 services (e.g., for
DPTsPart with N = 10* services, the NumPart = 103
partitions). This length has been chosen to produce equal-
sized partitions (i.e., all partitions of 10 services). Moreover,
based on results in small-scale scenarios, partitions of this
length (e.g., in Scenario IV) have demonstrated to produce
high-quality solutions. For practicality in the presentation of
results, this section only shows the evaluation of the metrics
PrEs, AR, and Pp4ck for a single value of N in each scenario
(e.g., N 10* for Scenario V, N = 103 for Scenario
VI, and N = 10° for Scenario VII). However, a summary
of the evaluation of heuristics for all cases (i.e., all values
of N), in terms of AR, running time, and computational
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capacity usage, is presented in the corresponding figures and
tables.

Figure 21, Table 11, and Table 12 show the simulation
results produced by heuristics strategies in large-scale scenar-
ios. Particularly, the results in the top of Fig. 21 report that as
the value of ui increases, decreases the values of the values of
PrEgs (see Fig. 21a) and Prack (see Fig. 21¢) and increases
the value of AR (see Fig. 21b). These values indicate that the
proposed energy model implemented through the heuristic
strategies enables efficient adaptive energy management in
large-scale scenarios.

Table 11 summarizes the values of AR and AR gain
achieved by heuristics strategies, both the original and
prepartitioned versions. These results demonstrate that
heuristics deliver improvements in services processing
(energy use) ranging from 31% (e.g., GATs in Scenario V
for N 10*) up to 79% (e.g, GreedyTs in Scenario V
for N 10%). The best values of AR in Table 11 are
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FIGURE 19. Performance evaluation of optimal and heuristic strategies in Scenario I, Scenario 1ll, Scenario IV. Parameters: According to

Table 5.
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(a) Running time of algorithmic strategies in
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using a single core.
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(b) RAM usage of algorithmic strategies in
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using a single core.
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FIGURE 20. Example of performance evaluation of algorithmic strategies according to the running time and RAM and CPU usage in
small-scale scenarios. The results in this example have been obtained using a single core (processor).

obtained by strategies GreedyTs and DPTs, while GATSs
produces the smallest improvements in all cases. Unlike the
near-optimal solutions generated by GATs in small-scale
scenarios, in large-scale scenarios, this strategy in its original
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version has a degraded performance due to the small size of
the population (Pg 4 = 1500 chromosomes for all scenarios),
compared to problem size (especially if N > 103). This
shortcoming can be solved by proportionally increasing the
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FIGURE 21. Example of performance evaluation of heuristic strategies for large-scale scenarios.

TABLE 12. Running time in seconds of heuristic strategies and Gy of pre-partitioned versions concerning the original version of heuristics in large-scale

scenarios.
. GreedyTs GreedyTsPart GATs GATsPart DPTs DPTsPart
Scenario
Running Time  Running Time GR Running Time  Running Time GR Running Time  Running Time GR
V, N = 102, 50 iterations 1.99 - 10! 1.76 - 101 ~1.13 - 10%x 4.51-10% 4.46 - 103 ~ 1.01 - 10 5.57-10" 2.13- 10! ~ 2.62-10x
VI, N = 102 online, 50 iterations 1.30 - 10" 1.58 - 10! ~1.22-10% 3.77-10% 3.71-10% ~1.02 - 10% 1.65 - 10" 1.61-10" ~ 1.02-10%
V, N = 102, 50 iterations 1.95 - 103 6.89 - 10" ~ 2.83-10'x 5.44-10* 4.11-10* ~ 1.32-10% 2.14-10% 1.09 - 102 ~ 1.96 - 10'x
V, N = 10%, 20 iterations 8.55 - 10* 2.26 - 102 ~ 3.78 - 10%x 7.83-10° 1.59 - 10° ~ 4.92 - 10 5.64-10° 3.64 - 102 ~ 1.55 - 103x

TABLE 13. Maximum value of AR achieved by the heuristic strategies in

very-large-scale scenarios.

No Strategy  GreedyTsPart DPTsPart

Scenario Initial Final AR Final AR
AR AR Gain AR Gain
N =10° 19.40 98.40 79.00 9837 7897
N =106 23.49 98.39 7490 9839 74.90

Pg.4, although this modification would cause an increase in
complexity, as well as of running time and computational
capacity demanded. According to the simulation results
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in Table 11, we observe that the low performance of GATs,
in terms of AR, is overcome if the prepartitioning method
is applied to the strategy (i.e., GATsPart produces better
values of AR than GATs). This is because at the partition
domain a greater search space is available for obtaining better
combinations and consequently better quality solutions. The
values of AR in Table 11 (for offline approaches) show
that GATsPart outperforms GATs by an average of 35%.
Whereas the partitioned versions of GreedyTs and DPTs
produce values of AR very similar and even the same as their
original versions (e.g., AR = 98.01 for DPTs and DPTsPart
in Scenario V for N = 10%).
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FIGURE 22. Example of performance evaluation of GreedyTsPart and DPTsPart for very-large-scale scenarios.

TABLE 14. Running time in seconds of prepartitioned heuristic strategies
in very-large-scale scenarios.

S . GreedyTsPart DPTsPart
cenario

Running Time  Running Time
N =105, 1 iteration 6.89 - 101 1.09 - 102
N =106, 1 iteration 2.26 - 102 5.64 - 10°

The results of metrics Prgs (Fig. 21g), AR (Fig. 21h),
and Prack (Fig. 21i) in Scenario VI reveal that heuristic
strategies can be applied for adaptive energy management
in online approaches. In this scenario, the improvements
obtained, in terms of AR as shown in Table 11, are on average
approximately 30% and these values, as expected, are lower
than those obtained in the offline approach (approximately
half), because the algorithms are limited to the use of forward
time-shifting. In this scenario, the performance of all the
strategies including the prepartitioned ones is similar, the best
values of AR are obtained by GreedyTs and DPTs while
the worst AR metric is generated by GATsPart, although the
difference in the results is less than 1% (eg., AR = 34.60% for
DPTs and AR = 33.96% for GATsPart). A feature that can be
analyzed in future work is the incorporation of forecasting
methods of energy supply in the algorithmic strategies to
improve the service scheduling and, consequently, the AR
metric.

Table 12 shows that the running time of the heuristic
strategies and the Gg computed from the ratio between the
heuristics and their prepartitioned versions. These results
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report that the partitioned strategies are executed in less
time than the original versions with a difference of up
to three orders of magnitude (e.g., DPTsPart in Scenario
V for N = 10%). The lowest running time values are
obtained by GreedyTsPart and DPTsPart, which reveals
their potential applicability to larger scenarios (i.e., for
N > 10%). To better describe the difference in running time
and computational resources used by heuristics strategies,
we present the analysis for Scenario V considering only the
maximum value of time-shifting (i.e., u; = 10VS;) and
varying the services (i.e., 102 < N < 104). The evaluation
results in Fig. 21d, Fig. 21e, and Fig. 21f for a single iteration
report that: (i) the strategies with prepartitioning are executed
in lower running time and use less RAM and CPU capacity
than the original version of heuristics; (ii) the application
of GATs, GATsPart, GreedyTs, and DPTs is limited to a
maximum of N = 10 services, because for larger scenarios
(e.g., for N = 10%) the running time is around units of
hours; (iii) the computational capacity used by the heuristics
is between 3% and 11% for RAM (see Fig. 21e), and between
4% and 40% for CPU (see Fig. 21f); and (iv) the overall
evaluation in terms of running time, RAM and CPU usage,
demonstrate that the best strategies for large-scale scenarios
are GreedyTsPart and DPTsPart.

Simulations in large-scale scenarios verify the validity of
the proposed energy management model and heuristic strate-
gies developed. Particularly, evaluation results demonstrate
that the prepartitioning method improve the operation of
heuristics in terms of running time, and RAM and CPU
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TABLE 15. Summary of features, mean values of metrics, and applicability of service scheduling algorithmic strategies.

Strategy

Features Version

Performance metrics
small-scale scenarios

Application scope

AR RAM
gain usage (%)
(%) single core

CPU
usage (%)
single core

Small-scale
scenarios
N <20

Very
large-scale
scenarios
10* < N < 10°

Large-scale
scenarios
20 < N < 10*

Optimal
approach -

Exhaustive brute-force search-based algorithm. OPTTSCoOST
Optimal service scheduling is based on the selection

65.86 29.34

35.04

Yes
constrained to
N <10

No No

of the optimal combination of variations.

Easy implementation but high computational
consumption mainly in term of RAM and CPU.
Exponential growth of complexity depending on the
values of N and u,;.

OPTTSCOSTPART

65.42 1.16

5.68

Yes
constrained to No
N <103

Greedy
approach

Iterative and constructive algorithm. GREEDYTS
Suboptimal service scheduling based on the

62.08 1.46

226

Yes
but suggested No
up to N =103

progressive selection of the best variation of
services (one service analyzed at a time, which
causes a reduction of search space).

Easy implementation and different feasible
alternatives (some implementations will do better
than others) depending on the criteria for choosing
subsequent variations (e.g., selection of

variation that produces the minimum value of
PrEgs in the analyzed time horizon).

Quality of solutions can vary widely on the input
(i.e., based on the criteria for selecting the initial
and subsequent variations).

Good running-time performance compared to the
optimal solution and pseudo-polynomial growth of
complexity. It requires less computational resources
than the optimal approach.

This strategy can be used as a benchmark for the
development of more sophisticated approaches.

GREEDYTSPART

61.97 1.28

1.38

Genetic
algorithm

Strategy inspired by the evolution of biological GATs
systems and the survival of the fittest.

65.77 1.49

20.91

Yes
but suggested No
up to N = 102

Near-optimal (or even optimal) service scheduling
based on the selection of the fittest combinations of
variations (i.e., the individual or chromosomes that
produces the minimum value of Prpg) that evolve
over generations.

Medium complexity implementation because of
mechanisms such as prioritization and time-shifting
on services.

- Nondeterministic generation of solutions due to the

random values related to the creation of population
and application of genetic operations (crossover and
mutation).

Good running-time performance and less
computational capacity used compared to the optimal
approach. Still, the final solution may require many
generations, especially if parameters for population
creation or stop criteria are not properly established.
In simulations, all solutions are obtained in a range
lower than 10 generations.

GATSPART

63.92 1.32

18.03

Yes
but suggested No
up to N =103

Dynamic
programming _

Strategy based on dynamic programming method. DPTs
Suboptimal service scheduling based on the

61.50 1.56

10.42

Yes
but suggested No
up to N =103

progressive selection of the best variations of
services. Using a bottom-up approach, systematically,
the results of a previous set of variations are stored
and used to solve a greater set of simultaneous
services.

- High quality (feasible) solutions for a variety of

scenarios of different sizes.

Good running-time performance and less use of
computational capacity compared to the optimal
approach.

Difficult implementation due to the two-dimensional
condition of adaptive energy management (power and
time) and multiple-choice analysis due to the
application of time-shifting (variations of services).
Moreover, this strategy requires integer values
regarding Pgg and energy demands.

DPTSPART

60.72 1.40

7.11

Yes
Yes but suggested
up to N = 10°
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usage, which makes these strategies (mainly GreedyTsPart
and DPTsPart) have applicability to larger scenarios (i.e.,
for N > 10*). Moreover, the performance metrics values
indicate that the prepartitioning method not only can extend
the scalability of heuristics but also it can improve the inner
operation of the proposed algorithms as in the case of GATS
for which its prepartitioned version (i.e., GATsPart) produce
better values of AR.

For the evaluation in very-large-scale scenarios,
GreedyTsPart and DPTsPart have been chosen, due to their
computational capacity usage (less than 9% of RAM and
29% of CPU) and running time (less than 11 seconds)
delivered in large-scale scenarios. Figure 22, Table 13, and
Table 14 summarize the simulation results produced by these
heuristics. Like the results obtained in smaller scenarios, for
105 < N < 10°, the values of metrics Pres (Fig. 22a),
AR (Fig. 22b), and Prack (Fig. 22c¢) verify the effectiveness
of GreedyTsPart and DPTsPart to adapt consumption to
the availability, which results in minimization of Pggs.
As indicated in Table 13, the improvements, in terms of
AR, achieved by the two heuristics are very similar to each
other and are around 74%; although their running times differ
as indicated in Table 14 and reveal that the application of
DPTsPart is limited to scenarios with N < 10°.

To better differentiate the performance of GreedyTsPart
and DPTsPart in very-large-scale scenarios, we have ana-
lyzed Scenario VII considering only the maximum value of
time-shifting (i.e., u; = 10VS;) and varying N, as shown in
the second row in Fig. 22. Simulations results in Fig. 22d,
Fig. 22e, and Fig. 22f show that in terms of running time
and use of RAM and CPU, GreedyTsPart presents a better
performance than DPTsPart. Specifically, the running time
of DPTsPart for N = 10° in order of tens of hours, confirm
its applicability for scenarios with N < 10°. Regarding the
computational capacity usage, Fig. 22e and Fig. 22f report
that the heuristic strategies consume between 3% and 12%
of RAM, and between 11% and 32% of CPU, respectively.
These values together with the results of the running-time
demonstrate feasibility of adaptive energy management in
scenarios with hundreds of thousands or even millions of
services.

The simulations in large-scale and very large-scale demon-
strate that the heuristics strategies, when deployed in the NFV
domain (or a similar ICT infrastructure), can enable efficient
adaptive energy management within reasonable running time
and use of computational capacity (mainly in terms of
RAM and CPU). Table 15 summarizes the main operating
features, the mean values of AR and computation capacity
used (considering the evaluation in small-scale scenarios for a
fair comparison), and the applicability of the proposed service
scheduling strategies (both optimal and heuristic).

VIil. CONCLUSION

This paper provides insight into optimal and heuristic strate-
gies that can be deployed in the NFV domain (or a similar ICT
infrastructure) for achieving adaptive energy management,
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either renewable or not, in small, large, or very large-
scale IoT-enabled scenarios. In this context, this paper starts
describing the NFV-enabled energy management scheme,
the stakeholders involved, and the management mechanisms,
including energy provisioning prioritization, time-shifting
application, and rejection of energy demands, to adapt
consumption to available supply. Moreover, the proposal for
energy management includes the mathematical model related
to adaptive consumption and an algorithmic strategy based
on brute-force search, denoted as OptTsCost, to solve the
energy management model optimally. The optimal strategy
allows us to identify all concerns related to the algorithmic
implementation of adaptive energy management.

Given the NP-Hard nature of adaptive energy management
and the exponential growth of OptTsCost (which depends
on the values of N and u; as shown in Eq. 33), we propose
three heuristic strategies identified as GreedyTs, GATs, and
DPTs, which are based on a greedy approach, an evolutionary
algorithm, and dynamic programming method, respectively.
To scale up the applicability of adaptive energy management
to scenarios with thousands and hundreds of thousands of
energy demands, we have incorporated a prepartitioning
method for both the optimal strategy and the heuristics.
As a result of the prepartitioning method, four additional
heuristics were created and are denoted as OptTsCostPat,
GreedyTsPart, GATsPart, and DPTsPart.

The optimal and heuristic strategies are evaluated through
intense simulations in various scenarios with different values
of N and u;, using different generation and consumption
profiles and offline and online approaches. The evaluation
also includes a HEMS scenario in which real-world con-
sumption data is used. The simulation results in all scenarios
demonstrating the effectiveness of the proposed adaptive
energy management model, which, implemented through the
algorithmic strategies, offers improvements in energy use
(i.e., more appliances consuming in the same period or the
execution of services which would otherwise be rejected
without a management mechanism) and reduction of peak
demands. The values of performance metrics Pggs, AR,
and Prack show that as the time-shifting value increases,
the energy model better adapt the Pp to the Pgg, which is
reflected in a progressive increasing of AR and a decrease
of Pres and Prack. The simulation results also reveal that
the proposed strategies in this paper can be a useful tool
for the planning of energy consumption and distribution or
for real-time load control and optimization of energy use
in IoT-enabled environments. These tools can, in turn, offer
operational (e.g., the reduction of energy outage preventions)
or economic benefits (e.g., reduced energy tariffs) for the ES
and the ECs, and the overall improvement of the stability and
reliability of the energy ecosystem.

In terms of quality and complexity of solutions, simulation
results indicate that the heuristic strategies, both the originals
and the versions with prepartitioning, produce high-quality
solutions while performing between two and six orders
of magnitude faster than the optimal approach OptTsCost
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(as shown in Table 9). Regarding the computational power
demanded by the heuristics, the evaluation of heuristics
indicates that these strategies only use a fraction of RAM
and CPU capacity used by OptTsCost (as shown in Fig 20).
In the worst case scenario for RAM usage, DPTs uses approx-
imately 5% of capacity used by OptTsCost, and in the worst
case scenario for CPU usage, GAT's uses approximately 60%
of capacity used by OptTsCost. Therefore, reduced running-
time and computational capacity usage make possible the
implementation of heuristics on advanced NFV-enabled
infrastructures or on embedded systems in homes (e.g., on a
Raspberry Pi platform) for adaptive energy management
in IoT-enabled scenarios with hundreds or thousands of
services. Likewise, the application of the prepartitioning
method allows the energy model to extend the potentialities
of the heuristics to IoT-enabled environments with hundreds
of thousand of energy demands (as in the current and future
communications infrastructures) or as future initiatives of
the IoE.

Future work can address a variety of aspects related
to the energy management model or the development of
more sophisticated strategies. Possible improvements for the
energy model include: (i) the incorporation of a parameter
that enables the variation of consumption over time, so that a
service can increase or decrease consumption on availability;
(ii) the possible processing of partial services, in this case,
the proposed model can be based a fractional knapsack
problem; and (iii) the incorporation of a parameter that
represents the possible storage of energy (i.e., the use of
battery units in the model), so that in energy surplus the
energy can be stored and used when needed. Concerning
future algorithmic solutions, a first step might be the
development of a hybrid strategy in which, depending on
the size of the scenario, the proposed algorithm selects the
appropriate strategy (e.g., use of GATs for small-scenarios,
DPTs for large-scale scenarios, and use of GreedyTsPart
for very large-scale IoT environments). The use of machine
learning techniques can be explored for adaptive energy
management. For instance, supervised learning can be
applied to implement a prediction method of produced energy
resource or consumption, which can be used as an input to
the proposed energy model and improve its performance. The
clustering of consumption patterns based on unsupervised
learning can be applied to the energy model to guarantee
the energy supply for CS. Moreover, a complete adaptive
energy management model could be established using a
reinforcement learning approach, as inspired by the multi-
armed bandits problem.
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