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ABSTRACT Weaponry equipment names belong to an important military naming entity that is difficult to
identify because of features, such as complex components, miscellaneous, and scarce annotation corpus.
Here, the automatic recognition of weaponry equipment names is specifically explored, a NER (Named
Entity Recognition) algorithm is proposed based on BI-LSTM-CRF (Bi-directional Long Short Term
Memory Conditional Random Field), thereby demonstrating the effectiveness of domain features in
domain-specific entity recognition. Firstly, Chinese characters are represented by word embedding and input
into the model. Then, the input feature vector sequence is processed by BI-LSTM (Bi-directional Long Short
Term Memory) NN (Neural Network) to extract context semantic learning features. Finally, the learned
features are connected to the linear CRF (Conditional Random Field), the NEs (Named Entities) in the
equipment support field are labeled, and the NER results are obtained and output. The experimental results
show that the accuracy of the NER algorithm based on the BI-LSTM-CRF model is 92.02%, the recall rate
is 93.21%, and the F1 value reaches 93.88%. The effect of this model is better than the BI-LSTM NNmodel
and LSTM-CRF (Long Short Term Memory Conditional Random Field) NN model. The proposed model
provides some references for entity recognition in the field of equipment support.

INDEX TERMS Text information extraction, named entity recognition, equipment support, automatic word
segmentation, information identification.

I. INTRODUCTION
With the rapid development of AI (Artificial Intelligence)
and big data technology, the intellectualization of the
general domain and vertical domain is developing steadily.
Particularly, customized solutions are needed for the ver-
tical domains because of their peculiar industrial features.
NER (Named Entity Recognition), as an important semantic
analysis tool, is a key branch of IE (Information Extrac-
tion), emotional analysis, and SU (Semantic Understanding).
Meanwhile, NER is the foundation of such AI applications
as knowledge mapping. Scholars have researched and sum-
marized general domain NER methods, while the vertical
domain NER should consider the specific features of the
professional field. Here, the NER in the field of equipment
support is studied. Technically, NER in the field of equip-
ment support can effectively extract the field information
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and provide the basis for the subsequent construction of the
domain knowledge map and the further development of big
data applications. Besides, NER is regarded as a subtask
of information extraction, and it can locate and classify the
atomic elements in a group of words and then output the
directory in a fixed format [1], [2].

Both domestic and international scholars have stud-
ied entity recognition and military entity recognition.
Liao et al. [3] pointed out that military NER is one of the key
technologies in military information extraction. Traditional
MNER task methods relied on cumbersome feature engi-
neering and professional domain knowledge. Then, an auto-
matic military entity recognition method was proposed based
on BI-LSTM (Bi-directional Long Short-Term Memory)
NN (Neural Network) and self-attention mechanism. The
experimental results showed that the self-attention mech-
anism could effectively improve task performance. The
F-values of military literature and network military text
recognition were 90.15% and 89.34%, respectively, which
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was better than other models. You et al. [4] proposed a
DNN (Deep Neural Network) recognition method based on
word vector features and state features and used for weaponry
in electronic text, such as aircraft, tank vehicles, artillery, and
missiles. The experiment showed that the F1 value on the test
corpus is 0.9102. Englmeier [5] suggested that context classi-
fied specific environments through key attributes that served
as a semantic markup role.When summarizing information at
a more coarse-grained level, the context could be a recursive
construct. Consequently, the recognition and standardization
of context at different granularity levels were put forward to
support faster and more accurate information retrieval. The
system used the semi-automatic method of supervised learn-
ing to extract and standardize data from text. This method
was based on NER and simple ontology to identify and
eliminate context ambiguity. Shibuya and Hovy [6] argued
that when entity names contained other names, identifying
all name combinations might become difficult and expen-
sive. Therefore, a new method was proposed, which could
recognize the outermost NEs (Named Entities), but also the
nested NEs. Meanwhile, a decoding method was established
for reasoning, which iteratively extracted from the outermost
entity to the internal entity in an external to internal way.
Experiments suggested that the F1 score of this method on
the GENIA data set was 85.82%.

In recent years, researchers have made many achievements
in Chinese NER. But in some niche areas, such as mili-
tary equipment support, the research on NER is rare due
to factors like confidentiality. Therefore, a NER method is
proposed here. The proposed method adds the word posi-
tion information of a single Chinese character in the seg-
mentation results to the word vector pre-trained through the
large-scale corpus, then inputs the combined feature vector,
and trains the input with the bidirectional threshold cycle unit
CRF (Conditional Random Field) network. Finally, the pro-
posed method completes the NER in the military field.

II. NER IN EQUIPMENT SUPPORT FIELD BASED ON
BI-LSTM-CRF (BI-DIRECTIONAL LONG SHORT TERM
MEMORY CONDITIONAL RANDOM FIELD) MODEL
A. OVERVIEW OF KEY TECHNOLOGIES OF NER IN THE
EQUIPMENT SUPPORT FIELD
There are various NEs in the field of military equipment
support, they have a unique grammatical structure and a com-
plex composition, distinct from everyday texts. Specifically,
the differences can be manifested from six aspects. 1. The
format and narrative methods are fixed. 2. Sentence structure
is simple [7]. 3. The terminology is accurate. 4. The usage
frequency of military language is high. 5. There are usually
parallel or progressive relations in segmentation or clause.
6. Contents are very normative [8]–[10]. Generally, in mili-
tary equipment support, NEs can be classified into countries,
time, weaponry equipment models, companies, and institu-
tions. The analysis of the corpus implies that the naming
of countries, time, weaponry equipment models, companies,

and institutions follow specific rules, except for the naming
of some complex companies and institutions. The follow-
ing are the results of the feature analysis of NEs. Location
entities are generally bounded to the country, province, city,
county.Weaponry entities are generally composed of Chinese
characters, letters, numbers, and symbols. The difficulty of
NER in the field of military equipment support is that the
boundary of Chinese text words is not clear enough, there are
more nested combinations and more problems of reference
elimination [11], [12].

The automatic word segmentation technology can separate
the text into single words for subsequent processing, such
as labeling and recognition [7], [13], [14]. Here, the texts
in equipment support are collected as the source data, and
the forward maximum matching method is used for word
segmentation according to their features. Classified label-
ing can classify word segmentation and label them with the
same identifier. Here, the key information is identified and
extracted according to the text features in the equipment sup-
port field, and the targeted labeling method is adopted. The
category labels are customized, and the words with distinct
information are merged and classified [15], [16]. Compared
with the part-of-speech tagging of semantic annotation in
NLP (Natural Language Processing), the proposed tagging
method also provides hints on the semantics and categories
of word segmentation units.

B. BI-LSTM-CRF MODEL
LSTM network is an effective deformation of RNN (Recur-
rent Neural Network). The hidden layer of each moment
in the LSTM network contains multiple memory modules,
each module contains one or more memory cells, and each
memory cell contains three memory gates [17], [18]. The
LSTM network can effectively solve gradient explosion
or gradient disappearance in the simple RNN, optimizes
non-RNN networks, and can deal with context information
within a large range. Therefore, the LSTM model is advanta-
geous for the sequence labeling problem. The chronologically
expanded diagram is shown in figure 1 [19], [20].

In Figure 1, X1,X2,X3 . . .Xt represents the input of
the network at each moment, C1,C2,C3 . . .Ct denotes
the internal state of the network at each moment, and
H1,H2,H3 . . .Ht stands for the external state of the network
at each moment. Compared with the simple RNN, the LSTM
network is improved from two aspects. The first improve-
ment is that the internal state variable is introduced for lin-
ear cyclic information transfer, as shown in equation (1),
and information is output to the external state, as shown in
equation (2) [13], [21], [22].

ct = ft � ct−1 + it � c′t (1)

ht = ot � tanh(ct ) (2)

In Eq. (1) and Eq. (2), the meaning of it and ot represent
the different gate structures in the LSTM network,� denotes
the product of vector elements, ct−1 stands for the memory
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FIGURE 1. LSTM network structure.

unit at the last rise time, and c′t stands for the candidate state
obtained through the nonlinear structure.

The second improvement is that three control gates are
introduced, including the forgetting gate, the input gate, and
the output gate, controlling the path of information trans-
mission. The calculation of the forgetting gate is shown in
equation (3), the calculation of the input gate is shown in
equation (4), and the calculation of the output gate is shown
in equation (5).

ft = δ(Wf xt + Uf hh−1 + bf ) (3)

it = δ(Wixt + Uiht−1 + bi) (4)

ot = δ(Woxt + Uoht−1 + bo) (5)

In (3), (4), and (5), δ(.) represents a logarithmic function,
xt denotes the input at the current time, ht−1 indicates the
external state at the previous time, W stands for the weight
matrix, b means the offset vector, and U is the coefficient.
The forgetting gate, input gate, and output gate can control

the information storage location, storage time, and reading
mode. The operations of the forgetting gate, input gate, and
output gate are slightly different. The forgetting gate multi-
plies thememory unit vector of the previous state to obtain the
historical information that needs to be retained [23], [24].

The forward LSTM and backward LSTM are combined
into BI-LSTM. The time window BI-LSTM can predict the
step size of the next moment using the historical value of the
time window length. The parameter value of the time window
step represents how many pieces of historical data are used
to predict future values. During BI-LSTM model training,
the trained data are input, the predicted value is calculated and
output in the previous direction, and then the predicted value
is calculated and output in the backward direction. After-
ward, the model gradient parameters and weight coefficients
calculated in the forward direction and backward direction
are updated based on the comparison with the actual value.
The BI-LSTM model prediction process can be divided into
four steps: firstly, the time window step of a sample data
is set to three, its input is xt−1, xt , xt+1, and there are two
separate LSTM units. For the backward calculated LSTM
unit, the samples are input into the LSTM unit in order of
xt−1, xt , xt+1 to obtain the first set of state outputs. Then, for
the backward calculated LSTM unit, the samples are input
into the LSTM unit in order of xt−1, xt , xt+1 to obtain the
first set of state outputs. Consequently, the two groups of
state outputs are obtained, and the feature dimensions of each

element are the same, and the two groups of state variables are
spliced. Finally, for each input, an output vector with a length
of 2 ∗ xt feature dimension is obtained [25], [26].

C. CRF ALGORITHM BASED ON TRI-TRAINING
CRF (Conditional Random Field) model is an undirected
graph model based on the hidden Markov model, which
is commonly used in sequence labeling tasks. The hidden
Markov model with CRF layer can be expressed as in Eq. (6).

S(X,Y) =
n∑
i=0

AI ,J +
n∑
i=1

pi,yi (6)

In Eq. (6), A denotes the transfer matrix, and p stands for
a probability matrix of n ∗ k.
The basic idea of the Tri-training algorithm is similar to a

multi-classifier, which sets three classifiers C1, C2, and C3,
and then randomly samples through Bootstrap algorithm
from sample set LL to generate different training datasets
and three classifiers. The classification ability of the three
classifiers is different, and the data X in the unlabelled data
set U is labeled [1], [27], [28]. If two datasets have the same
classification effect for X, the X sample is classified as C2(X)
and added to the C1 training set, and similarly, the other two
classifiers repeat the above process. After multiple iterations,
the training stops when the classification performance of the
three classifiers does not change. Obviously, the advantages
of Tri-training semi-supervised learning are that it can clas-
sify with a small amount of labeled corpus and a large num-
ber of the unlabelled corpus, the military equipment support
information is mostly classified as confidential, and labeled
corpus is difficult to obtain. Therefore, the semi-supervised
learning Tri-training algorithm is applied to train a better
classification model on fewer labeled corpus and a large
number of unlabelled corpus [29]–[31].

The workflow of the CRF algorithm based on Tri-Training
can be divided into four steps.

1. A small amount of annotated corpus can train the CRF
model, and the trained CRF model C1 is generated.

2. Then, Model C2 can identify the NE in the field of
equipment support for the unlabelled corpus U, and the
confidence of the results of U is estimated.

3. The confidence threshold is set to 0.85, word segmenta-
tion is selected from the test corpus and set to subset u,
then u is added to the training corpus L, and subset u is
deleted.

4. The CRF model will be generated through the repe-
tition of the above steps. Specifically, when the con-
fidence difference between CK and CK-1 is no more
than 0.5%, the optimal model CK will be generated.

D. NER PROCESS IN EQUIPMENT SUPPORT FIELD
Here the NER is based on the material particularity of the
equipment support field, and the specific process is shown
in figure 2. Figure 2 shows that the process is divided into
four steps. The first step is the material text pre-treatment.
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FIGURE 2. Model training steps.

The second step is to train the distributed eigenvector. The
third step is to train the BI-LSTM network. The fourth step is
to identify and extract entities.

E. BI-LSTM-CRF SEQUENCE LABELING MODEL
Figure 3 illustrates the sequence labeling model architecture
for NER in the field of equipment support.

FIGURE 3. The architecture of the sequence labeling model.

The bottom layer of the model is the word vector mapping
layer. The second layer of the model is the BI-LSTM layer,
and it can automatically extract sentence features without
manual interference. The third layer of the model is the
CRF layer, and it can label the sentence in the sequence.
If a label sequence with a length of the sentence is denoted
as y = (y1, y2, y3, . . . yn), the score of the sentence x labeled
with y can be expressed as in Eq. (7).

SCORE(x, y) =
n∑
i=1

Pi,yi +
n+1∑
i=1

Ayi−1,yi (7)

The total score of each location adds up to the score
of the whole sequence, and the score of each location is
composed of the transition matrix A of CRF and the output
of LSTM Pi,yi . Model training is achieved through the maxi-
mization of the log-likelihood function.

The construction process of BI-LSTM-CRF follows.
1. The complete sentence sequence first enters the word vec-
tor layer, and the word vector corresponding to the sentence

sequence is obtained by querying the word vector table as
the input sequence. 2. Multiple parameter matrices of the
BI-LSTM layer are randomly initialized. The input sequence
obtained from the word vector layer enters the BI-LSTM
layer, and the output of LSTM in two directions is spliced
as the output of the hidden layer. 3. CRF layer is responsible
for tagging the sequence of sentences, and each position is
labeled using the parameter matrix.

F. EXPERIMENT SETTING
To better realize NER in the corpus of equipment support
field, the source of military text corpus used in the exper-
iment is the data set of equipment support field based on
open-source data. The data source includes the public data set
of Sina military news and CCKS 2020 technical evaluation
task of Institute of Systems Engineering, Military Academy
of Sciences. The final experimental data set is constructed by
machine annotation and manual verification, which contains
200,000 words and 5 types of labeled entities. The labeling
method is BIO. Then, 80% of them are randomly selected
as the training corpus, and 20% of them are chosen as the
test corpus. In the designed experiment, the hidden layer of
the BI-LSTM network contains four layers, the number of
neurons in the hidden layer is 120, 200, and 250, respectively.
The word vector dimension is 100, and the length of the
single input sequence of the model is 15. The NN model
is trained through a small batch random gradient descent
algorithm. The number of batch samples is 20, and the sample
iteration is 100 times. The Adam optimizer is used in the
training process, the dropout is set to 0.5, and the learning rate
is 0.0001.

G. EVALUATION INDICES
Here, the model is evaluated through precision, recall rate,
and F1 score, which is calculated through Eq. (8), Eq. (9),
and Eq. (10), respectively.

Precision =
TP

TP+ FP
(8)

Recall =
TP

TP+ FN
(9)

F1 =
2RP
R+ P

(10)

III. EXPERIMENTAL RESULTS AND DISCUSSION OF NER
A. RESULTS OF NER IN EQUIPMENT SUPPORT FIELD
BASED ON BILSTM-CRF
Figure 4 shows the results of the NER experiment.

In Figure 4, P denotes the precision, R represents recall
rate, and F1 stands for F1 score.

Figure 4 demonstrates that when the NEs are place names,
the precision rate of the network is 88.2%, the recall rate
is 91.89%, and the F1 score is 90.12%. When the NEs are
time, the precision rate of the network is 79.81%, the recall
rate is 74.47%, and the F1 score of the network is 76.15%.
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FIGURE 4. Experimental results of NER.

When the NEs are weaponry, the precision rate is 96.93%,
the recall rate is 74.47%, and the F1 score is 76.15%.

B. ONTOLOGICAL FEATURE VECTOR EXPERIMENT
Figure 5 shows the statistical results of the precision, recall
rate, and F1 score of the word vector, sentence vector, and
sentence vector + ontology feature.

FIGURE 5. The experimental results of the ontology feature vector.

In Figure 5, P denotes the precision, R represents the recall
rate, F1stands for the F1 score.

In the first group of experiments, only word vectors are
input into the constructed model. The precision of the model
is 81.95%, the recall rate is 81.83%, and the F1 score
is 81.81%. The effect is poor, not as good as the general effect
of NER, indicating that when the model input is only word
vectors, the NER cannot be effectively realized in the field of
equipment support.

In the second group of experiments, word vectors and
sentence vectors are input into the constructed model. The
precision of the model is 85.11%, the recall rate is 84.11%,
and the F1 score is 81.81%. Compared with experiment 1,
the precision, recall rate, and F1 score of experiment 2 have

been improved. The input of the word vector is conducive to
morphological feature acquisition within word segmentation
and improves the recognition performance of the model.

In the third group of experiments, sentence vectors +
ontology features are input into the constructed model. The
precision of the model is 91.20%, the recall rate is 90.44%,
and the F1 score is 90.98%. Compared with experiment 1 and
experiment 2, the precision, recall rate, and F1 score of
Experiment 3 have been improved, indicating that the addi-
tion of ontology features can greatly improve the recognition
ability of NEs.

C. MODEL COMPARISON EXPERIMENT
The performance of the constructed model is compared with
that of the BI-LSTM model and LSTM-CRF model to evalu-
ate its effectiveness, as shown in Figure 6.

FIGURE 6. Experimental results.

In figure 6, Model 1 represents the proposed model,
Model 2 denotes the BI-LSTM model, Model 3 is the
LSTM-CRF model, P denotes the precision, R represents the
recall rate, and F1 stands for the F1 score.

The results indicate that the precision of the NER method
based on the BI-LSTM-CRF model is 92.02%, the recall
rate is 93.21%, and the F1 score is 93.88. The precision of
the NER method based on the BI-LSTM model is 88.21%,
the recall rate is 86.21 %, the F1 score is 87.11%. The
precision, recall rate, and F1 score of the NER method based
on the LSTM-CRF model are 86.01%, 85.21%, and 86.11%,
respectively. The precision and the recall rate of the NER
method based on the proposed model are more than 80%,
so the recognition performance is better than that of the
BILSTMmodel and LSTM-CRFmodel. Hence, the proposed
algorithm is effective.

To evaluate the iterative learning effect of the Tri-Training
algorithm on the CRF model, the performance of the NER
method based on the proposed BI-LSTM-CRFmodel is com-
pared with that of the NER method based on BI-LSTM-CRF
model without Tri-Training algorithm pre-learning. The
experimental results are shown in Figure 7.
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FIGURE 7. Performance comparison results.

In Figure 7, Model 1 represents the proposed model,
Model 2 represents the BI-LSTM-CRF model without Tri-
Training algorithm pre-learning, P represents the accuracy,
R represents the recall rate, and F1 represents the F1 score.
Figure 7 shows that the accuracy index of the proposed model
is 6% higher than that of the BI-LSTM-CRF model with-
out the Tri-Training algorithm. The recall rate and F1 score
of the proposed model are also higher than those of the
BI-LSTM-CRF model without the Tri-Training algorithm.
The performance of the proposed model is better than
that of the BI-LSTM-CRF model without the Tri-Training
algorithm.

IV. CONCLUSION
Here, several key technologies of NER in the field of
equipment support are studied, including word segmenta-
tion, classification, annotation, and information extraction.
A tri-training algorithm is proposed to iteratively learn the
CRF model, and then complete keyword recognition and
extraction, which effectively improves the training effect of
the algorithm. Finally, the model is trained and evaluated by
combining the open-source data set and the self-built data
set, which provides an effective solution for NER in the field
of equipment support. Due to the particularity of the equip-
ment support field, the effect of the model is very dependent
on domain knowledge. Therefore, the proposed model still
has some shortcomings. For example, in the process of tri-
training, the probability generated by the CRF annotation
sequence is selected as the condition for selecting high confi-
dence annotation data. This method is relatively simple, and
more feasible and effective methods need to be explored in
the future. In future work, this paper will use the variational
Bayesian algorithm (TARA) to cluster the data.
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