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ABSTRACT The authors propose analogical reasoning systems based on first-order predicate logic using
deep learning. The proposed systems consist of a model combining recursive neural networks andWord2Vec.
When unknown data is input in this trained model, similar outputs to those of the trained data are obtained.
Previous studies on symbolic inference using deep learning have focused on deductive and inductive
inferences, and they require rule templates that are manually created and provided to the models in advance.
However, it is not enough to infer unknown rules from a large amount of data on the Internet. Analogical
reasoning is a mode of inference that attempts to solve a new case based on similarity. Thus, it enables
inference of rules that were challenging to comprehend in previous studies. As a result of the experiments,
unknown rules can be efficiently inferred from known rules contained in the knowledge bases. Using the
proposed systems, the authors can extract unknown rules from five of the eight datasets consisting of three
types of knowledge bases described in Prolog. The proposed method is the first case of analogical reasoning
based on the first-order predicate logic using deep learning. Furthermore, the models used in the proposed
systems have shown high robustness when using Word2Vec. For this reason, it is suggested that the practical
applications of the proposed systems enable efficient inferences from a large amount of data that include
noisy data on the Internet.

INDEX TERMS Analogical reasoning, deep learning, knowledge base, prolog, symbolic processing,
Word2Vec.

I. INTRODUCTION
Symbolic processing using neural networks has been widely
studied. In the 1990s, symbolic processing using multilayer
neural networks [1], [2] was studied. However, owing to the
limitations of the available hardware and training data at the
time, as well as the learning ability of the multilayer neural
networks, practical results could not be achieved.

In the 2000s, with the emergence of deep learning, the
learning ability of neural networks improved significantly.
As a result, studies on symbolic processing using neural
networks have again gained attention. Recently, studies have
been conducted to learn about the first-order predicate logic
using deep learning and to make inferences using the learned
results.

Previous studies on symbolic inference using deep learn-
ing focused on deductive and inductive inferences [3]–[10].
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However, these studies required rule templates that were
manually created and provided to the models in advance.
For example, ‘‘#1(X,Y):–#2(X,Z),#3(Z,Y).’’. In this case,
only rules that match the rule templates can be found,
thereby alluding that these studies are not enough to infer
unknown rules from a large amount of data on the Internet.
To efficiently formulate inference, deductive and inductive
inferences as well as methods that have been utilized in con-
ventional artificial intelligence (AI) research (e.g., analogical
reasoning and hypothesis inference) are important. Therefore,
in this research, we focus on analogical reasoning using deep
learning. Analogical reasoning [11]–[13] is a mode of infer-
ence that attempts to solve a new case based on the similarity
with another case. To date, there have been studies on ana-
logical reasoning using neural networks [14]–[17], however,
our research is the first to conduct analogical reasoning using
first-order predicate logic.

One of the studies related to analogical reasoning
using first-order predicate logic is transfer learning using
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a probabilistic logic model (PLM) [18], [19]. Transfer learn-
ing using PLM aims to generate a learning model for a
completely different domain using a model trained for one
domain. As transfer learning using PLM transfers all the rules
contained in the trained model to generate a hypothesis for
another domain, the number of hypotheses becomes enor-
mous. Meanwhile, our approach aims to discover unknown
rules using a trained model. By using similarity, analogical
reasoning can limit the hypothesis search space to obtain new
rules. Unlike transfer learning, analogical reasoning cannot
obtain almost all the rules of a certain domain, but new
rules can be efficiently discovered. Furthermore, analogical
reasoning can discover not only new rules in another domain
from a model trained in one domain, but also unknown rules
within the same domain.

Our study makes the following contributions:

1) Unknown rules can be inferred from a knowledge base
that contains known rules.

2) Even if the size of the knowledge base is large,
unknown rules can be extracted efficiently.

Our proposed system can efficiently extract unknown rules
from the knowledge base. Furthermore, the proposed method
is the first case of analogical reasoning based on the first-
order predicate logic using deep learning. Using knowledge
bases described in Prolog, we evaluate our proposed systems.

We begin by reviewing related research work in section II.
In section III, we describe analogical reasoning, which is the
learning target. In section IV, we propose analogical reason-
ing with deep learning-based symbolic processing. Lastly,
in Section V, we report the experimental results of the pro-
posed systems.

II. RELATED WORK
A. ANALOGICAL REASONING
Studies on AI and cognitive science have been focused
on making machines perform analogies as humans do
[11]–[13], [20]–[24]. Initially, structure-mapping theory [11]
based on the analogy of the relation between objects was
proposed. Then, an inference engine that performed analo-
gies based on structure-mapping theory [12] was devel-
oped. Furthermore, an inference engine using similarities
between objects and similarities in problem solving [13] was
developed.

Recently, studies have been conducted to learn about the
knowledge graph using analogical reasoning with deep learn-
ing [25], [26]. However, it is difficult for them to treat the
first-order predicate logic.

B. SYMBOLIC PROCESSING WITH NEURAL NETWORKS
Prior to the emergence of deep learning, studies on sym-
bolic processing learning and inference using multilayer
neural networks were conducted. Studies on inference
for propositional logic [27]–[29] and first-order predicate
logic [30]–[35] have been conducted. In addition, studies
dealing with analogical reasoning [14], [17] were conducted.

After the emergence of deep learning, deductive and
inductive inferences based on the first-order predicate logic
[4], [7]–[10] were studied using graph neural networks. Later,
studies using feedforward networks [5] and recurrent neural
networks [3], [6] were also conducted. These studies required
forms of rules or information of rules, to be provided to
models in advance, which is not sufficient to infer unknown
rules from a large amount of data on the Internet. However,
although analogical reasoning has been studied for images
and simple symbols [15], [16], it has not been considered for
the first-order predicate logic.

C. TRANSFER LEARNING
One of the studies related to analogical reasoning is transfer
learning. Since the 2000s, studies on transfer learning for
symbolic knowledge representation [18], [19], [36], [37] have
been conducted. In particular, research on transfer learning
of predicate logic using the PLM [18], [19] was being per-
formed. In transfer learning using PLM, based on a PLM of
one domain, a PLM of another domain was created. Trans-
fer learning using PLM has a problem in that the number
of hypotheses increases considerably because a model of
another domain was generated using all the rules included
in the model. Furthermore, a study was being conducted
to heuristically limit the range of hypothesis searches by
hand [38]. Therefore, it is difficult to use transfer learning
using PLM to discover new rules from a huge amount of
information such as from the Internet.

D. ZERO-SHOT LEARNING
One of the studies related to analogical reasoning is zero-
shot learning [39], [40]. Zero-shot learning aims to classify if
unknown categories are included. It classifies data including
unknown categories by measuring the similarity between
input data and known categories. Some zero-shot learning
studies usedword embedding tomeasure similarity [41], [42],
while others used human knowledge to measure similarity
[43], [44]. However, although zero-shot learning can classify
unknown categories, it is difficult to infer unknown rules from
knowledge bases.

III. ANALOGICAL REASONING WITH
SYMBOLIC PROCESSING
Here, we used Prolog [45], a subset of first-order predicate
logic for symbolic processing. In this section, we describe the
methods of analogical reasoning based on representations in
Prolog.

A. MECHANISM OF ANALOGICAL REASONING
Fig. 1 shows the mechanism of analogical reasoning. The
target domain is the domain for which the properties should
be known, while the source domain is subjected to analogy.
If there is similarity between problem A in the source domain
and problem B in the target domain, solution A, the solu-
tion to problem A, is mapped to solution B, the solution to
problem B. Thereafter, an analogy can be made by finding
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FIGURE 1. Mechanism of analogical reasoning.

FIGURE 2. Example of analogical reasoning for rules.

similarities between the problem in the target domain and that
in the source domain.

There are two types of similarity: (1) similarity between
objects in the target and source domains, and (2) between
relationships within those objects. Analogical reasoning for
rules performs analogies based on the similarity of rela-
tionships, and analogical reasoning for unification performs
analogies based on the similarity of objects. In our proposed
systems, the reasoning ability is enhanced by combining
both analogical reasoning for rules and unification. Our pro-
posed systems use Word2Vec to measure similarities for both
objects and relationships.

B. ANALOGICAL REASONING FOR RULES
We describe how to apply the mechanism of analogy to
Prolog rules. Fig. 2 shows an example of analogical reasoning
for rules. Consider the case where the rule shown in (1) exists
in the source domain and the fact shown in (2) exists in the
target domain. Rule (1) expresses that if X is a woman and
X is Y’s parent, then X is Y’s mother. In Prolog programs,
uppercase letters such as ‘X’ and ‘Y’ mean variables. The
one in front of the operator ‘:-’ is called the head, and the
one in the back the body. The rule is that if the body is
true, then the head is also true. The operator ‘,’ indicates a
conjunction of clauses. This means that the clauses must be
true. Equation (2) expresses the fact that X is Y’s father.

mother(X ,Y ) : −female(X ), parent(X ,Y ). (1)

father(X ,Y ). (2)

FIGURE 3. Example of analogical reasoning for unification.

Here, we consider the head on the left side of the rule in
(1) as a problem and the body on the right side of the rule
in (1) as a solution. Then, by finding the similarity between
the head of (1) and the fact in (2), the body of (1) is mapped
to the body of the rule with the head of (2). In other words,
the rule shown in (3) can be inferred. This method of analogy
is hereinafter called ‘‘analogical reasoning for rules’’.

father(X ,Y ) : female(X ), parent(X ,Y ). (3)

Now, referring to rule (3), the father is a woman, which is
against the fact. Just by analogical reasoning for rules, it is
not always possible to obtain the correct rules. Therefore, we
use analogical reasoning for the unification described in the
next section.

C. ANALOGICAL REASONING FOR UNIFICATION
We describe how to apply the analogy mechanism to unifica-
tion, which is the determination of whether a given goal is the
same as a fact [45]. In Prolog programs, we can ask whether
two clauses are unified by connecting the two clauses with
the operator ‘=’. Fig. 3 shows an example of analogical rea-
soning for unification. Consider the case where the question
shown in (4) is ‘‘true’’ in the target domain, and the fact shown
in (5) exists in the source domain.

male(X ) = male(X ). (4)

female(X ). (5)

Here, we consider the clause on the left side of (4) as a
problem and that on the right side of (4) as a solution. Then,
by finding similarities between the clause on the left side of
(4) and the fact in (5), the clause on the right side of (4) is
mapped to the solution of (5). As such, it can be inferred
that the question shown in (6) becomes ‘‘true.’’ This method
of analogy is hereinafter called ‘‘analogical reasoning for
unification’’.

By applying the unification shown in (6) to rule (3),
as obtained by analogical reasoning for rules, the rule in (7)
can be derived. In the rule shown in (7), the father is a male,
which is the correct rule.

female(X ) = male(X ). (6)

father(X ,Y ) : −male(X ), parent(X ,Y ). (7)

VOLUME 9, 2021 121861



H. Honda, M. Hagiwara: Analogical Reasoning With Deep Learning-Based Symbolic Processing

FIGURE 4. Proposed rule analogy model.

IV. PROPOSED ANALOGICAL REASONING WITH DEEP
LEARNING-BASED SYMBOLIC PROCESSING
In this section, we first describe a method for implementing
the analogical reasoning described in section III via deep
learning. Next, we describe the proposed system that uses
these methods for inferring rules from fact sets.

A. DEEP LEARNING-BASED SYMBOLIC PROCESSING
Using the model [6], which combines Seq2Seq with Atten-
tion [46] and Word2Vec [47]–[49], the learning of analogical
reasoning for rules as well as unification is realized. The pro-
posed model presents the advantage that resolution and uni-
fication can be performed even when unknown data are input
using Word2Vec. We believe that a model using Word2Vec
is effective in finding the similarity between problems in the
source and target domains, which is the purpose of analogical
reasoning. The similarity ismeasured by the distance between
the embedding vectors of different words.

1) LEARNING RULE ANALOGY
Fig. 4 shows a rule analogy model, which is realized using
the resolution model [6]. This model is trained to produce the
word string of the body, which is on the right side of the rule
when the word string of the head, which is on the left side of
the rule, is input. Rules may include variables.

First, in the input embedding layer, the word sequence
of the head is converted into a combined vector of word
embedding by Word2Vec and Gray code [50]. Gray code
has the property that presents the Hamming distance between
adjacent codes, before and after, always as 1. On the one hand
logical symbols such as ‘(’, ‘,’, ‘)’, ‘=’, and ‘.’ and proper
nouns of atoms such as ‘‘mary’’ and ‘‘bob’’ are embedded in
Gray code. On the other hand, common nouns of atoms such
as ‘‘mother’’ are embedded in Word2Vec.

Word2Vec is a method for obtaining distributed representa-
tions of words from a large amount of text data using a neural
network. The input embedding layer uses GoogleNews-
vectors-negative300 [47]–[49], a Word2Vec that has been
trained. This has been trained on a dataset of approximately
100 billion words.Words are represented by 300-dimensional
vectors, holding vectors of three million words.

FIGURE 5. Proposed unification analogy model.

Second, the combined vector generated by the input
embedding layer is passed to Seq2Seq with Attention.
Seq2Seq with Attention consists of the following: Encoder,
Decoder, and Attention. When the Encoder receives an input
sequence, it produces a compressed vector. Attention cal-
culates the degree of attention given to each word in the
input sequence based on the context of the output sequence.
A weight that depends on the degree of attention is added
to the compression vector. When the Decoder receives vec-
tors from the Encoder and Attention, it generates an output
sequence.

Long short-term memory (LSTM) [51] is used for the
Encoder and Decoder. We apply Bi-LSTM, capable of han-
dling future as well as past information to the Encoder. The
Bi-LSTM consists of three layers and has a 128-dimensional
output layer. A stateless LSTM that does not inherit short-
term memory is applied to the Decoder. Stateless LSTM has
a 128-dimensional output layer and uses Maxout [52] as the
activation function.

Third, the output of Seq2Seqwith Attention is passed to the
output embedding layer, embedded in one-hot, and thereafter
produced as the word string of the body.

For this model to learn, the rules of the source domain
are given to the model as training data. For the learning in
this study, the dropout rate was set to 0.1, the batch size was
set to 128, and learning was performed for 20 epochs. Using
Adam [53] as the optimizer, the parameters were set to α =
0.001, β1= 0.9, β2= 0.999, and eps= 1e-08. By providing
the facts of the target domain to the trained model, analogical
reasoning for rules is realized.

2) LEARNING UNIFICATION ANALOGY
Fig. 5 shows a unification analogy model, which is realized
by using the unification model [6]. This model is trained
to insert a question as to whether it can be unified. It is
likewise trained to produce ‘‘true’’ as the output when uni-
fication is possible and ‘‘false’’ when unification is not pos-
sible. The related questions may include variables. Unlike
the prolog processing system, this model does not instantiate
variables and outputs. For example, when the question shown
in (8) is input to this model, ‘‘true.’’ is the output instead

121862 VOLUME 9, 2021



H. Honda, M. Hagiwara: Analogical Reasoning With Deep Learning-Based Symbolic Processing

FIGURE 6. Proposed analogical reasoning system.

of ‘‘X = bob.’’.

male(X ) = male(bob). (8)

First, in the input embedding layer, the word sequence
of the question is converted into a combined vector of
word embedding by Word2Vec and Gray code. Logical sym-
bols such as ‘(’, ‘,’, ‘)’, ‘=’, and ‘.’ and proper nouns of
atoms such as ‘‘bob’’ are embedded in Gray code. Common
nouns of atoms such as ‘‘male’’ are embedded in Word2Vec.
GoogleNews-vectors-negative300 is applied to Word2Vec as
well as to the rule analogy model.

Second, the combined vector generated by the input
embedding layer is passed to Seq2Seq with Attention. The
configuration of Seq2Seq with Attention is the same as that
of the rule analogy model.

Third, the output of Seq2Seqwith Attention is passed to the
output embedding layer, embedded in one-hot, and thereafter
produced as the word string of ‘‘true.’’ or ‘‘false.’’.

To learn the proposed model, the question of whether it
can be unified, which belongs to the source domain, is given
to the model as training data. For the learning in this study,
the dropout rate was set to 0.1, the batch size was set to 128,
and learningwas performed for 20 epochs. UsingAdam as the
optimizer, the parameters were set to α = 0.001, β1 = 0.9,
β2= 0.999, and eps= 1e-08. By inputting questions based on
facts, belonging to the source domain, into the trained model,
analogical reasoning for unification is realized.

B. PROPOSED ANALOGICAL REASONING SYSTEM
This section describes the proposed analogical reasoning sys-
tem using the rule analogy and the unification analogy mod-
els. When a certain fact is input into this system, an analogy is
performed using the knowledge base described in Prolog, and

rules, of which heads are the fact, are produced. For example,
when the fact shown in (9) is input into this system, the rules
shown in (10) are produced by analogical reasoning even if
there is no rule with (9) in the knowledge base.

father(X ,Y ). (9)

father(X ,Y ) : −male(X ), parent(X ,Y ). (10)

Fig. 6 shows the configuration of the proposed analog-
ical reasoning system. This system consists of an analogy
engine and an evaluator. When the analogy engine receives
a fact, it generates multiple rules whose heads are the fact as
hypotheses. Thereafter, it passes them to the evaluator. When
the evaluator receives the hypotheses, it evaluates them using
the knowledge base and produces verified hypotheses as out-
puts. The following describes the details of each component
of this system.

1) ANALOGY ENGINE
The analogy engine performs analogies using the rule anal-
ogy model described in section IV-A-1, and the unification
analogy model described in section IV-A-2. The analogy
engine uses the rule analogy model, learned in advance, using
the rules stored in the knowledge base. It uses the unification
analogy model generated during the analogy process, using
the facts stored in the knowledge base.

Fig. 7 shows the algorithm used by the analogy engine.
First, the analogy engine references the knowledge base and
lists facts that can be unified with Fact. (Lines 2–4) The
facts are stored in FactList. The function unify() performs the
same processing as the unification of the Prolog processing
system. At this time, terms created by replacing arguments
of the facts with a variable are added to FactList. (Line 5)
Replacement with a variable by the function variabilization()
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FIGURE 7. Analogical reasoning algorithm.

is an operation that replaces one of the fact arguments with
a variable X. For example, if (11) is replaced by a variable,
(12) and (13) are generated.

father(tom, bob). (11)

father(X , bob). (12)

father(tom,X ). (13)

Second, FactList is appended into the rule analogy model
(the function rule_analogy_model()), and the analogy result
is obtained (Lines 7–9). The results are stored in the RuleRe-
sultList. From RuleResultList, the top rules from the one with
the highest ratio among the rules, of which the body argu-
ments are all explained by the head argument, are extracted
(Line 10). For example, if the head of the rule is (14), the argu-
ments of (15), which is the body of the rule, are ‘‘tom’’ and
‘‘bob,’’ like the head. Thus, all the arguments of the body
are explained. Meanwhile, the arguments of (16), which is
the body of the rule, are ‘‘jim’’ and ‘‘ken’’; these are not
explained by the arguments of (14). The rules are extracted
by the function extract_high_correct_rate() and stored in
RuleResults. The parameter α is the number of rules to be
extracted.

father(tom, bob). (14)

female(tom), parent(tom, bob). (15)

female(tom), parent(jim, ken). (16)

FIGURE 8. Hypothesis testing algorithm.

Next, hypotheses are generated for each rule inRuleResults
(Lines 12–36). The body of the rule is split into terms by the
function split_into_atoms() (Line 14). For example, if there
is a rule (17), the terms (18) and (19) are obtained. The terms
are stored in AtomList.

father(X ,Y ) : −female(X ), parent(X ,Y ). (17)

female(X ). (18)

parent(X ,Y ). (19)

The facts stored in the knowledge base are unified for each
decomposed term (Lines 16–25). The facts that can be unified
with AtomList are stored in FactList1, and those that cannot
be unified are stored in FactList2. FactList2 is used to create
training data to learn a unification analogy model using the
function convert_trainning_data() (Line 26). For example,
when (20), a unifiable fact with the term (18) is obtained,
the training data shown in (21) are created. The training data
are stored in TrainingData.

male(tom). (20)

male(X ) = male(tom).true. (21)

FactList1 and FactList2 are combined to create test data
for testing the unification analogy model using the function
convert_test_data() (Line 27). For example, when (22), a fact
that can be unifiedwith the term (18), is obtained, the test data
shown in (23) are created. The test data are sorted in TestData.

female(mary). (22)

male(X ) = female(mary).true. (23)

A unification analogy model is built using TrainingData
by the function build_model() (Line 28). After that, TestData
is put into the unification analogy model (the function unifi-
cation_analogy_model()), and the analogy result is obtained
(Lines 30–32). The function unification_analogy_model()
is trained from scratch in each iteration. This is because
the atom to be analogized must be unknown to the model.
For example, when test data containing the unknown word
‘‘female’’ are input to the trained unification analogy model,
the model outputs results that can be unified with ‘‘female’’
by similarity expressed in Word2Vec. The results are stored
in UnificationResultList. From UnificationResultList, the top
terms from the one with the highest ratio of outputting ‘‘true’’
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TABLE 1. Training datasets of kinsources and correct answer rate of
models.

TABLE 2. Results of rule analogy models by kinsources.

are extracted (Line 35). The terms are extracted by the func-
tion extract_high_correct_rate() and stored in ConvertAtom-
List. The parameter β is the number of terms to be extracted.

Third, hypotheses are generated using RuleResult and
ConvertAtomList by the function convert_atom() (Line 35).
Specifically, a hypothesis is generated by replacing the term
of the body of RuleResult with ConvertAtomList. For exam-
ple, hypotheses (24), (25), (26), and (27) are obtained from
RuleResult shown in (17). These hypotheses are stored in the
HypothesisList. In addition, facts are input into this system
one by one, and the hypotheses obtained by one process are
meant for one clause.

father(X ,Y ) : −female(X ), parent(X ,Y ). (24)

father(X ,Y ) : −male(X ), parent(X ,Y ). (25)

father(X ,Y ) : −female(X ), spouse(X ,Y ). (26)

father(X ,Y ) : −male(X ), spouse(X ,Y ). (27)

2) EVALUATOR
When the evaluator receivesHypothesisList from the analogy
engine, hypothesis verification is conducted with reference to

TABLE 3. Results of unification analogy models by kinsources.

TABLE 4. Results of analogical reasoning system by kinsouces.

the knowledge base. Fig. 8 shows the algorithm based on the
evaluator test hypothesis.

First, the evaluator refers to the knowledge base to unify
each hypothesis and collects rules that can be unified with
the hypothesis by the function unify() (Line 3). The function
unify() performs the same processing as the unification of
the Prolog processing system. For example, if there is a
hypothesis shown in (25), (28) is obtained as a rule that can
be unified.

father(tom, bob) : − male(tom), spouse(tom, bob). (28)

Second, the evaluator collects facts that can be unified
with the head of the hypothesis (Lines 4–5) by the function
extract_head(). For example, in the case of the hypothesis
shown in (25), (29) is obtained as a fact that can be unified.

father(tom, bob). (29)

Third, the evaluator calculates the ratio between the num-
ber of hypothetical rules that can be unified with the knowl-
edge base and the number of facts that can be unified with
the head of the hypothesis. If the ratio is greater than or equal
to γ , the hypothesis is adopted. Otherwise, less than γ , it is
rejected (Lines 6–7). Here, the parameter was set to γ = 1.0.

V. EVALUATION EXPERIMENTS
Using three types of knowledge bases described in Prolog,
we trained models and built analogical reasoning systems.
Next, the results of the evaluation experiments are shown
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TABLE 5. Training datasets of IMDb and correct answer rate of models.

TABLE 6. Results of rule analogy models by IMDb.

using three types of knowledge bases followed by their
discussion.

A. EXPERIMENTS USING KINSOURCES
We used Kinsources [54] to train the models and build
analogical reasoning systems. Kinsources is a collection of
data representing blood relationships. The knowledge base
described in Prolog consisted of 5,887 atoms and 10 kinds
of predicates.

Table 1 shows the datasets used for the training rule anal-
ogymodels and unification analogymodels as well as the cor-
rect answer rates of the models. Datasets A-1 and A-2 were
used to train rule analogy models and were built based on the
rules included in the knowledge base. Datasets A-1 and A-2
consisted of three types of rules with predicates in the head.
Datasets B-1, B-2, B-3, and B-4 were used to train the
unification analogy models and were built based on the
facts included in the knowledge base. Datasets B-1, B-2,
B-3, and B-4 consisted of questions containing three types
of predicates. The correct answer rate is the rate [6] at which
the output of the model exactly matches the test data.

Table 2 shows the results of the rule analogy using the rule
analogy models of Table 1. Table 3 shows the results of the
unification analogy using the unification analogy models of
Table 1. The match rate in Table 3 is the rate at which the
output from the model is ‘‘true.’’ Table 4 shows the results

TABLE 7. Results of unification analogy models by IMDb.

TABLE 8. Results of analogical reasoning system by IMDb.

obtained by incorporating Datasets A-1 and A-2 into the
analogical reasoning systems described in section IV-B. The
parameters of the analogy engine were set to α = 1 and
β = 3. The number of hidden rules in Table 4 represents
the number of rules removed from the dataset. The hidden
rules were analogized by the analogical reasoning systems.
The discovered rules in Table 4 were actually discovered by
the proposed systems. The discovered rate in Table 4 was the
rate of the rules discovered in the hidden rules. It can be said
that the higher the discovery rate, the higher the ability of the
systems to discover the rules.

B. EXPERIMENTS USING IMDb
Weused IMDb, amovie- and television-related database [55],
to train the models and build analogical reasoning sys-
tems. The knowledge base described in Prolog consisted
of 20,658 atoms and 14 types of predicates.

Table 5 shows the datasets used in training the rule analogy
and unification analogy models. Table 5 shows the accurate
answer rates and was formulated based on the rules included
in the knowledge base. Datasets A′-1 and A′-2 consisted of
five types of rules with predicates in the head. Datasets B′-1,
B′-2, B′-3, and B′-4 were used to train the unification analogy
models and were built based on the facts included in the
knowledge base. Datasets B′-1, B′-2, B′-3, and B′-4 consisted
of questions containing eight types of predicates.

Table 6 shows the results of the rule analogy using the rule
analogy models of Table 5. Table 7 shows the results of the
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TABLE 9. Training datasets of clutrr and correct answer rate of models.

unification analogy using the unification analogy models of
Table 5. Table 8 shows the results obtained by incorporating
Datasets A′-1 and A′-2 into the analogical reasoning systems
described in section IV-B. The parameters of the analogy
engine were set to α = 1 and β = 3. The number of hidden
rules, the discovered rules, and the discovery rate in Table 8
have the same meaning as Table 4.

C. EXPERIMENTS USING CLUTRR
We used clutrr [56], a benchmark dataset generator used to
test relational reasoning on text, to train models and build
analogical reasoning systems. The dataset used here was gen-
erated with task1 and relation length 2. We built the knowl-
edge base described in Prolog from the dataset. Atoms that
appeared only in bodies were replaced with the variable Y.
The knowledge base consisted of 42 atoms and 16 types of
predicates.

Table 9 shows the datasets used in training the rule analogy
and unification analogy models. It also shows the correct
answer rates, built based on the rules included in the knowl-
edge base. Datasets A′′-1 and A′′-2 consisted of seven types
of rules with predicates in the head. Datasets B′′-1 and B′′-2
were used to train the unification analogy models and were
built based on the facts included in the knowledge base. Both
B′′-1 and B′′-2 consisted of questions containing seven types
of predicates.

Table 10 shows the results of the rule analogy using the
rule analogy models of Table 9. Table 11 shows the results of
the unification analogy using the unification analogy models
of Table 9. Table 12 shows the results obtained by incorpo-
rating Datasets A′′-1 and A′′-2 into the analogical reasoning
systems described in section IV-B. The parameters of the
analogy engine were set to α = 3 and β = 3. The number
of hidden rules, the discovered rules, and the discovery rate
in Table 12 have the same meaning as Table 4.

TABLE 10. Results of rule analogy models by clutrr.

D. COMPUTATIONAL COMLPEXITY AND SEARCH
EFFICIENCY COMPARISON
We compared the computational complexity and search effi-
ciency of the baseline and proposed methods. The number
of hypotheses generated is used as the computational com-
plexity, while the number of rules discovered per number of
hypotheses is used as the search efficiency.

In the baseline, templates such as (30) were created from
known rules, and unknown rules were searched by setting
atoms to anonymous variables of the templates by brute force.
In (30), ‘‘_’’ means anonymous variables.

−(X ,Y ) : −−(X ),− (X ,Y ). (30)
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TABLE 11. Results of unification analogy models by clutrr.

The number of hypotheses generated at baseline was cal-
culated using (31). R1 is the number of templates generated
from the knowledge base, T is the number of terms contained
in the template, and k is the number of terms in the knowledge
base that have the same number of arguments as the template
term.

nb =
R1∑
i=1

Ti∏
j=1

kij (31)

The number of hypotheses generated by the proposed
method was calculated using (32). R2 is the number of facts
input to this system, α (1 or 3 in our experiments), and β (3 in
our experiments) are parameters of the analogy engine, and
T (2 or 3 in our experiments) is the number of terms included
in the rules of analogy results.

np =
R2∑
i=1

αi · β
Ti
i (32)

Table 13 shows the results of comparing the baseline
with the proposed method for computational complexity and
search efficiency.

E. DISCUSSION
In the experiments using Kinsources, we extracted all three
rules in each of the two datasets. Specifically, we inferred the
mother from the father rules, the daughter from the son rules,
and the wife from the husband rules. Inversely, we were able

TABLE 12. Results of analogical reasoning system by clutrr.

to infer the father from the mother rules, the son from the
daughter rules, and the husband from the wife rules.

In the experiments using IMDb, we extracted rules from
one dataset. However, we were unable to extract rules from
another dataset. Specifically, we inferred the rule of producer
from the rule of production. However, we were unable to infer
the rule of production from the rule of producer. This might
be because the unification of ‘‘company (X) = person (X)’’
could not be analogized.

In the experiments using clutrr, we extracted 22 rules
from both datasets. The results of this experiment indi-
cated that the proposed system could analogize even if the
dataset contained multiple rules with the same head. (For
example, ‘‘mother(X,Z):-daughter(Y,Z),grandmother(X,Y).’’
and ‘‘mother (X,Z):-son(Y,Z),grandmother(X,Y).’’) The pro-
posed system could not discover all rules, but it discovered
them at a rate of 57.14% for A′′′-1, and 21.43% for A′′′-2.
It is also possible to analogize repeatedly with this system
using the discovered rules.

As a result of comparing the baseline and the proposed
method, the number of hypotheses generated in the proposed
method was smaller in any of the datasets than in the baseline.
In addition, the search efficiency of the proposed method was
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TABLE 13. Results of computational complexity and search efficiency.

better than that of the baseline, except for the datasets for
which the rules could not be found. It is considered that the
larger the size of the knowledge base, the more advantageous
the computational complexity and search efficiency of the
proposed method, compared to the baseline.

Using the proposed analogical reasoning system,
we extracted unknown rules from six datasets consisting of
three types of knowledge bases. However, rules could not be
extracted from all three datasets. The success or failure of
rule extraction depends on how well the rule analogy and
the unification analogy are obtained. In other words, if the
similarity between the problem in the target domain and the
problem in the source domain can be well represented by
the models, it will be possible to extract many rules. The
proposed models express the similarity of the problems using
distributed word expression via Word2Vec. Therefore, there
is a possibility that the performance of analogical reasoning
systems can be improved by refining Word2Vec.

VI. CONCLUSION AND FUTURE WORK
Here, we proposed analogical reasoning systems based on
first-order predicate logic using deep learning. We have
implemented analogical reasoning by training symbolic pro-
cessing models using deep learning and using these mod-
els which produce concepts similar to unknown data [6].
Experimental results show that our systems could efficiently
extract unknown rules from previously learned rules through
analogical reasoning.

Our system is the first to enable analogization by first-order
predicate logic using deep learning. The proposed system
enables the inference of rules that were difficult in previous
studies. Furthermore, the models used in this system have
demonstrated high robustness when usingWord2Vec. For this
reason, it is inferred that it is possible to make analogies from
data that include noisy data on the Internet.

Future tasks include improving the performance of analog-
ical reasoning systems by improving Word2Vec and analogi-
cal reasoning using large-scale data on the Internet.
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