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ABSTRACT Digital data is establishing enormously across the globe, which is considered highly valuable
due to its significant contributions to facilitate different individuals’ lives. Even though technology evolving
rapidly, data availability remains a major challenge due to the heterogeneity of the data with different types,
platforms, and technologies. Additionally, the acquired data must be always available and accessible for
users regardless of time and location, which appears to be another crucial issue due to many inefficient
system implementations. The most essential option to solve this issue is by providing the best replication
strategies that are able to afford business continuity without interruption. Essentially, cloud replication must
be able to secure huge data by enabling comprehensive replication strategies, optimal data availability,
fast data retrieval, and cost-effective data management and maintenance. Therefore, this paper mainly
introduces the Vigorous Replication Strategywith BalancedQuorum (VRS-BQ) replica placement technique
for minimizing storage consumption, response time and replication process time in cloud environments.
Comprehensive experiments have been conducted using the well-known CloudSim simulation tool, in which
the results reveal that the proposed VRS-BQ algorithm attains 25% lower average response time, 22% lower
replication time, and 20% lower storage consumption compared to the existing DPRS algorithm while
maintaining a high level of data availability.

INDEX TERMS Replication strategies, cloud environment, cloud computing, replica placement, replication
algorithms.

I. INTRODUCTION
Data exchange volume among heterogeneous technologies is
immeasurable and overwhelming the entire universe [1]–[3].
The massive use of smart devices yields a huge global data
medium, in which 2.5 quintillion bytes of new data are gen-
erated daily through various digital platforms, as estimated
by researchers [4], [5].

International Data Corporation (IDC), stated that digital
data capacity produced and copied across the globe will grow
twice in size every two years and projected to be 40 trillion
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gigabytes by 2020 [6], [7]. According to [8], this high-volume
of data similarly considered as big data since it includes both
structured and unstructured data (videos, images, audio and
etc.). The enormous challenge encountered in the big data
field is always how to manage, process, store and make use
of the data as valuable assets accessible all the time [9].
As big data adopt cloud computing services like data storage
platform, subsequently, it should provide data access with
various efficient services [10].

Cloud services became a competitive technology to pro-
vide a massive storage pool to any size of data [11], [12]. The
pay-as-you-go paradigm offered by cloud computing is a fea-
sible and cost-effective deal devoted to everyone [13], [14].
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Through few and various services as well as virtual resources,
including Platform as a Service (PaaS), Software as a Service
(SaaS), Consistency as a Services (CaaS), and Infrastruc-
ture as a Service (IaaS), cloud providers stand vibrantly,
resiliently, and the most preferable for users [15]–[17].
Nevertheless, cloud providers encounter challenges to
accommodate adequate resources with high availability with-
out neglecting the sensitivity of data stored in their storage.
Moreover, fault tolerance and node failures are also major
concerns for cloud service providers [18].

Therefore, to address arising issues such as data
replication, which is one of the popular strategies used
for over decades and well-known in the cloud environ-
ment [19]–[21]. Data replication techniques are heuristic
multi-dimensional performance accelerators for all system
users in the cloud [22]. Replication is all about saving more
than one copy of data in different distributed storages or
clouds [2]. Despite the key function of replication as a
data enabler, it has an occasional tendency to breed perfor-
mance degradation issues [23], [24]. To avoid these negative
impacts, an established and competent replication strategies
should be introduced to solve such performance complica-
tions. Hence, cloud services working based on replication
will provide higher data availability, faster response time,
better fault tolerance, and higher cost-efficiency for both
cloud providers and tenants if compared to non-replicated
clouds [25], [26].

In order to overcome the drawbacks in existing solutions,
this research proposes a new replication technique to improve
the performance with a low vulnerability that would satisfy
replication cloud users. The main contributions of this work
are: (1) to develop a novel file popularity-based selection
algorithm, namely Vigorous Replication Strategy with Bal-
anced Quorum (VRS-BQ), that improves the response time
for file download in a replication cloud environment. (2) to
introduce an intelligent and comprehensive replica placement
technique based on BQ to reduce storage consumption with
faster replication time. (3) to carry out a comprehensive
performance evaluation for the proposed VRS-BQ and the
existing DPRS algorithm.

The remainder of this paper has been structured as follows:
Section II discusses the related works on replication strate-
gies and data placement in cloud environment. Section III
presents the proposed solution and the configuration of the
system implementation on the CloudSim. Section IV presents
and discusses the simulation results. Finally, Section V
concludes the work and Section VI presents the future
directions.

II. RELATED WORKS
According to systematic research by Castro-Medina
et al. [27], replication is the most commonly discussed topic
among all 83 articles in the last decade. This phenomenon
proves data replication in the cloud environment is emerging
world-widely as an explicit strategy for data management in
the cloud environment.

A. STATIC AND DYNAMIC REPLICATION
There are two categories of replication in cloud environments;
static and dynamic replication [2]. A static approach works
based on defining the required strategies in advance prior
to the replication strategy. The predetermined method rather
easier to deploy but it is hardly adapted to the changes of
replication environments due to its inflexible behavior [28].
Regardless of the inadequacy of static approaches, [29] devel-
oped Raw Data Server (RDS) and Meta Data Servers (MDS)
are using replication strategy adapting static method.
Similarly, [30] employed a static approach in their proposed
Google File System (GFS) algorithms to achieve load bal-
ancing among fixed replicas. Both [30] and [29] were able
to reduce the response time, however, both approaches suf-
fered from some limitations on the replica placement phase.
Specifically, replication files were restricted to use the same
number of replicas even if the file access pattern changed.
This led to storage and bandwidth consumption increase and
also required high monetary cost to maintain many replica
copies. Reference [31] also developed another static algo-
rithm, namely theMinCopySet algorithm, to accomplish data
durability and to reduce the response time based on a random
selection of fixed replicas. However, this algorithm suffered
from highly cost-expensive resource allocation for the envi-
ronment, where many resources were either under-utilized
or overused. Consequently, this behavior led to high energy
consumption and severe performance degradation.

As for the dynamic replication, it is an efficient way for the
grid, fog, edge, and cloud computing environments, which
are capable to intelligently manage data replication needs
depending on user access patterns [22], [32]. The process
to select data files, replica placement or replica deletion can
be done flexibly through adapting dynamic methods [33].
Earlier in 2012, [34] proposed a Dynamic Data Replication
Strategy (D2RS), which is capable to determine whether the
file is required to be copied and to find out how many neces-
sary replicas and where are their optimal places in the replica-
tion environment. The algorithm achieved low response time
and high load balancing but it suffered from poor bandwidth
utilization, especially during the selection of node to place
replica. In 2016, PRCR algorithm [35] also used a dynamic
approach to choose necessary files and to replicate them into
other sites. This algorithm showed a low storage consumption
due to replicating the important files into only two sites and
the unimportant files into only one site. However, it caused
a high processing time due to the complexity of its data
classification phase.

Most recently, research by Zhang et al., 2021 [36] proposed
a dynamic replication approach that addresses the issue of
massive data movement among data centers in the cloud. The
authors proposed an inter-data center data replication sys-
tem with a dynamic bandwidth separation algorithm called
BDS+. The algorithm aims to speed up data transfer by
adopting a dynamic bandwidth separation that ensures band-
width is allocated for online traffic through estimating traf-
fic demand and rescheduling bulk-data transfers for offline
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data services. It uses an application-level multi-cast designed
for centralized architecture networks that appoint a central
controller to manage data transmission among intermediate
servers. This approach effectively improved bandwidth uti-
lization, but it omitted the significant increase of replication
time caused by the proposed sorting process of the scheduled
traffic.

B. FILE SELECTION BASED ON POPULARITY
The substantial of choosing appropriate data files for replica-
tion purposes is crucial across any cloud-based environment.
In grid environments, researchers adhere not to copy all data
in replication nodes to secure storage capacity. This precisely
demonstrates that copying all data files is not viable and
inconsequential [37]–[39]. As for cloud environments, some
researchers focused on implementing dynamic algorithms to
identify suitable data files to be replicated in order to reduce
storage consumption and minimize network congestion.

Reference [40] is one of the earlier research that introduced
a lightweight data replication technique for cloud data cen-
ters. Through targeting better quality of service, this study
developed a smart algorithm capable to select only crucial
data to be replicated, but unfortunately, it introduced a high
response time due to its high processing overhead. Refer-
ence [34] proposed a similar method to select important
data files based on a certain predetermined threshold, thus,
files would be only replicated if the threshold were attained,
which indeed created another issue making the algorithm
more dependent on the value of the threshold rather than the
pattern of the files’ demand.

DPRS algorithm [41] is another technique proposed to
select the most popular data, which dynamically counts
the frequency of requested files then the top 20% of most
accessed files are nominated as replication candidates.
Moreover, DPRS adapted a parallel download method to
enhance the download response time. That is why it achieved
low storage and bandwidth consumption compared to few
other research works published in [30], [34], [42], [43].
However, the reduction of download time is still
unsatisfactory due to neglecting the replication time.

Reference [21] proposed the Dynamic Replica Creation
Algorithm (DRCA) and Data Replica Scheduling Algorithm
(DRSA) based on a meta-heuristic approach, in which file
selection is done based on its popularity. Specifically, com-
mon files are copied based on cumulative time periods and
the number of files-access times. The authors claimed that
better results were obtained in terms of data availability
and replication time, however, their approach suffered from
high response time and high bandwidth consumption due to
implementing complex mathematical models.

Recently, Mansouri et al., 2021 [44] proposed a dynamic
replication algorithm namely Hierarchical Data Replication
Strategy (HDRS). It identifies the popularity of a file based
on a predicted number of file-access times then it repli-
cates that popular file into the best site using network level
locality. HDRS uses the labeling concept at the sites with

specific names such as parents, siblings, and ancestors. The
authors claimed that their proposed strategy has successfully
reduced the response time, bandwidth, and latency. However,
it introduces high replication time due to multiple checking
procedures at master, parent, siblings, ancestor nodes that
contribute to the replication process overheads.

John et al., 2020 [45] proposed another algorithm, namely
RSPC, that introduced a replication strategy that satisfies
the tenant objectives and the provider profit. It proposed
a popularity-based file selection strategy through analyzing
data access by users in a determined period of time. Further,
the authors raised a concern on insufficient storage space
and they recommended compressing unpopular files prior to
storing them for future access needs. Besides that, a time
threshold was also implied to decide when unpopular files
could be deleted, in which unpopular files would be deleted
permanently if the time threshold reached. Although the aim
of this algorithm was achieved, it suffers from high process-
ing time due to its highly complex decision-making process.

Mansouri et al., 2021 [46] proposed the Secure Data
Replication (SDR) algorithm as an extension of their pre-
decessor research introduced in 2017 [41], which identifies
popular files as replication candidates based on the num-
ber of file-access times, where the higher the number of
file-access times, the higher the popularity. Thereafter, only
20% of the candidates will be selected for replication. In fact,
the selection of popular files is not new but it was mixed with
fuzzy inferences to select the best data center to store newly
generated replica copies. The authors claimed that SDR could
achieve a low response time compared to other algorithms,
however, it showed a dramatically high replication time due
to the complexity of the fuzzy process.

C. DATA PLACEMENT
The data placement method mainly aims to accomplish a
cost-effective performance with high data availability, mini-
mal storage consumption, effective load balancing, and fast
response time. In order to achieve that, file replicas must
be placed close to the user’s nodes that requested those
files [47]. Similarly, Reference [48] proposed the Replica
Placement Based on Load Balance (RPBLB) technique to
reduce remote users’ access time. RPBLB suggested dupli-
cating the most used data to new storage without neglecting
the storage load balancing. Even though the response time
was reduced, energy consumption was slightly high due to
the extra processing during the data center load verification
stage.

Reference [49] proposed a Data Replication Algorithm
Profit of Provider (DRAPP) as a data placement method,
which was introduced to satisfy both tenant and cloud replica-
tion providers. This method dynamically determines popular
data based on the number of file-access times, then, it acti-
vates replication processes once SLA criteria are reached.
Then, it places replicas depending on the tenant’s avail-
able budget taking into account storage node load balance.
Additionally, it estimates expenditure and revenue intended
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for both tenants and cloud replication providers in order to
determine the number of replicas. Results show that DRAPP
can achieve high availability, low network traffic, and low
response time, as this method is measured after the necessary
conditions in SLA are verified. However, the entire process is
consuming high processing power and time due to the tedious
procedure of getting approval from users before the respective
phases start.

In 2018, a Hybrid Data Replication Strategy (HRS) with
fuzzy-based deletion for heterogeneous cloud data centers
was proposed by [50]. HRS focused on data placement to
ensure that the storage consumption is preserved. HRS ascer-
tains new replica placement by considering few conditions
such as the frequency of replica requested, the data failure
probability, and the storage centrality factors. HRS gathers
input on replica size and storage space prior to placing the
selected replica in the storage. If the storage capacity was
not sufficient for new replica placement, it would consider
the existing replica deletion process. It also considers the last
access of the replica, prediction of future access possibili-
ties, and the availability of the same replica in other nodes.
Thus, replica deletion would be done only if the conditions
of replacement were fulfilled. This behavior guarantees low
storage imbalance, low network traffic, and low response
time. However, it does not address some issues on high
storage consumption and process overheads that may occur
due to the complexity of fuzzy inference.

In contrast, Reference [51] proposed a cost-effective
Hybrid PSO TS (HPSOTS) algorithm that places limited data
copies in storage nodes to reduce energy consumption as
the main goal. It resolves optimization problems by mixing
metaheuristics with a combination of Particle Swarm Opti-
mization (PSO) and Tabu Search (TS). It was designed to
search the essential number of replicas before replication
starts, where six particles (Data Centers) are chosen based on
pre-determined conditions. Then, it effectively resolves a few
cloud replication matters by reducing energy consumption
and cost. Despite this achievement, HPSOTS suffers from
some limitations such as low data availability. Since the
number of replicas should be set manually as a preset constant
for the algorithm, some decisive data will not be able to get
extra copies, which leads to poor data availability.

On the other perspective, Reference [52] developed a
cost-effective dynamic redundant replica strategy based on
the security level (namely SL-DRM) to flexibly adjust the
number of replicas and to construct the data cache strat-
egy using the Location Correlation of Cache (LC-Cache) to
improve data read speed. This study was conducted based on
a case study of video surveillance cameras in hotel build-
ings. This strategy succeeded to produce duplicated copies
of video footage based on the cruciality of camera locations
while guaranteeing the ability to influence the security level
according to certain factors for the owner of the surveillance
system. This strategy attained low storage consumption with
a controlled number of video copies, however, it still suffers
from low data availability.

Storing valuable data in unknown storage location is induc-
ing untrustworthiness of data integrity among cloud users.
Bowers et al., 2021 [53] focused their study on reliability
issues of data placement by cloud providers. They proposed
an integrated Location-Aware Storage Technique (LAST)
into the open-sourceHadoopDistributed File System (HDFS)
called LAST-HDFS algorithm. This technique works as mon-
itoring manager to detect any illegal data transfers in cloud
and also it enables file storage location to track files during
migration and replication process. Results show high-level
of security and privacy on the placement of migrated and
replicated data in the cloud, however, it exhibited high cost
due to applying highly sophisticated security features. More-
over, it generates high network traffic due to the location
monitoring and detection functions that require huge data
exchange.

Improving Clustering Based Critical Parent (CbCP) with
Replication (ICR) algorithm has been proposed by Nik et al.,
2021 [54] to introduce some performance enhancements on
replica placement scheduling. The ICR consists of three
sub-algorithms which are: (1) a scheduling algorithm that
predicts any probability of server failure on cluster and
determines suitable cluster taking resources reliability into
account. (2) a fix-up algorithm that checks the necessity
of starting replication task earlier without incurring addi-
tional cost. (3) a task replication algorithm that identifies
available resources and time slots to proceed with replica-
tion task until placement of replica. This work shows high
data reliability with low execution cost, however, it shows
high network traffic due to imposing high number of tasks
whenever resources are available, which increases energy
consumption.

Li et al., 2020 [55] proposed a dynamic replica placement
strategy targets financial cost reduction, high data consis-
tency, and low overhead to satisfying the user experience.
The authors applied the concept of node renting to fulfil
users needs, which could exhibit low financial cost and good
user experience, and they adapted an eventual consistency
updates that updates data changes on distributed nodes in
certain time intervals. However, these updates could lead
to low data reliability due to allowing data download even
before the update time. Moreover, the data availability has
been neglected in this work as targeting low storage space
has been the main aim of this research.

Khalajzadeh et al. [56] proposed a Cost-Effective Dynamic
Data Placement consisting a dynamic greedy algorithm
which is used to find the optimal number of appropriate data
centers to replicate the most accessed user data. It aims to
deliver dynamic and optimized data placement with tolerable
latency and low service cost, especially for social networks
such as Facebook. It works based on collecting data access
times and durations along with connections of friends to
determine the necessity of replica creation in the nearest
data centers for every user to guarantee minimum latency.
However, this solution introduced significantly high
complexity and high network traffic.
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D. PERFORMANCE METRICS
Literature insights reveal that replication strategies are the
most preferable and widespread trending in the cloud repli-
cation environment. By viewing the common goals of the
literature, we found that replication strategies are used to ful-
fill the demands of cloud users to obtain speedy data access,
high data availability, fast replication process, low storage
consumption, and certainly cost-effective data maintenance.
Countless research works progressing tremendously in those
areas, however, vulnerability still persisted [29], [57], [58].
Figure 1 demonstrates performance metrics measured in
most research works as the key issues in the replication
environment.

FIGURE 1. Popular issues in cloud replication.

Considering the above-discussed limitations, issues, and
gaps as in Figure 1, this research proposes a novel replication
strategy namely VRS-BQ, which introduces:

1) Low response time for file download requests achieved
via an exclusive computation formula to guarantee
ideal selection of popular files to be replicated.

2) Low storage consumption with faster replication time
via implementing an innovative replica placement tech-
nique based on users’ request.

Since the DPRS algorithm by Mansouri et al. [41] was
recognized to accomplish various goals on replication perfor-
mance compared to other research works, our work focuses
on multiple enhancements towards replication performance
on the DPRS algorithm, using an identical experimental
environment as per [41] to provide fair benchmarking. Our
paper reveals the drawbacks in the DPRS algorithm and
successfully introduces a novel VRS-BQ algorithm which
outperforms the DPRS in terms of storage consumption and
response time.

III. THE PROPOSED VIGOROUS REPLICATION STRATEGY
WITH BALANCED QUORUM (VRS-BQ)
This paper proposes the VRS-BQ, which is tailored for
cloud replication environments, based on four mainModules:

FIGURE 2. VRS-BQ components.

(1) Accumulated File Access Computation, (2) Selection of
Popular Files, (3) Selection of Replication Candidates, and
(4) BQ-based Replica Placement, as shown in Figure 2. These
four components will be explained in the next subsections.

A. ACCUMULATED FILE ACCESS COMPUTATION
File-access requests are counted by the Local Replica Man-
ager (LRMj) for the requested files available locally at a
respective cluster j. However, if a requested file is not existing
locally, the LRMj will extend the file request to the Global
Replica Manager (GRM ) to get the needed file from other
clusters.

The VRS-BQ algorithm calculates the number of
file-access times (F̂i) when a user requests to download a
file (Fi), where the file index i ∈ {1, 2, . . . ,m} and m is
the total number of available files at the LRMj. A set of files
information Flist have to be saved at the LRMj and another set
of accumulated file-access counts for these files are saved as
F̂list in a descending order.

For example, if we have 3 files Flist = {F1,F2,F3}
accessed in a certain LRMj for 10, 20, and 15 times,
respectively, these access times will be saved in a list as
F̂list = {F̂1, F̂2, F̂3}. Then, the F̂list will be descendingly
reordered based on these accumulated file-access counts as
F̂list = {10, 15, 20}. Thereafter, a list of popularity factors
(Plist ) will be used to save popularity factors for all files at
LRMj, as explained in the next subsection.

B. FILE POPULARITY FACTOR
File popularity factor (Pi) identifies the times of requesting
or accessing a certain file in a respective LRMj, which is
calculated as in Equation (1) below:

Pi =

{
Poldi + F̂i × p, F̂i > 0
Poldi − q, otherwise,

(1)
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where p and q are preset values representing the best response
times without neglecting the file popularity in the replication
environment, where p and q have been set for this work to
0.1 and 0.15, respectively, as recommended in [41] where
always p < q. Additionally, the old popularity factor Poldi
of the first round is set to 0.005 based on 200 initial master
files that was generated earlier.

In order to determine the most popular file candidates
for the replication process, VRS-BQ introduces 1i, which
represents the frequency of file popularity for file i, as in
Equation (2) below:

1i = Pi × (ρmin + ρmax), (2)

where (ρmin + ρmax) denotes the range of replication proba-
bility which reflects the best value for replica copies, while
ρmin and ρmax are the minimum and maximum probability of
replication for the entire system, which are calculated as in
Equation (3) and (4), respectively:

ρmin =
1
n
, (3)

ρmax =
Wmax

n
, (4)

where n is the total number of clusters used in the entire sys-
tem, Wmax is the maximum number of replicas, and Wmax =

b
n
2c. Subsequently, the frequencies of files popularity will

be calculated at LRMj, where j is the cluster index and
j ∈ {1→ n}, and then it will be saved in a popularity vector
annotated as E1j, whichwill be descending ordered and passed
to the GRM .

Based on the above two equations (3) and (4), at least
one replica copy will be available for an individual file with
the least popular value while the maximum possible replica
copies for a single file in the entire system is limited by the
half of existing number of clusters to guarantee an adequate
data availability, cost-effectiveness and to meet both user
and system resource requirements [59]. Moreover, ρmin and
ρmax will play the role of minimum and maximum dynamic
thresholds to avoid any possible unnecessary waste of stor-
age. Nevertheless, the proposed algorithm is flexible enough
in allocating new replica copies based on users’ pattern in
accessing popular files and at the same time it could prevent
excessive storage consumption.

C. FILE REPLICATION CANDIDATE
Indeed, the GRM is the central unit that is responsible for
handling all file replicas at all LRMs. Once an E1j is received
by theGRM , the file candidates for replication in the received
E1j will be selected based on the highest 20% of 1i values to
be saved in the E1j and the remaining 80% of the values will
be discarded.

In order for the GRM to keep track of all files
at all LRMs, all E1j vectors will be saved in E1list ,
as E1list = { E1j, E1j+1, . . . , E1n}, where j is the LRM index
and n is the number of LRMs in the entire system.

D. BALANCED QUORUM (Q) BASED REPLICA
PLACEMENT TECHNIQUE
The key objective of the Q-based technique is to provide
competent data availability in replication environment and
improvise replication time and storage consumption. The
detailed steps of the Q-based technique are presented in the
coming paragraphs.

The GRM applies the Q-based technique to check the
presence of a requested file Fi (from an E1j) in the closest
neighboring clusters of the requesting cluster on both sides;
left and right. This technique decides the left quorum QL
and the right quorum QR to determine the number of clusters
on the left and right sides that needs to be checked for the
existence of a requested file while including the requesting
cluster Creq as shown in Figure 3. Based on that, the total
integer number of searched clusters Q will be calculated as:

Q = QL + QR + Creq, (5)

whereCreq is always equal to 1. Since, the proposed technique
uses a balanced quorum, in which QL = QR = Q′, where
the total number of searched clusters including the requesting
cluster is calculated as:

Q = 2Q′ + 1, (6)

whereQ′ is an integer number representing the prime quorum
used for both directions of search plus 1 to consider the
requesting cluster. Subject to Qmin ≤ Q ≤ b

n
2c, where

n is the total number of clusters in the system, Qmin is the
minimum number of clusters needed to be searched for the
existence of a certain file, and Qmin = 3 representing one
cluster on the left and one on the right plus the requesting
cluster, which obligates 1 ≤ Q′ ≤ b

n
4c excluding the

requesting cluster and its counterpart from the other half,
thus, Q′ must obligate 1 ≤ Q′ ≤ b n−24 c to ensure the
searched clusters are always less than or equal to the half of
available clusters in the entire system, as shown in Figure 3.

In order to make the proposed technique tune-able in the
runtime, we introduced the searching weight β to balance
between the storage consumption and file availability against
the response delay. Specifically, the number of searched clus-
ters could reach the half of the total clusters in the system
when the β = 1, while it would reach the minimum
(2 neighboring clusters and the requesting cluster) if β = 0,
where always 0 ≤ β ≤ 1. Moreover, the number of
file replicas could reach the maximum n

2 only when β = 0.
Furthermore, the response delay could reach the minimum
while storage consumption and file availability will reach the
maximum when β = 0 and vice versa. Thus, the proposed
balanced quorum Q will be calculated based on Equation (6)
while considering β and all above-mentioned conditions,
as in Equation (7) below:

Q = 2× max
(
1,
⌊
β(n− 2)

4

⌋)
+ 1, (7)

where the max function is used to always ensure that Q ≥ 3
as in Equation (5).
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FIGURE 3. The proposed Q-based technique.

Since the key characteristic of cloud computing is its
scalability, the Q-based replica placement technique enables
an intelligent method to regulate storage verification needs
conferring to the size of replication architecture. Specifically,
it allows user access patterns to control the necessity of
replica based on file popularity rather than manually prede-
termining the number of replica copies to be placed in the
storage.

Further, an Fi copy has to be replicated in the requesting
cluster only if the Q-based technique verifies the absence of
Fi in the searched quorum of clusters. Then, the Q-based
technique will need to determine the best data center(s) in
the requesting cluster to admit that file. Moreover, if the
parallel download feature is desired, the replicated file will be
segmented into σ portions that have to be admitted into σ data
centers with the highest meritM considering the data centers
with the highest file popularity, the greatest free storage
space, and the best central location in the cluster, taking into
account that σ is a system parameter which needs to be preset
by the system admin to decide the number of segments for a
file to enable parallel downloads while σ = 1 can be used to
disable parallel download feature, using Equation (8) adopted
from [41]:

M j,k
i = wr

r j,ki
Rji
+ ws

sj,k

S j,k
+ wd

Dj − d j,k

Dj
, for file Fi (8)

whereM j,k
i is the merit of the k th data center in the jth cluster,

which is counted for each data center, where the highest
value of M j,k

i represents the best data center to replicate the
requested file i. Specifically,M j,k

i is computed based on three
important properties:

1) The highest popularity 1i of the requested file Fi
among all data centers, which is calculated as the total
number of requests r j,ki for the most popular file 1i in
data center k divide by the highest number of requests
Rji in cluster j.

2) The greatest free storage space available among all data
centers, which is calculated as the free storage space sj,k

divided by the total storage space S j,k in data center k
at cluster j.

3) The best central data center location calculated as the
complement of one for the summation of distances d j,k

from the k th data center to all other data centers in the
same cluster j divided by Dj, where Dj is the highest
d j,k in the jth cluster.

In order to allow administrators to tune their systems at the
run time; wr ,ws, and wd are used to represent the weights
of the above-mentioned three properties; the file popular-
ity, the free storage space, and the central location; where
wr + ws + wd = 1.
During the selection of the best data centers, the calculated

M j,k
i values will be descendingly saved in EM j

i , where the best

σ data centers with the highest items in the EM j
i will be kept in

the list while the other items will be deleted. Subsequently,
the EM j

i items will be used to admit the segments of the
requested file, where the segments will be calculated using
the segmentation formula adopted from [41]:

Eσi[t] =
EM j
i [t]

σ∑
t=1

EM j
i [t]

for each item in EM j
i , (9)

where Eσi represents the vector that includes the segmentation
percentages of Fi to be admitted into the σ data centers and t
denotes the item index in the Eσi.
For better understanding, algorithms 1 and 2 present all

needed details for the proposed VRS-BQ replication strategy
components at the LRM and the GRM , respectively.

E. EXPERIMENTAL SETUP
Overall system architecture of this work consist number of
clusters that includes multiple data centers and one LRM for
each cluster, where all LRMs are centrally controlled by one
GRM for the entire system, as shown in Figure 4.

Specifically, the GRM as the root of topology is placed at
the center of the cloud environment connected to the other
clusters through their LRMs via multiple routers and links,
where each cluster is connected to a local storage. Each
LRM residing in a cluster is responsible to keep the local
replica information such as logical and physical file names,
file access counts, file popularity values, file locations, and
master files data. Moreover, each LRM passes its local infor-
mation to the GRM when replication process starts. Thus,
the GRM will be able to decide on the location selection of
file replication based on replica placement conditions.

The proposed VRS-BQ has been developed and tested
using the Java-based CloudSim version 3.0.3, which is
considered as one of the best simulators widely used in
this domain [19]. The performance evaluation of this study
adheres to few assumptions as; (1) No cluster nodes and
network components failure throughout the experiment.
(2) Replication files are restricted for download and no
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FIGURE 4. System architecture.

Algorithm 1 VRS-BQ Components at the LRMi

1 Event OnInitialization() do
2 j← LRM index assigned by the GRM ;
3 n← Number of clusters in the system;
4 m← Number of files available at an LRMj;
5 p = 0.1, q = 0.15,Pinit = 0.005;
6 Wmax = b

n
2c, ρmin =

1
n , ρmax =

Wmax
n ;

7 Flist ← {F1, . . . ,Fm};
8 F̂list ← {F̂1, . . . , F̂m};
9 Plist ← {P1, . . . ,Pm};
10 E1← {11, . . . ,1m};
11 end
12 Event OnDownloadRequest(file) do
13 if file /∈ LRMi then
14 m = 1++;
15 Flist [m] = GetFileFromGRM(file);
16 F̂list [m] = 1);
17 Plist [m] = Pinit − q;
18 else
19 F̂list [file] = 1++;
20 Plist [file] = Plist [file]+ F̂list [file]× p;
21 end
22 /*Calculate Popular Frequency for file*/
23 E1[file] = Plist [file]× (ρmin + ρmax);
24 /*Save E1 items in descending order*/
25 DescendingSort( E1);
26 Download(file, E1j);
27 end

updates or changes of files are considered. Based on [41],
we presume that weights are equally important (wr = ws =
wd = 1

3 ) as configured in Table 1.
At the initial stage of replication, the master files are gener-

ated using a Zipf’ distribution, while a uniform distribution is
used for the file download requests. Additionally, the master
files are fixed to 200 files, where every master file has one

Algorithm 2 VRS-BQ Components at the GRM

1 Event OnInitialization() do
2 n← Number of clusters in the system;
3 β ← System parameter value;
4 σ ← Number of allowed file segments for parallel

download;
5 E1list ← {E1j, E1j+1, . . . , E1n};
6 end
7 Function Download(file, E1j)
8 Keep only the top 20% of the E1j;
9 Balanced_Quorum( E1j);
10 Save E1j into E1list ;
11 end
12 Function Balanced_Quorum(file, E1j)

13 Q = 2× max
(
1,
⌊
β(n−2)

4

⌋)
+ 1;

14 /*Check availability of the file at the requesting
cluster and its neighboring clusters subject to the Q
value*/

15 if file is available at neighboring cluster then
16 /*file riplica is NOT needed*/
17 Send the requested file from the neighboring

cluster;
18 else
19 /*file riplica is needed*/
20 /*find the best σ data centers in the requesting

cluster using the data center meritM*/

21 M j,k
i = wr

r j,ki
Rji
+ws

sj,k

S j,k
+wd

Dj − d j,k

Dj
, for file

Fi
22 Save the Ms in EM j

i
23 Descendingly order the EM j

i
24 Keep only the top σ merits in the EM j

i
25 /*Calculate the percentages of the file that

needs to be segmented into the σ data centers*/

26 Eσi[t] =
EM j
i [t]

σ∑
t=1

EM j
i [t]

for each item in EM j
i

27 Save the file segments into the relevant data
centers;

28 Establish parallel download of file;
29 end
30 end

replica copy distributed randomly through the clusters prior
to the experiment’s start. Moreover, the simulation has been
repeated 100 times with different numbers of jobs per round
to get an average value close to reality.

As for the environmental setup, there are 10 clusters, each
one consists of 10 data centers with a local storage size
of 60 GB per cluster. Thousands of virtual machines (VMs)
have been considered to ensure that at least 1 VM is allo-
cated for each data center. All cloudlets and resources in this
architecture are managed by the broker, where 200 master
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files were generated using the Zipf’ distribution along with
one replica copy for each file. The file sizes used for this
experiment are in the range of 100MB to 20GB. Moreover,
jobs sending times, recognized as cloudlets ‘SendTime’ in
CloudSim, are subject to Poisson distribution, while requests
of file downloads are subject to Uniform distribution. Table 1
shows the parameters setup of the simulation:

TABLE 1. Simulation parameters.

IV. RESULTS AND DISCUSSION
In order to evaluate the performance of the proposed solution,
several experiments have been conducted as described in the
previous section, where the results of these experiments are
explained in the following subsections.

A. AVERAGE RESPONSE TIME (ART)
The Response Time (RT) of a certain job is defined as the
time difference between sending that job and its processing-
start, while the Average Response Time (ART) is defined as
the summation of RT for all jobs of all users divided by the
count of all jobs in the entire system, which is measured based
on the formula shown in Eq. (10):

ART =

I∑
i=1

Ki∑
k=1

(S ik − R
i
k )

I∑
i=1

Ki

, (10)

where I is the total number of users, Ki is the total number of
jobs belongs to the ith user, k is the job index, while S ik and
Rik are the sending time and the processing-start time of the
k th job for the ith user, respectively.
Figure 5 presents results on the ART specifically measured

for file download activities through the proposed VRS-BQ
algorithm compared to its predecessor, the DPRS algorithm,

FIGURE 5. ART for random file sizes download activities.

which has been chosen as a benchmark due to the claim of
outperforming other standards as in Reference [41].

For a better analytical view, results in every graph in
this section include both outcomes when the administrator
chooses either weightage β = 0 or β = 1. As in this
research, 10 clusters were deployed, therefore the checking
quorums in the environment are obligated to 3 quorums if the
administrator chooses β = 0 and 5 quorums when β = 1
is selected. Hereafter, in the subsequent results, weightages
of β = 0 and β = 1 will be presented as VRS-BQ3 and
VRS-BQ5, respectively.

In Figure 5, the simulation was completed using Zipf’
distribution for 200 master files generation with file size
range of 1GB to 20GB and each job interval was simulated
for 100 rounds. Figure 5 shows that VRS-BQ has a faster
response time than DPRS for respective job intervals per
round in all cases. The total average response time for file
downloads shows exponential relation with the increase of
jobs per round. Based on the same figure, it is obvious
that VRS-BQ3 and VRS-BQ5 show about 17% and 33%
faster average response time, respectively, compared to the
DPRS. This significant improvement is due to the fact that
DPRS includes constant criteria for computation, especially
to retrieve the average popularity value in all clusters to find
relationships for popular files selection. This constant crite-
rion causes irrelevant processing operations that significantly
increase the response time.

Since the file size is an important coefficient that affects job
completion time, another experiment has been accomplished
with constant file sizes for 100 rounds. For each time, con-
stant file size is tested with multiple jobs per rounds itera-
tions; 100, 300, 500, 700, 900, and 1100 jobs; in separated
simulations. Although in the previous experiment, the file
range was scaled from 1GB to 20GB, the measurement for
constant file size is not inclusive 10Gb due to large file size in
every experiment causing storage full and the results attained
are not enough for the comparison between both proposed
VRS-BQ and DPRS algorithm. Therefore, constant file sizes
have been measured in every experiment, where the constant
file sizes are limited to 1GB, 5GB, and 10GB, which was
tested with multiple jobs per round to ensure fair and accurate

VOLUME 9, 2021 121779



F. M. Ali et al.: VRS-BQ for Minimizing Storage Consumption and RT in Cloud Environments

results obtained to verify the competitiveness of the VRS-BQ
algorithm.

As seen in Figure 6, consistent improvements were attained
in overall ART performance by the proposed VRS-BQ3
and VRS-BQ5. Specifically, the total ART improvements
obtained for VRS-BQ3 and VRS-BQ5 inclusive all number
of jobs per rounds, for 1Gb file size are about 30% and 43%,
respectively, compared to the DPRS. As for the 5Gb file
size, the response time for file download was accelerated by
about 25% and 37% for VRS-BQ3 and VRS-BQ5, respec-
tively. As for the 10Gb file size, the enhancement obtained
was about 12% and 25% for VRS-BQ3 and VRS-BQ5,
respectively compared to the DPRS.

This achievement is due to the proposed file selection
criteria introduced by the proposed VRS-BQ, which works
as a dynamic and comprehensive mechanism to find the most
popular files and place them in the proper locations based on
the characteristics of the underlying architecture of the data
center, user behavior, and demand on files. Therefore, it pro-
vides high file availability in local sites that helps users to get
their files retrieved faster than using the DPRS. Moreover,
the VRS-BQ algorithm shows an efficient performance even
when the number of jobs grows regardless of the file size.

Overall, VRS-BQ is able to shorten the response time due
to its comprehensive strategy that determines the most pop-
ular files to be replicated. VRS-BQ mainly relies on crucial
popularity factors, which made it able to ensure local avail-
ability of crucial files for faster file concurrent downloads.
Contrarily, DPRS relies on irrelevant criteria that depend
on complex iterative processes based on some unimportant
information to find popular files, which yields unnecessary
computations leading to higher response time.

1) POPULARITY-BASED FILE SELECTION
Unlike other research, this experiment has done a further
investigation on the impact of the proposed VRS-BQ algo-
rithm on popular files selection to show the difference in
behavior between those studied algorithms. This is because
the VRS-BQ strategy has an influence on the selection of
popular files, therefore, subsequent experiments have been
conducted to observe the effect of the proposed algorithm on
popular files selection. To achieve that, two (2) simulation
experiments have been run for 100 rounds with different job
intervals vary from 100 to 1100 jobs per round, first experi-
ment applied a random range of file sizes while the second
experiment applied constant file sizes, as 1Gb, 5Gb, and
10Gb. Figure 7 shows the total popular files that were not
selected in the entire replication process.

As seen in Figure 7(a), all algorithms are very close to
each other in terms of the average selected popular files.
However, the proposed algorithm shows a significant differ-
ence in the cases of huge files such as 5GB and 10GB.As seen
in Figure 7(b), the proposed algorithm shows less selection of
large files for replicationwhich significantly saves the storage
capacities of data centers.

FIGURE 6. ART and total ART for constant file sizes.

From Figure 7(b), it is very clear that the proposed algo-
rithm shows an opposite behavior of the DPRS, in which the
proposed algorithm selects less percentage of popular files
for replication when file sizes are large, while the DPRS
selects a high percentage of popular files for replication when
file sizes are large. This makes the DPRS more greedy for
storage and introduces huge network traffic due to the fre-
quent exchanging of large files between data centers which
negatively affects the response time as well.

Hence, it can be concluded that the proposed VRS-BQ is
able to achieve better response time with a slight difference
in the selection of popular files in the entire replication pro-
cess. Precisely, the proposed popularity-based file selection
criteria of the VRS-BQ, based on Eq. (1) and Eq. (2) is
able to deliver a significant impact by dynamically selecting
candidate files based on dynamic user access pattern, which
efficiently improves the response time and storage consump-
tion while maintaining the other performance aspects as it is
clearly presented in the coming graphs.

2) FILE REPLICATION
The following experimental results are to confirm that the
VRS-BQ technique is not devoted only to reducing the aver-
age response time for file downloads, but can improve the
overall replication time as well. In Figure 8(b), an evalua-
tion for total replication performance has been measured for
three (3) constant file size classes; 1GB, 5GB, and 10GB.
Each experiment for each file size class has been run for
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FIGURE 7. Non-replicated popular files per random and constant file
sizes.

100 simulation times with incremental jobs; as 100, 300, 500,
700, 900, 1100 jobs per round.

Figure 8(b) proves that the proposed VRS-BQ has outper-
formed the DPRS with significant improvements, where it
shows about 24% and 35% improvement for VRS-BQ3 and
VRS-BQ5, respectively, compared to the DPRS for 1GB file
size class. As for the 5GB file size class, approximately 25%
and 35% of acceleration have been achieved by the proposed
BQ3 and BQ5, respectively, compared to the DPRS. As for
the 10GB file size class, 11% and 24% of replication time
reduction have been attained by BQ3 and BQ5, respectively,
compared to the DPRS algorithm.

Even though the proposed VRS-BQ technique has intro-
duced additional conditions on the file replication and verifi-
cation process to elect the best cluster to place the candidate
replicas, its time overhead contributed to the replication pro-
cess is very negligible. As shown in Figure 8, the proposed
VRS-BQ algorithm can efficiently place the popular files at
the most appropriate location that significantly reduces the
average response time and average replication time for file
downloads in all tested cases. This improvement has been
achieved by taking the user-file demand pattern into account
in the proposed VRS-BQ algorithm.

B. STORAGE CONSUMPTIONS
Aswell-known, storage consumption is a keymetric for cloud
systems, which is usually measured to observe how much

FIGURE 8. Average replication time per random and constant file sizes.

storage is consumed for the entire replication process in the
cloud environment. The proposed VRS-BQ implements a
novel and distinctive way to place a file replica in storage
nodes based on three (3) main criteria including the available
storage in the targeted nodes, as explained in III-D, hence,
it disseminates replicas efficiently through cluster nodes.
Eq. 11 has been used to measure the storage consumption of
replication storage in the entire system, where SC is the total
storage consumption of the entire system, sckj and S

k
j denote

the storage consumption and the total available storage of the
k th data center in the jth cluster, respectively.

SC =
n∑
j=1

K∑
k=1

sckj
Skj
, (11)

where K is the number of data centers in every cluster
j while n is the total number of clusters in the entire
system.

Figure 9(a), shows a significant reduction in storage con-
sumption due to the proposed VRS-BQ algorithm that is
capable to reduce storage consumption in replication environ-
ments based on user download patterns. The bar chart depicts
that the DPRS storage consumption is 35%, while it shows
31% and 25% for VRS-BQ3 and VRS-BQ5, respectively.
More specifically, the proposed VRS-BQ saves about 10% of
storage on average compared to the DPRS algorithm, which
is considered a significant contribution to help cloud tenants
efficiently utilize their resources.
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BQ5 creates a smaller number of replica copies, thus,
it contributes more storage-saving while BQ3 performs a
lesser number of quorum-checking that results in a greater
number of replica copies which leads to consuming more
storage space. However, the dynamicity of the VRS-BQ tech-
nique to check and choose appropriate replica placement
is mainly contributing to the space-saving in storage nodes
compared to DPRS. The main issue with DPRS is that it
consumes more storage space due to its replica placements
in storage nodes without relying on an efficient technique.

Moreover, Figure 9(b) explores more specifically the stor-
age consumption based on different file sizes, through con-
ducting simulation using constant file size classes to ensure
that the obtained results are accurate and reliable. As it is clear
in Figure 9(b), the proposed algorithm reduces the storage
consumption up to 25% compared to DPRS.

Figure 9(b), demonstrates experimental results for three (3)
constant file size classes in different simulation runs to attain
and prove precise outcomes to avoid any possible unseen
impact of dissimilar file sizes. The proposed VRS-BQ shows
significant improvement in terms of storage-saving, in which,
it saves up to 35% of the storage compared to the DPRS
algorithm.

Unlike DPRS, the proposed VRS-BQ algorithm with its
unique placement technique intelligently interacts with the
closest clusters before deciding to allocate a new replica.
Despite the extra condition verification process, VRS-BQ
persistently reduces storage consumption with better repli-
cation time. Whereas, the DPRS shows higher storage con-
sumption due to its behavior that stores popular files in all
clusters every time the files are identified as popular.

C. DATA AVAILABILITY
Experimental results prove that the proposed VRS-BQ algo-
rithm is efficient to minimize the number of needed replicas
that keep the data availability as high as possible. Based on
the scenario of random files ranging from 1GB to 20GB,
Figure 10 shows the average percentage of data availabil-
ity versus the total number of replica copies for each job
per round. As it is clear, the proposed VRS-BQ algorithm
achieved significantly high data availability ranging from
97% to 99% in most cases, while the benchmark DPRS
ranged from 91% to 99%. Moreover, the data availability
average of the DPRS decreases significantly whenever the
number of jobs per round is getting lower, while the proposed
VRS-BQ decreases its data availability smoothly due to its
dependency on file downloads patterns. More interestingly,
the proposed VRS-BQ is able to maintain a high level of data
availability with less number of replicas because the VRS-BQ
technique is able to dynamically decide the essential number
of replicas based on user access patterns and it properly
selects the best location to place the replica copies. Based
on Figure 10, it is very clear that the proposed VRS-BQ
could significantly reduce the storage consumption while
maintaining a high level of data availability.

FIGURE 9. Storage consumption in cases of random and constant file
sizes.

FIGURE 10. Data availability vs. Number of replicas.

Ultimately, this research developed a novel VRS-BQ
algorithm that improves multiple performance perspectives
in cloud environments compared to the existing DPRS
algorithm. Based on the discussed results in this section,
it is very clear that the proposed VRS-BQ could significantly
outperform the existing DPRS with faster response time for
file downloads and minimum storage consumption which by
its role reduces the entire replication time due to replicating
the most popular files only to maximize the data availability.

V. CONCLUSION
Data Replication is one of the popular strategies used for over
a decade that has become well-known in cloud environments.
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Cloud as a data management platform enables multiple ser-
vices for numerous organizations including data replication
strategies. As data growing exponentially, researchers are
proactively developing new techniques to advance these repli-
cation strategies that still suffer from some drawbacks despite
their contributions to achieving the cloud objectives.

This work proposes a dynamic replication strategy with a
unique replica placement technique, namely VRS-BQ, which
mitigates the most negative consequences in replication per-
formance. The main contributions of this work are three
folds:
• First, it proposes an efficient popularity-based files
selection strategy that dynamically adjusts its process
based on the frequency of requested files and literally
optimizes the average response time for file downloads,
where VRS-BQ achieves about 25% optimization in
terms of average response time and accelerated 25% of
replication time compared to the DPRS.

• Second, it introduces a unique replica placement tech-
nique, where unnecessary replications are avoided and
the best replica locations are intelligently determined to
save storage space and accelerate the entire replication
process. On average, VRS-BQ reduces approximately
20% of space in cloud storage while maintaining high
level of data availability in most cases.

• Third, a comprehensive performance evaluation has
been carried out, where experimental results proved that
the proposed VRS-BQ could significantly outperform
and replace the existing DPRS algorithm.

These achievements are due to the unique popularity factor
calculation technique of the proposed VRS-BQ that effi-
ciently selects the most important files and places them
near to where they were mostly requested, which leads to
faster user download with faster response time. Additionally,
the VRS-BQ succeeded to avoid creating unnecessary replica
copies due to its unique approach which dramatically reduces
storage consumption and replication time.

Even though energy optimization has not been directly
considered in this paper, it has been implicitly considered
since power consumption is a product of data processing and
exchange. Thus, building an algorithm such as the proposed
VRS-BQ, which minimizes unnecessary data replication and
ensures placement of file replicas near to where it was mostly
requested, contributes explicitly to reducing processing over-
head and network traffic that implicitly minimize the power
consumption.

In nutshell, this paper has successfully addressed some
prominent issues and provided an efficient solution for them,
namely VRS-BQ, which accelerates response time, reduces
replication time, and minimizes storage consumption while
maintaining a high level of data availability due to its unique
popularity-based technique. Moreover, the VRS-BQ algo-
rithm is worthwhile to be implemented in production cloud
environments which would apparently contribute to better
performance for industrial practices to guarantee business
continuity with uninterrupted data retrievals.

VI. FUTURE WORK
Despite the VRS-BQ contribution to minimizing the response
time, increasing data availability, and minimizing stor-
age consumption, there is still room for improvement.
Specifically, the VRS-BQ should consider calculating the
20% of the E1j locally at the cluster itself to minimize the
network traffic among the clusters and their GRM that would
relieve the GRM by reducing its processing load, which by
its role will reduce the response time of the entire system.
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