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ABSTRACT The distribution system reconfiguration (DSR) is a complex large-scale optimization problem,
which is usually formulated with one or more objective functions and should satisfy multiple sets of linear
and non-linear constraints. As the exploration of feasible solutions in large and nonconvex search space
of DSR is typically hard, it is important to develop efficient algorithms and methods for finding optimal
solutions for DSR problem in reasonably short computational times. In traditional DSR, the configuration
of distribution network can be changed by opening and closing sectional and tie switches, where active
power losses are minimized, while radial network configuration and supply to all connected loads are both
preserved. Accordingly, this paper provides a comprehensive review of a number of existing metaheuristic
reconfiguration methods and introduces a novel efficient genetic algorithm (efficient GA) for DSR with
loss minimization. In order to demonstrate benefits and effectiveness of the proposed efficient GA for DSR,
the paper also provides a detailed comparison of results with an improved genetic algorithm (improved GA)
for several test systems and real distribution networks. The obtained simulation results clearly show higher
accuracy and improved convergence performance of the proposed efficient GA method, compared to the
improved GA and other considered reconfiguration methods.

INDEX TERMS
reconfiguration.

Distribution system, efficient genetic algorithm, loss minimization, network

I. INTRODUCTION

Distribution networks are essential part of the electric power
system [1], linking transmission part of the system [2], [3]
to each and every end-user or electricity customer [4]. Dis-
tribution networks in urban areas are typically constructed
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as a meshed structure and are usually operated in a suitable
radial topology, which can be set or changed by opening nor-
mally closed sectional switches and closing normally open
tie line switches, which is commonly denoted as distribution
system reconfiguration (DSR). Tie line switches interconnect
ends of radial feeders and/or provide connections to alter-
native supply points, while sectionalizing switches provide
interconnections for the main sections or branches of each

VOLUME 9, 2021


https://orcid.org/0000-0002-0454-5484
https://orcid.org/0000-0002-7427-2848
https://orcid.org/0000-0001-7637-1797
https://orcid.org/0000-0003-1980-1329
https://orcid.org/0000-0003-3133-9333

M. Mahdavi et al.: Comprehensive Review of Metaheuristic Methods

IEEE Access

e Sk T Vi Sii» 1
— —
(R, Xii, Zii) Ry, Xy, Zy)

k_\l/ S i_}%L ‘ 0
T

FIGURE 1. General representation of the basic 3-bus network.
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FIGURE 2. Example system.

radial feeder. Both types of switches may be controlled manu-
ally, or may be operated automatically, as remotely controlled
switches [5]-[7].

Modern power distribution networks feature a number of
remotely controlled switches, which are activated to provide
emergency supply connections for reliability improvement,
or to allow for maintenance and servicing works, or to
adjust optimal system configuration during normal operation.
In term of both system protection and normal operation, sec-
tionalizing switches along the feeders are automated and can
be controlled using dedicated communication links [8], [9].

Historically, the DSR problem was considered for mini-
mizing active power losses during normal operating condi-
tions, as these losses directly affect the operational cost and
the system voltage profile and are therefore important for
increasing the distribution system efficiency and improving
operational performance [10].

The DSR can be approached as a combinatorial optimiza-
tion problem with one or more objective functions and deci-
sion variables, which should satisfy multiple sets of linear and
non-linear constraints. The exploration of feasible solutions
in a typically large and nonconvex DSR search space for
normal operating conditions is hard and finding optimal solu-
tions for the DSR problem is a challenging task, particularly
in the case of large networks [11].

Since the DSR was first introduced in [12], classic opti-
mization methods have been used to determine good quality
solutions. However, more than five decades of the previous
work proved that solving the DSR through classical optimiza-
tion methods is usually time-consuming, due to the noncon-
vexity of the search spaces, and indicated further issues when
integer decision variables are considered. In order to avoid
these limitations of the classic optimization methods, heuris-
tic techniques were employed for the DSR problem. Heuristic
methods can often find feasible solutions with much lower
computational efforts, but their solutions are usually not
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| A chromosome with size of ¥, is determined based on (15).

v
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Selection operator chooses the best chromosomes of sizes
equal to the number of chromosomes in initial population.
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v

Mutation operator is applied with the probability of Pry, (¢) using (23).
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FIGURE 3. Flowchart of the improved GA.

accurate as the classic ones. Later, metaheuristic approaches
were proposed to solve the DSR problem. Metaheuris-
tic methods build on the same mechanism of heuristic
approaches, but they define and use certain search criteria
during the optimization process, typically resulting in better
solutions than heuristic approaches and in shorter computa-
tional time than classic methods. As the metaheuristic meth-
ods are the most commonly used optimization techniques for
solving DSR problem, further text provides their review.

In [13], simulated annealing (SA) method was proposed
to solve the DSR problem with power loss and load balanc-
ing optimization as objective functions. The SA is a robust
search algorithm based on a well-developed theory that has
been adopted from the physical process of solids annealing.
Although the SA can provide an optimal switching strat-
egy for DSR, the repeated runs of power flow calculations
during the annealing process make this approach very time-
consuming. To reduce the computing time of SA methods,
the power flow equations of [13] were replaced by a simpli-
fied set of equations in [14], but these modifications reduced
the quality of the DSR solutions. To overcome this issue,
an efficient SA (ESA) method was developed to minimize
the losses through DSR in [15]. This method presents better
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TABLE 1. Parameters of EGA.

Cases Parameters Values
. . Maximum number of generations 7
The substation bus and the buses that form the radial topology i7e of ch

are allocated to a set B. System 1 Size of chromosomes 7

v Maximum value of each gen 7

Maximum number of generations 7

Buses that do not form the radial topology are incorporated in a System 2 Size of chromosomes 12

Ll

set C. Maximum value of each gen 12

v Maximum number of generations 7

] System 3 Size of chromosomes 16

Branches that form the radial topology are allocated to a set D. Maximum value of each gen 16
v Maximum number of generations 10

System 4 Size of ch 31

Branches that do not form the radial topology are incorporated ystem Maxilrfix?n ‘c/alrl(l);n;)fs Z:;Sgen 31
inaset£, Maximum number of generations 10

+ System 5 Size of chromosomes 34

Among branches in E, ones have higher cost functions (27) and M‘axlmum value of each gen 34
extremes in B and C are stored and called re and those have both MaXImgm number of generations 1
extremes in B are removed from E. System 6 Size of chromosomes 37

¥ Maximum value of each gen 37

Maximum number of generations 10

The extreme bus of re that was in C is removed from C and System 7 Size of chromosomes 53
stored in B and its corresponding branch is removed from E and Maximum value of each gen 53
added to D. Maximum number of generations 10

* System 8 Size of chromosomes 63

No | s |8]= 2 | Maximum value of each gen 63

| s _ i Maximum number of generations 10

Yes System 9 Size of chromosomes 73

Maximum value of each gen 73

@ Maximum number of generations 10

System 10 Size of chromosomes 79

FIGURE 4. Flowchart of the modified prim’s algorithm. Maximum value of each gen 79
Maximum number of generations 15

System 11 Size of chromosomes 96

Maximum value of each gen 96

Maximum number of generations 20
System 12 Size of chromosomes 132
Maximum value of each gen 132

Maxi ber of ti 11
Chromosomes Y; are defined according to (28). System 13 aXlrglilZHel g;lrcr}l]rzrrr(l)osifr:rrllz;a ions L
+ Maximum value of each gen 156

. Jation (26) i BT : e Maximum number of generations 11

nitia popu ation 18 constructes ased on the modifie :
Prim’s algorithm described in flowchart of Fig. 4. System 14 S.lze of chromosomes 216
Maximum value of each gen 216
> g L A b ORI I 1 In [16], tabu search (TS) algorithm was used to solve the
chromosomes.

.. . . Yes
Termination criterion satisfied?
No ‘

Selection operator chooses the best chromosomes of sizes
equal to the number of chromosomes in initial population.

Y

Recombination operator is applied as described in (29) and (30).

v

The current population is selected.

FIGURE 5. Flowchart of the proposed method.

solutions than SA because the algorithm can “escape” local
minima, but its implementation on the large-scale distribution
networks is difficult.
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DSR problem in networks with distributed generation (DG).
The TS is a random search algorithm that utilizes movements
and memory operations. The movement operator is used
for “jumping” from one solution to another, while memory
operator guides the search to avoid cycling between solu-
tions. The obtained simulation results in [16] confirm better
performance of TS algorithm compared to SA from both
computational time and solution accuracy points of view.
Nevertheless, the global search ability of TS depends on
tabu list length: small size tabu lists cause the algo-
rithm to be captured in some of local minima -easily,
while large size lists increase the processing time of
TS method. To resolve this problem, improved and modified
TS algorithms were proposed in [17] and [18], respectively.
In improved TS (ITS) method [17], mutation operator of
genetic algorithm (GA) [19] was used to weaken the depen-
dence of global search ability on tabu list length. In modified
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TABLE 2. Numerical results of EGA and IGA after 30 independent runs for
system 1.

. Methods
Ttems Solutions
EGA IGA
Best Open
Switches 3 3
Best 0.82 0.82
Losses Worst 0.82 0.82
(kW) Mean o 0.82 0.82
Standard deviation 0 0
Final 0.82+0=0.82  0.82+0=0.82
Minimum 0.073 0.12
] Maximum 0.117 0.32
Time Average 0.08 0.18
() Standard dev. (SD) 0.008 0.06
Final 0.08+0.008 0.18+0.06
TABLE 3. Final solutions for system 1.
Methods Open Switches Losses (kW) Time (s)
Classic [73] 4 1.2 -
IGA 5 0.82 0.24
EGA 5 0.82 0.088

TS (MTS) method [18], the size of tabu list is set to vary
with the system size and a random multiplicative move is
used in the searching process to diversify the search toward
unexplored regions, to escape local optimums and to prevent
cycling around the sub-optimum solutions. The simulation
results show that accuracy of ITS and MTS is higher than
that of TS and SA methods.

In [20], an evolutionary algorithm (EA) method was pre-
sented to minimize active power losses in the DSR problem.
The EA method is a random search algorithm using principles
of natural selection and recombination, which has simpler
implementation than SA and TS. However, its performance is
drastically reduced by inadequate tree representation of dis-
tribution network graph, resulting in appearance of non-radial
solutions (branches that cannot create a tree) during algorithm
search.

Therefore, in [21], a differential evolution algorithm (DEA)
was proposed for loss minimization in DSR, showing that
DEA has lower computational burden than EA. However,
EA-based methods highly depend on chose of the operator
values and suffer high computational time, stagnation, and
premature convergence. In order to overcome these draw-
backs, an adaptive quantum inspired EA (adaptive QiEA) was
proposed in [22] for power loss minimization through DSR.
The QiEA method by integrating some roles of quantum
mechanics into EA algorithm, establishes good balance
between exploration and exploitation. In standard QiEA, two
quantum-bits (qubits) are employed instead of classical bits
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FIGURE 7. Worst convergence plot of IGA for system 1.
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FIGURE 8. Best convergence plot of IGA for system 1.
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FIGURE 9. Best and worst convergence plot of EGA for system 1.

of EA, in which first qubit includes the decision variables
and the second one contains the scaled values of objective
function. In adaptive QIEA (AQIiEA) method, performance
of an operation on one of the qubits does not affect the state
of other one. In order to apply EA to solve multi-objective
DSR problems, a fuzzy EA (FEA) was developed in [23]. The
simulation results confirmed that the FEA is an appropriate
method for solving such problems, but its performance is
highly affected by fuzzy membership functions. In fuzzy
theory, different objectives are embedded in a single func-
tion as weighted-sum values using membership functions.
However, accurate defining of fuzzy membership functions
is not easy in complex optimization problems. For resolving
this issue, gray correlation analysis (GCRA) was used in [24]
instead of fuzzy theory, where presented results showed better
performance of the proposed method compared to FEA.

In [25], a particle swarm optimization (PSO) algo-
rithm [26] was applied to loss reduction in DSR, but this
method in its standard form is very time-consuming for large
distribution networks. Therefore, a modified PSO (MPSO)
was presented in [27], where some parameters of standard
PSO methods, such as inertia weight, number of iterations
and population size, were modified. The modified settings
allow the PSO to explore a larger area at the start of the
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TABLE 4. Numerical results of EGA and IGA after 30 independent runs for
system 2.

. Methods
Items Solutions
EGA IGA
Best Open Switches 5,11 5,11
Best 1.31 1.31
Losses Worst 1.31 1.31
(kW) Mean 1.31 1.31
SD 0 0
Final 1.31+0=1.31 1.31+0=1.31
Minimum 0.10 0.18
Maximum 0.12 0.67
Time Average 0.106 0.41
(s) SD 0.006 0.13
Final 0.106+0.002= 0.25+0.13=
0.108 0.38
TABLE 5. Final solutions for system 2.
Methods Open Switches Losses (kW) Time (s)
Classic [74] 12,13 3.5 0.4
1GA 5,11 1.31 0.38
EGA 5,11 1.31 0.108
4 T T T . . . . .
c
=]
Is]
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i
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i . . . . . . L . .
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Algorithm iterations

FIGURE 11. Worst convergence plot of IGA for system 2.

simulation and to continue its searching in a smaller area
nearer to global optimum. This feature makes the algorithm
faster than standard PSO, SA, and TS, but it increases the
probability of capturing in the local minima. In order to
decrease computational time of PSO method and increase
MPSO method accuracy, the enhanced integer coded PSO
(EICPSO) was developed for loss minimization in DSR prob-
lem in [28]. In the EICPSO method, the modified inertia
weight of MPSO was employed and binary numbers (0 for
open and 1 for closed switches) were used instead of integer
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FIGURE 14. The 16-bus test system [66].

values (bus numbers) for the representation of each particle.
The presented results show that EICPSO method is much
faster than PSO and MPSO, but its accuracy is lower than
in the standard PSO methods.

In [29], ant colony optimization (ACO) algorithm was
suggested for solving the DSR problem, where presented
results show better performance of ACO when compared
to SA. Later, in [30], hyper cube ACO (HC-ACO) method
was proposed to minimize active power losses through DSR.
In this method, two heuristic rules were used to improve ACO
performance. The aim of local heuristic rule is to prepare
the candidate configurations for successive random selection,
whereas the aim of global rule is to maintain some already
found successful configurations. Simple implementation and
shorter computational time are two important features of
HC-ACO algorithm when compared to ACO and SA.

In [31], an adaptive ACO (AACO) method was presented
to solve the traditional DSR problem, demonstrating better
performance than ACO and ITS methods. The ACO was
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TABLE 6. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 3.

Methods
ftems  Solutions 5 1GA sa[14] sapo 58 ACO " GA[25] PSO[25] GMT[49] SA[67
Best Open
Switches 17,19,26 17,19,26 17,1926  17,19,26 17,1926  17,19,26  17,19,26 17,19,26 17,19,26 17,19,26
Best 466.1 466.1 466.1 466.1 466.1 466.1 466.1 466.1 466.1 466.1
Worst 466.1 466.1 483.9 511.4 493.2 483.3 511.43 483.87 - 501.3
Losses Mean 466.1 466.1 475 482.3 474.8 470.2 483.04 466.3 473 4823
(kW) SD 0 0 8.9 - - - - - 9.76 -
. 475+8.9 473+9.76
Final 466.1 466.1 — 483.9 482.3 474.8 470.2 483.04 466.3 — 48276 482.3
Minimum 0.11 0.24 6 - - - - - - -
Maximum 0.19 1.3 7 - - - - - - -
Time Average 0.13 0.57 6.5 2.07 232 1.81 2.027 0.16 2.1 2.07
(s) SD 0.02 0.25 0.5 - - - - - - -
. 0.13+0.02 0.57+0.25 6.5+0.5
Final —0.15 — 082 _ 2.07 2.32 1.81 2.027 0.16 2.1 2.07
520 > > : : : TABLE 7. Final solutions for system 3.
| =
(=]
B Methods Open Switches Losses (kW) Time (s)
R 7 Heuristic [75] 15,17,26 483.9 -
o Heuristic [76] 15,17,26 483.9 -
B a0k i Heuristic [77] 15,17,26 483.9 -
= \ SA [14] 17,1926 483.9 7
© GA [25] 17,19,26 483.04 2.027
460 ' ; ' ' : GMT [49] 17,19,26 482.76 2.1
9 8 L o L. = = SA [29],(67] 17,1926 4823 207
qonthm:raratiohs GA [291,[67] 17,19,26 474.8 232
ACO [29]1,[67] 17,19.26 470.2 1.81
FIGURE 15. Worst convergence plot of IGA for system 3. PSO [25] 17.19.26 4663 016
SA+TS [78] 17,1926 466.1 -

. . . VSDEA [66 17,19,26 466.1 -
adapted by using the graph theory to ensure radial solutions Heuristic [[79]] 17,19.26 466.1 -
during the optimization. Nevertheless, the performance of Heuristic [80] 17,19,26 466.1 -
ACO algorithm has not been tested on large distribution Heuristic [81] 17,19,26 466.1 .

. . NrGA [62] 17,19,26 466.1 -

systems. In [32], a hybrid ACO (HACO) was also applied Heuristic [82] 17.19.26 466.1 .

to minimize power losses in DSR, where crossover operator RGA [47] 17,19,26 466.1 -

of GA was used to improve the ACO method. It was shown Classic [83] 17,19,26 466.1 .

.. . Dragonfly [72] 17,19,26 466.1 -

that efficiency of the proposed method is better than DEA. Standard GA [49] 17.19.26 466.1 30
However, there is no comparison between performance of SA[21] 17,19,26 466.1 8.3
proposed method and other ACO-based approaches. DEA [21] 17,1926 e 17
o s . SA [63] 17,19,26 466.1 7.5

In [33], artificial immune system (AIS) method was MTS [18] 17,19,26 466.1 5
applied to minimize power losses and loading unbalances ReGA [50] 17,19,26 466.1 1.3
in a multi-objective DSR problem. The AIS is a ran- Heuristic [52] 17,19,26 466.1 0.841
C . £ IGA 17,19,26 466.1 0.82

dorp sefarch me.th.od based on an initial popu?atlon o FNSGA [61] 17.19.26 466.1 027
antibodies containing several antigens, representing posi- SOReco [52] 17,19,26 466.1 0.212
tions of open tie line switches. The algorithm guides the Classic [84] 17,19,26 466.1 0.16
EGA 17,19,26 466.1 0.15

antibodies toward the best objective functions using selec-
tion, crossover and mutation operators. The best switch-
ing scenarios can be obtained through interactions between
multi-objective decision maker (DM) and immune algorithm
(IA). Although the AIS decreases computing time of the pro-
posed multi-objective problem, its performance has not been
evaluated for DSR in large distribution networks. In [34],
a method based on AIS and clonal selection (CLONR) was
presented to minimize losses through DSR, with the sim-
ulation results showing better performance of the proposed
method compared to AIS.

In [35], the bacterial foraging optimization algo-
rithm (BFOA) was proposed to minimize power losses in
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DSR. The BFOA is a global optimization algorithm that
uses chemotaxis, reproduction, elimination and dispersal
operators to guide the particles/bacterium toward the best
solution using appropriate fitness function. The simulation
results indicate that the BFOA can reduce losses more than
ACO, but the computing time of this method has not been
compared to other DSR algorithms.

In [36], the harmony search algorithm (HSA) was
employed to solve the DSR problem, with results demon-
strating that the HSA converged to optimal solution (min-
imum losses) more quickly than TS. In [37], an improved
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FIGURE 16. Best convergence plot of IGA for system 3.
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FIGURE 17. Best and worst convergence plot of EGA for system 3.

HSA (IHSA) method was presented to minimize reactive
power losses in network reconfiguration. In the proposed
approach, reactive power losses are minimized first using
branch exchange (BE) method. Afterwards, if the system
loadability is near the critical limit, the HSA method is used
for further optimization. The presented simulation results
confirm that the proposed solution methodology is much
faster than HSA. However, in HSA-based methods, determi-
nation of the penalty coefficients of fitness function is harder
than other metaheuristic algorithms.

In [38], a teaching-learning based optimization (TLBO)
algorithm was proposed to solve the DSR problem, show-
ing that this method decreases network power losses and
improves network voltage profiles better than PSO. In [39],
a big bang-big crunch (BB-BC) algorithm was employed to
optimize power losses, DG costs, and greenhouse gas emis-
sions in DSR problem. The BB-BC is a combination of Big
Bang (BB) and Big Crunch (BC) methods that converges to
optimal solution using center of mass and the best position of
each solution operators. The simulation results indicated that
the BB-BC minimizes losses better than HSA and ACO.

In [40], a combination of TLBO and epsilon-constraint
method [41] was used to solve simultaneous DSR and
DG allocation problem, indicating better performance of
proposed method compared to PSO. In this approach, all
possible solutions were listed and ranked by e-constraint
method and then TLBO employed to find the best solution
of the list. In order to reduce the computational time of
the multi-objective DSR problems, a chaos disturbed beetle
antennae search (CDBAS) algorithm was presented in [42] to
minimize power losses, loading unbalances, and nodal volt-
age deviations. The beetle antennae search (BAS) algorithm
was inspired by the foraging principle of beetles. Grey tar-
get decision-making technology was used to adopt CDBAS

122878

for multi-objective frameworks. The results confirmed better
performance of the proposed methodology compared to other
reconfiguration methods for multi-objective DSR applica-
tions. Also, in [43], a fuzzy modified PSO (FMPSO) based on
Kruskal algorithm was employed to solve a multi-objective
DSR problem. The Kruskal algorithm can generate a radial
topology directly without checking the loops and islands.
Later, an improved cuckoo search algorithm (CSA) was
presented by [44] to solve a multi-objective DSR problem
in presence of demand response (DR). In this method not-
so-good solutions are replaced by new and potentially better
solutions (cuckoos) in the nests.

Genetic algorithms (GAs) are efficient methods to solve
complex non-linear optimization problems [45], mainly
because of their simple implementation, flexibility, good
performance, and high adaptation with other metaheuristic
algorithms (e.g. genetic operators of mutation and crossover
have been used in ITS [17] and AACO [31]). GA methods
are popular metaheuristic approaches for solving the DSR
problem and different types of GAs that have been proposed
in existing literature are reviewed in further text.

In [46], standard GA was applied to minimize the power
losses in DSR problem, indicating that it is a time-consuming
method for reconfiguration of large distribution systems.
In order to resolve this problem, the refined GA (RGA)
method was proposed in [47]. In this method, the size of
standard GA chromosomes is reduced to be equal to the
number of tie line switches and a variable mutation is used
instead of a fix one [48]. The simulation results show that
RGA has better performance than standard GA. In order to
create only radial solutions, crossover and mutation oper-
ators of standard GA were formulated using matroid and
graph theories in [49]. In the GA based on matroid theory
(GAMT), radiality of proposed topologies is maintained after
applying genetic operators, but some non-radial solutions still
appear during algorithm evolutionary process. In order to
remove this shortcoming, search space of GA was restricted
in [50] by defining fundamental loops for meshed network
(when all switches are considered to be closed). However, this
approach can check only the isolation of exterior buses and
does not search for the isolation of interior ones. Therefore,
this strategy does not guarantee connectivity of network and
may produce radial topologies with isolated buses, which are
effectively infeasible solutions.

In [51], a dedicated GA (DGA) method was used to
solve the DSR and capacitor allocation problem, where the
initial population was constructed by a heuristic algorithm
based on sensitivity analysis. Although the sensitivity analy-
sis significantly reduces the search space of DGA algorithm,
it may decrease the accuracy of solutions, because all possible
switching sequences are not evaluated.

In order to enhance the performance of GA for solving
the DSR problem, new improvements for genetic operators
were considered in [52]. In the proposed GA, after producing
the initial population using BE method, the integer variables
are decoded based on branch list, instead on nodes-branches
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TABLE 8. Numerical results of EGA and IGA after 30 independent runs for
system 4.

. Methods
Items Solutions
EGA IGA
Best Open 11,20,21,28 11,20,21,28
Switches
Best 40 40
Losses Worst 40 40.16
(kW) Mean 40 40.03
SD 0 0.06
Final 40 40.03+0.06=40.09
Minimum 0.38 1.18
Ti Maximum 1.4 10.89
2151;8 Average 0.9 4.59
SD 0.08 2.66
Final 0.9+0.08=0.98 4.59+2.66=7.25

TABLE 9. Final solutions for system 4.

Methods Open Switches Losses (kW) Time (s)
IGA 11,20,21,28 40.09 7.25
Classic [85] 11,20,21,28 40 -
EGA 11,20,21,28 40 0.98 -
46 . . . . . . . : :
5
T a4 il
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=
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=
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FIGURE 19. Worst convergence plot of IGA for system 4.

incidence matrix. Also, selection operator was defined as an
exponential function using ecological niche method, instead
of tournament mechanism [53]. It was shown that the pro-
posed GA (SOReco) is simple enough to obtain a fast conver-
gence and complex enough to obtain a good quality solution
in comparison with other GAs. However, non-radial topolo-
gies may be created after applying genetic operators and
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FIGURE 21. Best and worst convergence plot of EGA for system 4.

that will degrade efficiency of the proposed algorithm for
reconfiguration of large distribution networks.

In order to increase the GA convergence speed in
multi-objective reconfiguration applications, fuzzy logic was
employed to control the mutation operator of standard GA
method in [54]. In order to enhance the performance of
fuzzy GA (FGA) presented in [54], a fuzzy adoptive GA
(FAGA) was proposed in [55]. The adoptive GA (AGA) is
a modified version of GA presented in [50] that, in addition
to fundamental loops, uses common branches of each bus
and prohibited group of switches to avoid the generation
of any non-radial solutions. The proposed FAGA technique
is more efficient than SA and FGA, but performance of
fuzzy rules-based methods, such as FGA and FAGA, strongly
depends on the selected fuzzy membership functions. There-
fore, a non-dominated sorting GA (NSGA) was used in [56]
to solve a multi-objective DSR problem. The NSGA is a
combination of GA and pareto techniques that enables to
evaluate different objectives without integrating them into
one objective function. Although the proposed method gives
various options to the decision makers, the accuracy of the
obtained solutions has not been verified.

Regarding the advantages and disadvantages of above-
mentioned GA methods, this paper presents an efficient
GA algorithm for reconfiguration of radial distribution sys-
tems, which is simple to implement and is characterized by
both high accuracy and short computational time. The robust-
ness and effectiveness of the proposed method is tested on
different types of distribution systems and directly compared
with an improved GA. In contrast to the previous methods
that were tested on specific networks, the proposed efficient
GA method provides effective reconfiguration solutions for
all considered distribution systems.

In addition, this paper aims to provide a good reference
for future work on the DSR problem, as it includes a large
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TABLE 10. Numerical results of EGA and IGA after 30 independent runs

for system 5.

. Methods
Items Solutions
EGA IGA
Best Open 357102533 3,5.7,102533
Switches
Best 361 361
L Worst 361 361
(l‘iii,e)s Mean 361 361
SD 0 0
Final 361 361
Minimum 0.94 1.43
Maximum 1.12 7.26
Time Average 1.02 4.07
(s) SD 0.04 1.65
Final 1.02+0.04 = 4.13+1.65 =
na 1.06 5.72
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FIGURE 22. The 30-bus test system.
TABLE 11. Final solutions for system 5.
Methods Open Switches Losses (kW) Time (s)
GA [86] 3,7,10,25,32,33 368 -
IGA 3,5,7,10,25,33 361 5.72
EGA 3,5,7,10,25,33 361 1.06

number of different types of test systems in the analysis
and compares performance of the proposed method in terms
of achieved reduction of losses and execution times with

numerous methods in existing literature.

122880

1500

1000

500

Objective function

20

40

60

80 100 120
Algorithm iterations

140 160 180 200

FIGURE 23. Worst convergence plot of IGA for system 5.
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FIGURE 25. Worst and best convergence plot of EGA for system 5.

In summary, the paper presents an efficient GA for recon-
figuration of radial distribution systems which is:

o Accurate and simple for implementation in commercial

software packages.

« Efficient, as it requires short computing times and has
good convergence characteristics.

« Providing only radial solutions during the whole evolu-
tionary process (it guarantees network radiality).

« Prohibiting isolation of any node (interior and exterior
buses) from proposed radial topologies (it guarantees
network connectivity).

« Applicable for reconfiguration of distribution networks
of any size (from small to very large systems).

o Implemented in several test systems, demonstrating
superior performance.

Il. PROBLEM FORMULATION
The considered DSR problem can be described as the deter-
mination of such switch status of branches (open or closed)
which will minimize network losses (Pp,ss) and satisfy stipu-
lated constraints. Assuming the network is represented using
pairs of receiving and sending buses, which are connected by
branches (i.e., distribution lines and transformers), as shown
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TABLE 12. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 6.

Methods
Items Solutions GA RGA EICPSO MPSO
EGA IGA Belfas]  [peldr]  (TSDB6l HSADG] D8] D8] SA[14]
Best Open 79,14, 7,914, 79,14, 79,14, 7.9.14, 7.10,14, 79,14, 7,914, 79,14,
Switches 32,37 32,37 32,37 32,37 36,37 36,37 28,32 28,32 32,37
Best 139.5 139.5 139.5 139.5 142.68 142.68 139.98 139.98 139.5
Losses Worst 139.5 139.5 202.7 198.4 196.3 195.1 139.98 139.98 153.9
oW Mean 139.5 139.5 166.2 164.9 163.5 152.33 139.98 139.98 145.35
SD 0 0 14.53 13.34 12.11 11.28 0 0 527
Final 1395 1395 180.73 1783 175.61 163.61 139.98 139.98 150.62
Minimum 1 2.5 - - - - - - 48
) Maximum 1.2 10.87 - - - - - - 57
Time Average 1.1 5.09 19.1 13.8 8.1 72 6.343 5.693 56.25
(s) SD 0.04 231 - y - y - - 5.11
Final 1.14 7.4 19.1 13.8 8.1 72 6.343 5.693 61.36
Methods
Items Solutions ~ GA+BE HBMO RGA SA MPSO TLBO
[88] 711,881 OOl egirar [7syssy ACO 88 [27] HSA [88] [38]
Best Open 79,14, 79,14, 79,14, 79,14, 79,14, 79,14, 79,14, 7.9.14, 79,14,
Switches 32,37 32,37 32,37 32,37 32,37 32,37 32,37 32,37 32,37
Best 139.5 139.5 139.5 139.5 139.5 139.5 139.5 139.5 139.5
. Worst 139.5 162.98 145.47 171.76 196.3 154.7 143 162.98 141.9
0SSes Mean 139.5 142.16 143.29 149.61 163.5 144.39 141 147.8 139.7
(kW) SD 0 - - - - - - - -
Final 1395 142.16 143.29 149.61 1635 144.39 141 147.8 139.7
Minimum - - - - - - - - 7
) Maximum - 8 19.78 - - - - - 8
Time Average 10.83 6 6.075 741 6.852 6.439 5.693 3274 13
s) SD B} - - . _ _ R _ R
Final 10.83 6 6.075 741 6.852 6.439 5.693 3274 8

in Fig. 1, the DSR problem can be formulated by (1) to (13). where: Q!, @, and QP are sets of all branches (all lines
and transformers), switches, and buses, respectively. Also,

Min P = Z Ry | Iz‘j|2 (1) Vi, |.V,-|, \./,,.,,-,,, and Vi a.re voltage of bus i, its magni.tude,
and its minimum and maximum allowed values, respectively.
It should be mentioned that rank (A) is the number of linearly
independent rows or columns of nodes-branches incidence
. matrix A. Moreover, S;; and § IL are complex power and power
Z Ski = Z Sij + Z Si? +sP vie @’ losses of branch ij, respecti\{ely. In addition, S7, PP, QP,
kieQ! ijeQ! ijec! and QF are complex power of substation, active and reactive
(3 demands, and reactive power of capacitor banks at buses k

SP=pPP 4 (QI-D - Q,C) Vie QP “4) and i, respectively. It should be noted that /;; is current flow

ijew!
Subject to: Sf = Y Su+ »_ S VkeQ )
kieQ! kieQ!

I ) b I of branch ij and Il;f is its conjugate value. ’I,-j| and Ii’f“x are
Sij = VfIi/ Vie QU Vij e Q2 ®) magnitude and maximum allowed current flow on branch ij,
Zij =R +jX; Vije Q! (6) respectively. Furthermore, R;j, X;;, and Z;; are resistance, reac-

2 . 2 e : . : -
Si? = R; | 1ij| + X | 14',‘| Vij € Q! 7) tance, and impedance of branch ij, respectively. Also, b;; is a

variable for representing the Kirchhoff’s voltage law (KVL)

.. b .. I
Vi=Vi+1IjZij+ by VijeQ, VijeQ in the planar loop formed by branch ij. Finally, y;; is a binary

®) variable representing status (based on switch states) of line ij
rank (A) = ‘Qb’ _1 9) (0 for open and 1 for closed switches). .
, Equations (2) to (4) show nodal power balance (Kirch-
Viin < Vil < Vimax Vi€ Q (10)  hoff’s current law, KCL). Equation (5) represents complex
| 1ij| < Il.;.naxyij Vij e Q! (11) power in terms of nodal voltages and conjugate values of
.. branch currents, while (6) shows relationship of impedance
|bij| =< (Vmax — Vmin) (1 _yij) Vij € Q ) P P

with resistance and reactance. Also, (7) shows active and
(12) reactive components of power losses. Equation (8) describes
yij €{0,1} Vije Q" (13) that net sum of voltage drops of all branches in a planar loop
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TABLE 13. Final solutions for system 6.

Methods Open Switches Losses (kW) Time (s) Methods Open Switches  Losses (kW)  Time (s)
GA [36],[46] 7.9,14,32,37 180.73 19.1 HC-ACO [68] 7.9,14,32,37 139.5 -
RGA [36],[47] 7.9,14,32,37 178.3 13.8 BFOA [35] 7.9,14,32,37 139.5 -
ITS [36] 7,9,14, 36,37 175.61 8.1 Heuristic [82] 7,9,14,32,37 139.5 -
HAS [36] 7,10,14, 36,37 163.61 7.2 NrGA [62] 7.9,14,32,37 139.5 -
SA [78],[88] 79,14,32,37 163.5 6.852 CLONR [34] 7.9,14,32,37 139.5 -
SA [14] 7,9,14, 32,37 150.62 61.36 DCGA [93] 7,9,14,32,37 139.5 -
RGA [47] 7.9,14,32,37 149.61 7.41 BB-BC [39] 7.9,14,32,37 139.5 -
Heuristic [87] 11,28,31,33,34 148.858 - Heuristic [52] 7.9,14,32,37 139.5 1667
HSA [88] 7.9,14,32,37 139.5 3.274 Heuristic [94] 7,9,14,32,37 139.5 647.03
ACO [88] 7.9,14,32,37 144.39 6.439 FEA [23] 7.9,14,32,37 139.5 55.04
GA [22] 7,9,14,28,31 144.181 - Heuristic [76] 7.9,14,32,37 139.5 48
PSO [22] 7.9,14,27,32 143.296 - Classic [83] 7,9,14,32,37 139.5 35.2
PSO [28] 7.9,14,32,37 143.29 6.075 Classic [95] 7.9,14,32,37 139.5 19
GSA [22] 7,11,28,32,34 143.138 - NSGA [56] 7.9,14,32,37 139.5 18
Heuristic [89] 6,9,14,32,37 142.83 - Classic [96] 7,9,14,32,37 139.5 12.8
Standard GA [49] 7,10,14,36,37 142.68 160 GA+BE [88] 7.9,14,32,37 139.5 10.83
HBMO [71] 7.9,14,32,37 142.16 6 HAS [91] 7.9,14,32,37 139.5 9
MPSO [27] 7.9,14,32,37 141 5.693 PSO+HBMO [97] 7,9,14,32,37 139.5 8
GWO [22] 7,10,14,28,32 140.705 - IGA 7.9,14,32,37 139.5 74
FACO [69] 7,10,14,32,37 140.26 - GAMT [49] 7.9,14,32,37 139.5 7.2
FGA [59] 9,28,33,34,36 140.6 900 TS [78] 7,9,14,32,37 139.5 7.106
Heuristic [79] 7,10,14,32,37 140.26 1.55 SA+TS [78] 7.9,14,32,37 139.5 6.851
Heuristic [90] 7,10,14,32,37 140.26 0.87 ReGA [50] 7.9,14,32,37 139.5 6.3
GA [91] 9,28,33,34,36 140.6 - SOReco [52] 7,9,14,32,37 139.5 5.704
ReGA [92] 7.9,14,28,32 139.98 7.05 Heuristic [98] 7.9,14,32,37 139.5 3.7
EICPSO [28] 7,9,14,28,32 139.98 6.343 Classic [99] 7,9,14,32,37 139.5 32
MPSO [28] 7,9,14,28,32 139.98 5.693 Heuristic [100] 7.9,14,32,37 139.5 1.99
TLBO [38] 7.9,14,32,37 139.7 8 Heuristic [80] 7,9,14,32,37 139.5 1.66
AQIEA [22] 7.9,14,32,37 139.5 - EGA 7,9,14,32,37 139.5 1.14
RGA [91] 7.9,14,32,37 139.5 - - - - -
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mjwlo ,'I 8 | FIGURE 27. Worst convergence plot of IGA for system 6.
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FIGURE 26. The 33-bus test system.

has to be equal to zero (KVL). In this equation, b; will be
zero, when switch of line ij is closed (KVL must be estab-
lished) and will be a real number for open switches (KVL
is not necessary). Equation (9) indicates radiality constraint.
Accordingly, the total number of branches under operation
(total number of linearly independent rows or columns of
matrix A) has to be equal to the total number of buses minus
one (according to graph theory). Moreover, (10) and (11)
show the nodal voltage and branch current magnitude con-
straints, respectively. While (12) ensures that the value of b;;
will be zero, if the switch of branch ij is closed (y;; = 1) and

122882

Ill. SOLUTION METHOD

The proposed mathematical formulation by (1)—(13) is
a mixed-integer non-linear programing (MINLP) prob-
lem, as it includes integer variables for branch numbers
(identifiers), real variables for branch currents (/;;) and bus
voltages (V;), non-linear objective function (1), and linear
and non-linear equations (4)—(9) and constraints (2), (3),
(10)—(13). The DSR MINLP problem can be solved by dif-
ferent approaches—using analytical methods, heuristic tech-
niques, or metaheuristic algorithms.

Solving proposed MINLP problem by classic analytical
methods is time-consuming and requires considerable com-
putational resources, because of a large number of inte-
ger variables (branches), nonconvexity of (5) and non-linear
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TABLE 14. Numerical results of EGA and IGA after 30 independent runs
for system 7.

5
g
| =y
2
@ . Methods
= Items Solutions
E 150 F 4 EGA IGA
g Best Open Switches 34,39,45,49,51  34,39,45,49,51
100 . . . I Best 8 8
0 50 100 150 200 250 Losses Worst 8 8
Algorithm iterations (W) Mean 8 8
SD 0 0
FIGURE 28. Best convergence plot of IGA for system 6. Final 8 8
Minimum 0.58 1.97
Tim Maximum 0.76 8.79
o — 1 t T F F 0T 9 (S)e Average 0.66 411
.% SD 0.05 1.62
£ 200 : Final 0.71 5.73
o
=
k%) L
2 ' TABLE 15. Final solutions for system 7.
]
100 : ; ; - : ; : Methods Open Switches Losses (kW) Time (s)
1 = 5 % o) bl g8 % §g GA[101] 15,34,38,45,52 8.976 -
Algorithm iterations IGA 34,39,45,49,51 8 5.73
EGA 34,39,45,49,51 8 0.71
FIGURE 29. Best and worst convergence plot of EGA for system 6.
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FIGURE 30. Baghdad distribution system [101].

terms in (1), (5), and (7). This also impacts that heuris-
tic methods generally cannot be easily applied and used
to provide good solutions for large-scale DSR problems.
Metaheuristic methods, however, typically can find better
solutions than heuristic approaches and require lower com-
putational efforts than classical methods.

VOLUME 9, 2021

Standard genetic algorithm is a random search method that
can be used to solve non-linear system of equations and opti-
mize complex problems, including DSR. The basic principle
of GA is the selection process of individuals (chromosomes),
on which three fundamental genetic operators are applied.
The operators are reproduction, crossover and mutation, and
they guide the chromosomes toward better fitness. There are
two methods for coding the distribution branches based on
the GA methods.

1) Binary coding for each branch (standard GA) [46].

2) Decimal coding for each branch (DCGA) [57].

Chromosomes of standard GA are coded by binary num-
bers 0 and 1, while in the DCGA problem variables are
directly inserted in chromosome strings as integer numbers.
Although binary coding is conventional in genetic algorithms,
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FIGURE 33. Best and worst convergence plot of EGA for system 7.

the DCGA is more efficient than standard GA, as it avoids
difficulties with coding and decoding problems and prevents
production of completely different offspring from the parents
and subsequent divergence.

It should be noted that high similarity between parents
and offspring decreases ability of GA to escape from local
minimum, while low similarity causes divergence problems.
Therefore, the proposed DCGA prevents only creation of
very different children, while normal similarity is considered.
In this method, an initial population with d chromosomes can
be constructed randomly as a column matrix/vector (14):

Y
V6
y=| . (14)

Yy
where: Yy is the d chromosome of the population Y.
This vector consists of integer numbers, called genes, which
describe the problem variables (branch numbers).

Yd=[nl,nz,...,n,’,...,nmq] (15)

where: n; and Q' indicate the number of branch i and set of
tie line switches (subset of Q°"), respectively.

Equation (16) describes a typical population with three
chromosomes (d = 3) for an example system in Fig. 2. This
7-bus example network includes six normal branches (solid
lines, each with a sectional switch) and three tie line switches
(indicated with dashed lines).

Y) = [2,6, 8]
Y, =1[1,7,6]
Y3 =[1,6, 8] (16)
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TABLE 16. Numerical results of EGA and IGA after 30 independent runs
compared to TLBO method for system 8.

. Methods
Items Solutions
EGA IGA TLBO [38]
Best Open 25,31,39,40, 25,31,39,40, 25,31,39.40,
Switches 62 62 62
Best 131.69 131.69 131.69
L Worst 131.69 131.69 131.69
(E%Sv? Mean 131.69 131.69 131.69
SD 0 0 0
Final 131.69 131.69 131.69
Minimum 1.7 2.85 7
Ti Maximum 2.3 14.13 20
1me Average 1.96 5.98 14
©) SD 0.14 2.7 -
Final 2.1 8.68 14
TABLE 17. Final solutions for system 8.
Methods Open Switches Losses (kW) Time (s)
TLBO [38] 25,31,39,40,62 131.69 14
IGA 25,31,39,40,62 131.69 8.68
EGA 25,31,39,40,62 131.69 2.1

Y1 proposes that switches 2 (normal branch), 6 (tie line),
and 8 (normal branch) have to be open and others (switches
1,3,4,5,7, and 9) should be closed.

The branch currents and nodal voltage magnitudes (|11-j|
and |V;]) of radial topologies (chromosomes which satisfy
radiality constraint (9)) are computed by backward- for-
ward sweep load flow (radial power flow). Using radial
power flow in metaheuristic algorithms is a common way in
reconfiguration studies, because of its simplicity and shorter
computational time, compared to conventional power flow
methods [22]. In the proposed power flow, load currents
are computed iteratively with the updated voltages of each
bus, while currents summation is calculated in the backward
way and voltage drops are determined by the forward sweep
from far end to sending end of a radial feeder/lateral. The
maximum difference of voltage magnitudes in successive
iterations of power flow program is taken as convergence
criteria and A is considered as tolerance value. According
to Fig. 1, the following set of iterative equations can be
employed to calculate nodal voltages and branch currents.

ES *

D D - D C ..
= (T < (FHG DY viea
y — —_— .
J Vi V; VjeQ
Vi =Vi—Zjl; Vijel, ijeq! (18)
PP 40P — 0f
Li =L+ [~ J(% ) vij, kie @ (19)
i
Vi= Vi — Ziilii VikeQP, kie Q! (20)

Then, active power losses (Ppss) of all branches are calcu-
lated, and consequently objective function (1) is determined
for feasible chromosomes (radial topologies).
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FIGURE 34. The 59-bus distribution system [38].
TABLE 18. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 9.
_ Methods
Items Solutions
EGA IGA TLBO [38] SA[14] MPSO[27] SAPSO[64] SFLA[64] SAPSO+SFLA [64]
Best Open 14,58,61, 14,55,61, 14,57,61, 14,55,61, 14,55,61, 14,58,61, 14,58,61, 14,58,61,
Switches 69.70 69.70 69.70 69.70 69.70 69.70 69.70 69.70
Best 99.62 99.62 99.62 99.62 99.62 99.62 99.62 99.62
Losses Worst 99.62 99.62 100.8 134.06 130 1159 106.63 99.62
(kW) Mean 99.62 99.62 99.8 118.89 100 102.39 101.95 99.62
SD 0 0 0 14.35 - 1.99 1.19 0
Final 99.62 99.62 99.8 133.24 100 104.38 103.14 99.62
Minimum 2.19 7.16 4 165 - - - -
Time Maximum 3.2 27.33 20 175 - - - -
) Average 2.76 16.33 13 170.33 8 10 4 5
s SD 023 6.074 0 4.1 - - - -
Final 2.99 22.404 13 174.43 8 10 4 5
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FIGURE 35. Worst convergence plot of IGA for system 8.

Afterward, the reproduction operator selects the
chromosomes (Yy) in the population that are more fit for
reproduction, so for minimization problem, chromosomes
are reproduced in inverse proportion to the value of their
fitness function. After the pairs of parent chromosomes have
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Algorithm iterations

FIGURE 36. Best convergence plot of IGA for system 8.

been selected, the crossover operator is applied to each pair,
so crossover can take place at the boundary of two integer
numbers (between two variables). Based on a predefined
probability, known as the crossover probability (Pr¢), an even
number of chromosomes are chosen at random. Random
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FIGURE 37. Worst and best convergence plot of EGA for system 8.

TABLE 19. Final solutions for system 9.

Methods Open Switches  Losses (kW) Time (s)
SAT14] 14,55,61,69,70 133.24 174.43
NSGA [56] 14,23,51,60,72 136.87 37
FGA [60] 12,20,58,64,69 113.8 3.19
GA [60] 12,20,58,64,69 113.8 25
HAS [91] 13,18,61,56,69 106.18 -
SAPSO [64] 14,58,61,69,70 104.38 10
GA [91] 14,53,61,69,70 103.29 -
SFLA [64] 14,58,61,69,70 103.14 4
RGA [91] 13,17,55,61,69 100.28 -
MPSO [27] 14,55,61,69,70 100 8
FACO [69] 12,57,61,69,70 99.82 -
TLBO [38] 14,57,61,69,70 99.8 -
Heuristic [82] 14,59,62,70,71 99.72 -
Heuristic [102] 15,56,62,70,71 99.70 -
Heuristic [82] 15,59,62,70,71 99.62 -
Heuristic [103] 14,58,61,69,70 99.62 -
Heuristic [104] 14,55,61,69,70 99.62 -
Heuristic [105] 14,58,61,69,70 99.62 -
NrGA [62] 14,57,61,69,70 99.62 -
Dragonfly [72] 14,57,61,69,70 99.62 -
DCGA [93] 14,58,61,69,70 99.62 1181
MTS [18] 14,55,61,69,70 99.62 150
IGA 14,55,61,69,70 99.62 22.404
NSGA [61] 14,57,61,69,70 99.62 20.2
ReGA [92] 14,58,61,69,70 99.62 10.33
SAPSO+SFLA [64]  14,58,61,69,70 99.62 5
EGA 14,58,61,69,70 99.62 2.99

positions are chosen for each pair of the selected chromo-
somes, and then chromosomes of each pair swap their genes
(variables). In this paper, the crossover is used with a proba-
bility of 0.7 (Pr¢c = 0.7) for all study cases and test systems,
because of its good impacts on solutions. Equations (21)
and (22) show a pair of the selected chromosomes, Y7 and
Y,, before and after applying the multi-position crossover
operator, respectively. In (21), the crossover is applied to
two positions between integer variables. A single-position
crossover can be employed, but its efficiency is less than
multiple-crossover operator in large-scale DSR problems.

Y, =[2,6,8]
Y, =[1,7.6] 1)
Y'=[2,7,6]
v =[1.6,8] (22)

Each chromosome after the crossover operation is then
subjected to the mutation operator. This operator selects a
few existing integer numbers (variables) in the chromosome
and then changes their values at random, according to a
small mutation probability (Pras). In order to improve the
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convergence speed and accuracy of DCGA method, mutation
operator is applied with a variable probability of Pry; (¢),
instead of a constant value of Pry;:

(Pr,% - Pr/“l,}a")

Pry(r) = Pt — (23)

tmaxt

where: t and t,,,4, are current iteration number and maximum
number of iterations in GA algorithm, respectively, with
Prys(¢) variable mutation probability at iteration 7. Prg,, and
Pry** are initial and maximum values of Pry(t), respectively.
In this study, initial and maximum probabilities of mutation
were set to 0.1 and 0.2 for all case studies, respectively,
because of its good results. In this way, mutation is starting
to be implemented on chromosomes of initial population at
the end of the first iteration (¢ = 1) and this procedure con-
tinuing in other iterations (i.e. mutation operator is applied
to chromosomes at the end of each iteration). Equations (24)
and (25) illustrate Y, before and after mutation of two genes,
respectively. At least one gene has to be mutated depending
on the selected strategy.

Y) = [1,6,8] (24)
1 8

A —~= =

Y= 4, 6, 5 (25)

In the final step of forming a new generation, ‘“weak
chromosomes” are replaced by “elite chromosomes™ in the
same generation (elitist strategy). After replacement, the pro-
duction of the new generation is complete, and the process
can begin all over again with the evaluation of objective
function (1) for each chromosome. The process continues
and it is terminated when algorithm reaches the maximum
number of iterations (#,,,,). The flowchart of the GA method
improved by using variable mutation probability of (23) and
elitist strategy is shown in Fig. 3.

Equation (23) effectively increases both convergence speed
and accuracy of DCGA algorithm in improved GA (IGA).

B. EFFICIENT GA (EGA)
In order to improve both accuracy and convergence speed of
IGA method, an efficient GA (EGA) is proposed for solving
the DSR problem. The EGA implemented in this section
has significantly different characteristics when compared to
the traditional GAs and is particularly suitable for solving
large-scale multi-constraint DSR problems, in which several
unfeasible solutions (non-radial topologies) may be gener-
ated.

In the first step (¢ = 1), an initial population with d feasible
chromosomes (radial topologies) is constructed randomly
as (26), in which constraint (9) is satisfied.

Y

Y = Y.',' (26)
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TABLE 20. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 10.

Methods
Hybrid  Modified AACO
ltems  Soluions 1GA PSO SFLA SAPSO ?\AAé’LS;); PSO HBMO 1531?45 [31]
(HPSO)  (MSLFA) [107] 107) [108] [108] [108]
[65] [107]
Best 133045, 133045, 42839 54651, 304651, 304651, 42839, 142839, 142839, 13,30.45,
Open 516670, 516670, 163LOT. (a0 667071, 667071, 203167, 46,5167, 46,5167, 51,66,70,
Switches 75-79 7579  1%:7L73, 75-79 7579 75-79  [0JL73, 707173, 707173, 75-79
76,79 76,79 76,79 76,79
Best 20136 20136 20532 202.18 20218 20218 20532 20532 20532 20136
Losses Worst 20136 20542 20681 207.07 209.04 20505 21383 21219 20532 20698
P Mean 20136 203.14  205.68 203.84 20447 20227 21066  207.68 20532 205.7
SD 0 1.28 0.003 ; ; R 403 3.02 0 05
Final 20136 20442 205.683 203.84 20447 20227 21469 2107 205.32 206.2
Minimum 2.68 13.17 - - - - - - 8 -
Ti Maximum 3.63 307.67 - - - - - - - -
g‘)‘e Average 3.14 118.82 5 . . . 15 18 12 19.72
SD 0.24 76.82 - ; - - - R - ;
Final 338 195.64 5 - - - 15 18 12 19.72
250 T T T T 250 T T T T
s 5
g 200 N g 200 b
5 B
E 150 E g 1s0r _
B e
§ 100 — z 100 |
50 : : : : 50 : : ; :
o 50 100 150 200 250 o 50 100 150 200 250

Algorithm iterations

FIGURE 39. Worst convergence plot of EGA for system 9.

The representation form (coding) of each chromosome
(solution proposal) of initial population ((26)) is very impor-
tant. This coding should allow for evaluating only feasible
solutions (radial topologies), in which the implementation of
genetic operators depends on this representation. Including
only open switches and the identification of their independent
loops in chromosomes is the best method for representation of
solution proposals. This form of representation ensures that
only radial topologies are generated.
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Algorithm iterations

FIGURE 40. Best convergence plot of IGA for system 9.

A Prim’s algorithm [58] is adopted to form initial pop-
ulation. In this method, the optimal solution can be found
because of generation of minimum spanning tree of the graph.
The proposed modified Prim’s algorithm can generate ran-
domly controlled radial topologies in each iteration without
power flow calculations. Furthermore, this algorithm can
find radial configurations where higher weighting values are
chosen for the most important branches.

In the adopted algorithm, the minimization of active
power losses in objective function (1) is converted to the
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TABLE 21. Final solutions for system 10.

Methods Open Switches Losses Time
(kW) (s)
PSO [108] 14,28,39, 46,51,67,70,71,73,  214.69 15
76,79
HBMO [108] 14,28,39, 46,51,67,70,71,73, 210.7 18
76,79
AACO [31] 13,30,45,51,66,70,75-79 206.2 19.72
HPSO [65] 14,28,39,46,51,67,70,71,73,  205.68 5
76,79 3
PSO+HBMO 14,28,39, 46,51,67,70,71,73,  205.32 12
[108] 76,79
Heuristic [106] 14,28,39,46,51,67,70,71,73,  205.32 3
76,79
SAPSO [107] 30,46,51,66,70,71, 75-79 204.47 -
1IGA 13,30, 45,51,66,70,75-79 204.42 195.64
MSLFA [107] 30,46,51,66,70,71, 75-79 203.84 -
Heuristic [52] 13,28,45,51,67,70,73,75,76,  203.67 7633
78,79
SOReco [52] 13,28,45,51,67,70,73,75,76,  203.67 4.64
78,79
GAMT [49] 14,30,38,46,51,66,70,71,76,  203.17 160
77,79
SAPSO+ 30,46,51,66,70,71, 75-79 202.27 -
MSLFA [107]
Classic [83] 14,30,45,51,66,70,75-79 201.44 485
Standard GA 13,30,45,51,66,70,75-79 201.36 1900
[49]
EGA 13,30, 45,51,66,70,75-79 201.36 3.38
250 T T T T T . . .
&
B 200 1
=
=
2 150 [ 1
3
£ 100 |
a
50 | ! | ! ! ! ! !
1 2 3 4 5 6 7 8 9 10

Algorithm iterations

FIGURE 41. Best and worst convergence plot of EGA for system 9.

maximization of cost function J.

Cii
Max J = Y

ijeg!

27)

P Lossij

where: ¢;; is the value (weight) of branch ij and Py, 5sij is active
power loss of the same branch. This method and its steps are
illustrated in a flowchart in Fig. 4.

A typical chromosome (Y;) for example system of Fig. 2 is
illustrated in (28). The chromosome consists of two parts.
First part (|| — |§2’ |) includes normal branches (normally
closed switches) of the network and second part (]Q’ |) con-
sists of tie lines (normally open switches).

IQSW‘_|Q[| |QI|
——
Yi=12,4,3,5,8,9,1,7,6 (28)

The branch current and nodal voltage magnitude of all
chromosomes, as well as Py, are calculated by the radial
power flow using the set of equations (17)—(20). Then,
the selection operator selects the chromosomes (Y;) for
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FIGURE 42. The 70-bus test system [49].

recombination. In the recombination process, two new radial
topologies ((30)) are generated from each pair of existing
ones ((29)). First, recombination position is selected in the
first parts of Y; and Y, between points (]| — |Q’ |)/2) and
(1Q™ — Q] — 1.

Part 1 Part 2

Y =|2,4,3,5,8,9,1,7,6
—_ =

—_—
Part 1 Part 2 (29)
1/=[2,435,7.9,1,6.8
Y, =[1,3,4,5,8,9,2,7,6] (30)

In the offspring chromosomes (Y 1’ and Yz/), genes (branches)
that form a loop are allocated to the second part and those that
do not form a loop are incorporated in the first part. In this
way, only radial offspring chromosomes are constructed.

For example, in (29), the recombination point was chosen
between 4th and 5th gene. Thus, the branches 2, 4, 3, and 5 are
copied directly into Y| and then elements of Y, are evaluated.
Therefore, branch 1 is added to Part 2 of Y 1’ and branches 3,
4, and 5 are discarded because they already have been in the
first part of ¥ 1’ . In this way, branches 7 and 9 are allocated
to Part 1 of Y|, because they do not contain a loop. Then,
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TABLE 22. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 11.

Methods
fiems — Solutions g\ IGA G’&;]]SE GA[88] RGA[S8] HSA [88] Hgﬁo SA[88]  GA[29]
7.13,34, 7.13,34, 7.13,34, 7,13,34, 7,13,34, 7,13,34, 7,13,34, 713,34, 4133439
Best 304255, 394255, 304255 306372 394263, 394255, 394255, 394262, i rie
Open 62,72,83, 62,7283, 627283, 838486, 72,8384, 627283, 627283, 728384, 1 0
Switches 86,89.90, 86,8990, 86,8990, 899092,  86,89.90, 86,8990, 868990, 86,8990, GO o>
9 92 92 95 92 92 92 9 70,
Best 469.88 469.88 469.88 47021 470.08 469.88 469.88 470.51 471.1
L Worst 469.88 469.88 47128 498.72 492.57 48437 474.14 51428 48925
0sses Mean 469.88 469.88 470.19 481.66 478.18 475.13 471.69 486.13 479.73
(W) SD 0 0 - - - - - - -
Final 469.88 469.88 470.19 481.66 478.18 475.13 471.69 486.13 479.73
Minimum 6.3 42.19 - - - - - - -
Ti Maximum 8 209.95 - - - - - - -
(‘;’;le Average 7.1 112.51 37.98 30.52 27.41 9.87 17.1 22.06 303.7
SD 04 4538 . - - - . - -
Final 75 157.89 37.98 30.52 27.41 9.87 17.1 22.06 3037
Methods
. SAPSO+
ftems Solutions -y [gg)  AACO MSLFA - \rorFa SLFA SA[67] GA[67] ACO[67] ACO [29]
[31] [107] [64]
[641,[107]
71334, 71334, 7,1434,  7,1434,  7,1434, 71334,  7,13,34, 713,34, 713,34,
Best 39,42,55, 394255, 39,4255, 394255, 39,4255, 394255, 39,4255,  39,42,55,  39,41,55,
Open 62,72,83,  62,72.83, 62,7283, 62,7283, 62,7283, 62,7283,  62,72.83, 62,7283,  62,72.83,
Switches 86,89,90, 86,8990,  86,88,90, 86,8890, 86,88,90, 86,8990, 86,89,90, 86,89,90,  86,89,90,
9 92 92 92 92 92 92 92 92
Best 469.88 469.88 482.14 482.14 482.14 469.88 469.88 469.88 471.1
. Worst 477.95 470 478.38 483.67 478.38 498.22 489.25 482.95 482.95
(ﬁi;/(;s Mean 473.04 470 474.63 4829 474.63 489.82 479.73 471.41 471.41
SD - 0.0004 1.84 0.44 1.84 - - - -
Final 473.04  470.0004  476.47 483.34 476.47 489.82 479.73 47141 471.41
Minimum - - - - - - - - -
Ti Maximum - - - - - - - - -
1me Average 19.73 95.88 - 11 14 - - - 2415
s) SD ) ) ) ) } ) ) ) )
Final 19.73 95.88 - 11 14 - - - 2415
230 T T T T T T T T T 230 T T T T T T T T
& &
5 5
S20f i S 220 1
2 2
S0} i S0} .
il il
o L_\__— 3]
ZDD 1 1 1 1 1 1 1 1 1 ZDD 1 1 1 1 1 1 1 1
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FIGURE 43. Worst convergence plot of IGA for system 10.
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FIGURE 44. Best convergence plot of IGA for system 10.
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branches 6 and 8 are allocated to Part 2 of ¥;, because of
exchange of genes between the second parts of Y7 and Y>,
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FIGURE 45. Best and worst convergence plot of EGA for system 10.

as it is seen in (29). Two important features of this type of
recombination are:

1) Only new radial topologies are generated.

2) The most of the branches of the new radial solutions

exist in initial chromosomes Y or Y>.

Afterwards, the process starts again with the evaluation of
objective function (1) for each new chromosome. The pro-
cess continues and it is terminated when the end criterion is
satisfied, which can be a specific threshold for improvement
between two generations, or maximum number of genera-
tions. The flowchart of the proposed EGA is shown in Fig. 5.

Numerical examples in the paper demonstrate supe-
rior performance of this technique compared to other
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TABLE 23. Final solutions for system 11.

Methods Open Switches Losses  Time Methods Open Switches Losses Time
(kW) s (kW) [©)]
SA[67]  7,13,34,39,42,55,62,72,83,86,89,00,92 489.82 - Hf["l“lils]ﬁc 7,13,34,39,41,55,62,72,83,86,89,90,92  471.1 -
SA[29]  7,13,34,39,41,55,62,72,83,86,89,0092  489.82 2574 | ACO[110] 7,13,34,39,41,55,62,72,83,86,89,0092  471.1 ;
SA[88]  7,13,34,39,42,62,72,83,84,86,89,0092  486.13  22.06 V?%]EA 7,13,34,39.41,55,62,72,83.86,89,90,92  471.1 318
SAPSO+ GALBE
M[%%A 7,1434,39.42,55,62,72,83,86,88.90, 92 48334 11 81 7,13,34,39.42,55,62,72,83,86,89.90,02  470.19  37.98
Hgl\ﬁo 7,14,34,39.42,55,62,72,83.86,88,0092  482.14 13 | poa112]  7,34,39,42,55.62,72,83,86,88 9092 47019  7.751
GA[88]  7,13,34,39,63,72,83,84,86,89,90,02.95  481.66 30.52 He[gréﬁﬁc 7,13,34,39,42,63,72,83,84,86,89.90,92  470. 69
GA[67]  7,13,3439,42,55,62,72,83,86,89,90,92 47973 - | AACO[31] 7,13,34,39.42,55,62,72,83,86,89,0092 470  95.88
GA[29]  7,13,3439,41,55,62,72,83,86,89,00.92  479.73  303.7 He[u9rzigtic 7 133439.42,55.62.72.83.86.89.9092 46985 -
RGA[88]  7,13,34,39.42,63,72,83,84,86,89,00.92  478.18 27.41 | NrGA[62] 7,13,34,39,42,55,62,72,83,86,89,90,02 469.88 -
N[S(I)“%A 7,1434,39,42,55,62,72,83,86,88,90,92 47647 - Hﬁ‘(r)f]ﬁc 7,13,34,39.42,55,62,72,83,86,89.90,92  469.88 -
S[Iéif‘ 7,1434,9,42,55,62,72,83,86,88,00.92 47647 14 He[‘;rziﬁﬁc 7,13,34,39.42,55,62,72,83.86,89,90,92  469.88 266,901
HSA[88]  7,13,34,39,42,55,62,72,83,86,89,00.92 47513  9.87 c[11a1s§3c 7,13,34,39.42,55,62,72,83,86,89,90,02  469.88  207.7
ACO[88]  7,13,34,39,42,55,62,72,83,86,89.90,02  473.04 1973 | SA[21]  7,13,34,39,42,55,62,72,83,86,89.90,02 469.88 19522
AI[S;;)?]CO 7.13.3439.42,55,62.72.86.89.90.91.92 47232 15 CL[%IR T 1334.39.42.55.62.712.83.86.89.90.92 46985 160
H%;/;O 7,13,34,39,42,55,62,72,83,86,89,90.02 47169 17.1 IGA 7,13,34,39.42,55,62,72,83,86,89,90,02  469.88  157.89
GA[110]  7.33,55,61,72,83,86,88,89.90,02,93.95 4715 - | DEA[21]  7,13,34,39.42,55,62.72,83,86,89,00.92 469.88  36.15
Aco[y]  TI3MIALILLTLEE6090.92 SC[)?Z?CO 7.13.34.39.42,55,62.72.83.86.89.90.92  469.88  7.809
ACO[29]  7,133439.41,55,62,72,83,86,89,00.92 47141 2415 | EGA  7,1334,39,.42,55,62,72,83,86,89.90.92 469.88 7.5

GA approaches. In this algorithm, only radial configurations
appear in the final population. Consequently, it is possible to
increase the size of the population for highly complex DSR
problems and improve the algorithm accuracy with imposing
a low additional computation time and burden. It should be
noted that the number of chromosomes of initial population
(d), radial power flow tolerance (A), and minimum amount
of each chromosome are considered to be 4, 1, and 10~8 for
all test systems, respectively. Other parameters used in EGA
are listed in Table 1.

IV. SIMULATION RESULTS

The proposed method (EGA) and IGA were applied
to a number of test systems and the results were
compared with the solutions obtained by other GA
approaches: standard GA [22], [46], RGA [47], GAMT [49],
restricted GA (ReGA) [50], DGA [51], SOReco [52],
FGA [54], [59], [60], FAGA [55], NSGA [56], fast NSGA
(FNSGA) [61], and non-revisiting GA (NrGA) [62]. Com-
parisons also include classic methods, heuristic approaches,
and metaheuristic algorithms such as SA [13], [14], [63],
ESA [15], gravitational SA (GSA) [22], TS [16], ITS [17],
MTS [18], EA [20], [64], [65], DEA [21], variable scal-
ing DEA (VSDEA) [66], FEA [23], [24], PSO [22], [25],
MPSO [27], EIPSO [28], self-adaptive PSO (SAPSO) [64],
ACO [29], [67], HC-ACO [30], [68], AACO [31],
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HACO [32], fuzzy ACO (FACO) [69], AIS [33], [34],
BFOA [35], HSA [36], TLBO [38], BB-BC [39], honey
bee mating optimization (HBMO) [70], [71], shuffled
frog leaping algorithm (SFLA) [64], dragonfly [72], and
grey wolf optimizer (GWO) [22]. Available parame-
ters of meta-heuristic approaches used for comparison
with proposed method have been given in Appendix.
Also, data of test systems used in the current litera-
ture have been shared with public at the repository:
https://figshare.com/s/295f3a8e7e5b5492a005.

A. SYSTEM 1: 7-BUS DISTRIBUTION NETWORK

Figure 6 shows this test system with a single radial feeder
and one substation bus (supply point), including six lines
with closed switches and one tie line. All data related to this
system are available in [73]. The base power is 1 MVA and
the nominal voltage is 12.66 kV. The active power loss of
original network (before reconfiguration) is 1.44 kW. The
EGA and IGA were applied to this test system 30 times, with
the best, worst, mean and standard deviation values reported
in Table 2.

Also, the results of both EGA and IGA methods for best
open switches, final losses (kW), and final computing time
(s) were compared with method of [73] in Table 3. It should
be noted that in all cases, mean values plus standard devi-
ations (worst scenarios) are considered as final amounts

VOLUME 9, 2021



M. Mahdavi et al.: Comprehensive Review of Metaheuristic Methods

IEEE Access

1 50 49 48 47

55 54 53 52

5
Iss]sal 1 1
| |

|
silso Tao Tas 147

;BG
431 44 45 48

43044 145 V46

FIGURE 46. The 84-bus test system.
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FIGURE 47. Worst convergence plot of IGA for system 11.
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FIGURE 48. Best convergence plot of IGA for system 11.

instead of mean and standard deviation differences (Mean—
SD), because of showing certain superior performance of
EGA algorithm compared to other reconfiguration methods.
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FIGURE 49. Best and worst convergence plot of EGA for system 11.

From Table 3, it can be seen that EGA and IGA can find
better solution for open switches and lower power losses than
the original classic method presented in [73]. Also, EGA
can solve the DSR problem in shorter computation time than
IGA method. Solving DSR problem in shorter time is very
important for online (real time) reconfiguration tasks. In order
to see the convergence process of both GA methods, plot
of objective function with iterations is shown in Figs 7 to 9
for worst and best solutions of IGA and EGA methods,
respectively.

From Figs 7 to 9, it can be seen that EGA has found
optimal solution in the second iteration, while IGA has min-
imized losses at least in the third and maximum in the ninth
iteration.

122891



IEEE Access

M. Mahdavi et al.: Comprehensive Review of Metaheuristic Methods

20 21 22 237940725 26 27e,

_.--..-.-.---.-..'m

3

128

1
% 90 91°, 92
63 | 64 65 66 ) 67 681 691 70 71y
1

a5
98 99 .
L B9 ) 90 o031y 92 95194 )
T 1T 1 1
93 94 95

1 I I 1 1 1 1
65 66 67 68 €9 70 71
g

o
&

77

-y :
86 E]i}? 88 :lzg
mIM|MlﬂllE@|&5|MEﬂﬂ_‘3 111,112
1 1 1 I 1 I I I 1 I 1
101 102 103 104 105 106 107 108 10 112 113

114 115 116 117 118

FIGURE 50. The 118-bus test system [114].

B. SYSTEM 2: 12-BUS DISTRIBUTION NETWORK

This model represents an actual system, which is part of
the distribution network of Baghdad city in Iraq. Its single
line diagram is shown in Fig. 10. The feeder is connected to
the substation (supply point) S, which has a nominal (base)
voltage of 11.1 kV and a capacity of 2250 kVA. The relevant
data are given in [74]. There are two tie lines and 11 sectional
switches in this network.

The results obtained by the EGA and IGA methods are
provided in Table 4 after 30 independent runs and compared
with results from [74] in Table 5. The convergence plots of
EGA and IGA methods for best and worst solutions are shown
in Figs 11 to 13.

From Table 5, it can be seen that both EGA and IGA
find better configuration (5,11) for minimizing active power
losses than classic method presented in [74]. Also, it can
be seen that EGA and IGA methods have solved the DSR
problem faster than the method of [74], and that EGA is much
faster than IGA method. Also, Figs. 11 to 13 show improved
convergence of EGA method, as compared to IGA: the EGA
approached the optimal solution at least one iteration and
13 iterations maximum before the IGA method.
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C. SYSTEM 3: 16-BUS DISTRIBUTION NETWORK

A three-feeder 23 kV distribution system connected to sub-
station buses 1, 2 and 3 including 13 sectional switches and
three tie lines is shown in Fig. 14. All data, such as resistances
and reactances of branches, and nodal active and reactive
power demands are reported in [66]. The base power and
initial power losses (before reconfiguration) are 10 MVA and
511.44 kW, respectively.

The results of EGA, IGA, and some metaheuristic algo-
rithms are given in Table 6.

The final results obtained by EGA, IGA, and methods
listed in Table 6 are compared with a number of other meth-
ods using the same test system in Table 7. It should be
noted that the computing time of some alternative methods
has not been reported. Therefore, the methods are ranked
in Table 7 first according to power losses reduction, then
according to reported computational time, and afterwards
regarding the date of their publications. Again, plots of objec-
tive function values versus number of iterations are shown
in Figs 15 to 17 for both EGA and IGA methods.

The heuristic techniques proposed in [75], [76], and [77]
do not provide the optimal solution for open switches
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TABLE 24. Numerical results of EGA and IGA after 30 independent runs compared to other metaheuristic approaches for system 12.

Methods
Items Solutions RGA ITS [17],
EGA IGA MTS [18] AACO [31]  GA [36],[46] [36]147] [36] HSA [36]
23,26,34, 23,26,34, 23,26,34, 23,26,34, 23,30,34, 22,26,32, 23,2634, 22,2632,
Best 39,4251, 39,4251, 39,42,51, 39,42,51, 39,42,48, 39,42.48, 39,42,51, 42,5261,
Open 58,71,74, 58,71,74, 58,71,74, 58,71,74, 50,61,72, 51,61,72, 58,71,74, 71,74,122,
Switches 95,97,109, 95,97,109, 95,97,109, 95,97,109, 73,76,82, 73,76,82, 95,97,109, 124,125,
122,129,130 122,129,130 122,129,130 122,129,130 109,119,125 109,125,130 119,129,130  128-131
Best 869.7 869.7 869.7 869.7 885.5 883.13 874.7 1078. 4
Losses Worst 869.7 869.7 888 889.62 1309.1 1297.34 1288.17 1282.73
(kW) Mean 869.7 869.7 874 875.5 965.8 963.1 952.6 1108.87
SD 0 0 - 0.003 78.5 77.4 73.2 69.3
Final 869.7 869.7 874 875.503 1044.3 1040.5 1025.8 1178.2
Minimum 15.95 137.81 - - - - - -
Ti Maximum 18.29 489.96 - - - - - -
E“)‘e Average 16.8 286.52 18000 430.75 24.45 17.53 9.038 8.61
s SD 0.61 99.07 - . . - . ;
Final 17.41 385.59 18000 430.75 24.45 17.53 9.038 8.61
1400 T T T T T TABLE 25. Final solutions for system 12.
S
3
5 =00 i Methods Open Switches Losses (kW)  Time (s)
© HSA[36]  23,26,34,39,42,51,58,71,74, 1178.2 8.61
B 1000t . 95,97,109,122,129,130
=) GA[36],  23,30,34,39,42,48,50,61,72, 10443 24.45
o . . . ] ] [46] 73,76,82,109,119,125
e o S s P I SR RGA 22,26,32,39,42,48,51,61,72, 1040.5 17.53
A gtations [36],[47] 73,76,82,109,125,130
ITS[17],  23,26,34,39,42,51,58,71,74, 1025.8 9.038
[36] 95,97,109,122,129,130
FIGURE 51. Worst convergence plot of IGA for system 12. Standard 4.26.33.42,46.53,60.70.73.82 980 54 18935
GA[114] ,95,98,109,124,130
- . . . . . BE[17],  23,30,34,39,42,48,50,61,72, 885.56 -
- [87] 73,76, 82,109,119,125
£ TS [16] 22,26,32,39,42,48,51,61,71, 884.163 -
£ 1200 . [17] 73,76,84,109,125,130
2 AACO 23,26,34,39,42,51,58,71,74, 875.503 430.74
£ — | [31] 95,97,109,122,129,130
2, Heuristic ~ 23,26,34,39,42,51,58,71,74, 870.5 -
o [104] 95,98,109,122,129,130
800 : : : ' ' CLONR  23,26,34,39,42,51,58,71,74, 870.5 704.1
0 1000 2000 3000 4000 5000 6000 [34] 95,98,109,122,129.130
Algorithm iterations MTS [18]  23,26,34,39,42,51,58,71,74, 869.7 18000
95,97,109,122,129,130
FIGURE 52. Best convergence plot of IGA for system 12. Classic 23,26,34,39,42,51,58,71,74, 869.7 1009
[83] 95,97,109,122,129,130
IGA 23,26,34,39,42,51,58,71,74, 869.7 385.59
1400 . . 95,97,109,122,129,130
5 ReGA 23,26,34,39,42,51,58,71,74, 869.7 42.13
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FIGURE 53. Best and worst convergence plot of EGA for system 12.

(17,19,26), in contrast to other approaches and EGA and

IGA methods.

Algorithm iterations

network compared to EGA method. Comparing convergence
plot of Figs. 15 and 16 with that of Fig. 17 shows that
EGA again finds optimal solution in iteration 3 (IGA finds
it in the 5™ and 29" iteration in the best and worst cases,
respectively).

It can be seen that the EGA strategy provides optimal solu-

tion in shorter computing time compared to IGA and all other
reconfiguration methods. As seen in Table 7, performance
of IGA has degraded with increase in size of distribution
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D. SYSTEM 4: 28-BUS DISTRIBUTION NETWORK
This real network is part of the electrical power distribu-
tion system in the city of Koprivnica, Croatia. It consists
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FIGURE 54. The 136-bus distribution system [115].

of 28 buses, two radial feeders with one substation bus, one
110/35 kV transformer between buses 1 and 2, two 35/10 kV
transformers (one of them connects bus 2 to bus 3 and another
buses 2 and 4), 22 load buses, and 24 distribution lines. The
single-line diagram of the Koprivnica distribution system is
shown in Fig. 18 and its data are available in [85]. Full lines
represent distribution branches that are switched on, while
dashed lines represent distribution lines that are switched off.
The active power losses of initial network are 46 kW. The
results are shown in Tables 8 and 9 and Figs 19 to 21.

Table 9 shows that the EGA method can find the optimal
configuration as accurate as the method presented in [85],
but with shorter computing time than improved GA. Fig-
ures 19 to 21 indicate that the same solution obtained by
EGA method in fifth iteration is found by IGA after 16 and
149 iterations minimum and maximum, respectively.

E. SYSTEM 5: 30-BUS DISTRIBUTION SYSTEM

The diagram of this test system with four radial feed-
ers, six tie lines, 28 sectionalizing switches, and two
substations (substation 2 is a back-up/alternative supply
point) is shown in Fig. 22 and its data are listed in [86]. The
nominal values are 1 MVA and 18.6 kV and initial losses
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are 1240 kW. The final results of EGA and IGA methods
presented in Table 10 are compared with original GA results
of [86] in Table 11. Again, convergence plots of EGA and
IGA methods are depicted in Figs 23 to 25.

The results show that GA method of [86] is not as accu-
rate as EGA and IGA methods, which both find better
configuration with lower power losses. In comparison with
system 4, EGA method could find the best configuration
less quickly than IGA algorithm for system 5, which has
almost the same number of normal branches as system 4, but
nearly twice the number of tie switches and substation buses.
This shows that convergence speed of IGA has been reduced
compared to EGA method in system 4 even with decrease in
tie line switches and supply points.

Figures 23 to 25 illustrate a significant improvement in
convergence characteristic of EGA method, as the IGA
has found the best configuration in at least 22 itera-

tions and a maximum of 144 iterations more than the
EGA method.

F. SYSTEM 6: 33-BUS DISTRIBUTION NETWORK

The system shown in Fig. 26 includes two radial feeders
with three 12.66 kV laterals, five tie line switches, and
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TABLE 26. Numerical results of EGA and IGA after 30 independent runs compared to AACO and TS methods for system 13.

) Methods
Items Solutions
EGA IGA AACO [31] TS [116]
7,35,51,90, 7,35,51,90, 7,35,51,90, 7,35,51,90,
96,106,118, 96,106,118, 96,106,118, 96,106,118,
Best Open 126,135,137, 126,135,137, 126,135,137, 126,135,137,
Switches 138,141,142, 138,141,142, 138,141,142, 138,141,142,
144-148, 144-148, 144-148, 144-148,
150,151,155 150,151,155 150,151,155 150,151,155
Best 280.19 280.19 280.19 280.19
Worst 280.19 280.19 284.04 280.25
Losses 280.19
(kW) Mean 280.19 280.59 280.3
SD 0 0 0.0009 -
Final 280.19 280.19 280.591 280.25
Minimum 18.8 332.14 - -
Maximum 21.5 701.31 - -
T;;‘)‘e Average 19.8 514.57 894.2 46.78
SD 0.65 113.47 - -
Final 20.45 628 894.2 46.78
TABLE 27. Final solutions for system 13.
Methods Open Switches Losses Time  Method Open Switches Losses Time
(kW) (s) s (kW) (s)
Heuristic 51,106,136-139,141-152,154-156 285.5 - NrGA  7,35,51,90,96,106,118,126,135,137,138,  280.19 -
[115] [62] 141,142,144-148,150,151,155
Heuristic 7,38,51,55,90,97,106,118,126,137,138, 282.77 23.93 Classic  7,35,51,90,96,106,118,126,135,137,138,  280.19 4473
[82] 141,144-148,150-152,155 [96] 141,142,144-148,150,151,155
FAGA 51,53,90,96,106,118,136-139,141, 281.7 40 Classic  7,35,51,90,96,106,118,126,135,137,138,  280.19 1800
[55] 144148, 150,151,154-156 [113] 141,142,144-148,150,151,155
Heuristic ~ 7,38,51,54,84,90,96,106,119,126,135,137,  281.02 530 Classic  7,35,51,90,96,106,118,126,135,137,138,  280.19 1785
[98] 138,141,144,145,147,148,150,151,155 [83] 141,142,144-148,150,151,155
AACO 7,35,51,90,96,106,118,126,135,137,138, 280.591  894.2 IGA 7,35,51,90,96,106,118,126,135,137,138,  280.19 628
[31] 141,142,144-148,150,151,155 141,142,144-148,150,151,155
DGA 7,38,51,53,90,96,106,118,126,128,137, 280.47 227 TS 7,35,51,90,96,106,118,126,135,137,138,  280.19 46.78
[51] 138,141,144-148,150,151,156 [116] 141,142,144-148,150,151,155
Classic 38,51,54,84,90,96,106,118,126,128,135,1 280.38 188.4 FNSG  7,35,51,90,96,106,118,126,135,137,138,  280.19 32.6
[99] 37,138,141,144,145,147,148,150,151,7 A61] 141,142,144-148,150,151,155
Classic 38,51,54,84,90,96,106,118,126,128,135,1 280.38 1325  Classic  7,35,51,90,96,106,118,126,135,137,138,  280.19 24.8
[84] 37,138,141,144,145,147,148,150,151,7 [117] 141,142,144-148,150,151,155
HACO 7,51,53,84,90,96,106,118,126,128,137— 280.22 5120 EGA 7,35,51,90,96,106,118,126,135,137,138,  280.19 20.45
[32] 139,141,144,145,147,148,150,151,156 141,142,144-148,150,151,155
DCGA 7,51,53,84,90,96,106,118,126,128,137— 280.22 3600 - - - -
[57] 139,141,144,145,147,148,150,151,156

32 normal branches. The data of this test system are avail-
able in [87]. The MVA and kV base are 1 and 12.66,
respectively. The voltage of the substation bus (node 0) is
assumed 1 per unit. The power losses of initial network are
202.68 kW. The results of EGA, IGA, and some metaheuris-
tic methods for this test system are listed in Table 12 and
compared with the results of other methods in Table 13.
The convergence plots of IGA and EGA are represented
in Fig. 27 to 29.

Table 13 shows that the EGA method finds the same opti-
mal configuration and power losses as some other methods,
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including IGA, but computational time is the shortest of all
methods.

In comparison with Table 11, processing time of IGA has
significantly increased with the increase in number of normal
branches and decrease in number of substation buses and
tie line switches in system 6, while EGA algorithm exhibits
almost the same performance in system 6 compared to sys-
tem 5. Comparing Figs 27 to 29 with Figs 23 to 25 shows
better convergence performance of EGA method, compared
to IGA (8th vs 186th iteration maximum and 42nd iteration
minimum).
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FIGURE 55. Worst convergence plot of IGA for system 13.
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FIGURE 56. Best convergence plot of IGA for system 13.

G. SYSTEM 7: 49-BUS DISTRIBUTION NETWORK
Figure 30 shows the single-line diagram of part of the real
distribution network of Baghdad city in Iraq.

The test system is an 11 kV network with one substation,
49 buses, five tie lines, 48 sectional switches, and a radial
feeder with six laterals. The system data and power demand
information are available in [101]. The active power loss of
network before reconfiguration is 10.59 kW. The results are
given in Tables 14 and 15, while iterations of loss minimiza-
tion of objective function are shown in Figs 31 to 33 for EGA
and IGA methods.

From Table 15, it can be seen that both EGA and
IGA methods find better configuration with lower power
losses than GA presented in [101]. In addition, the EGA
could solve the problem faster than IGA method. Fig-
ures 31 to 33 illustrate that the proposed method needs
only four iterations to approach the optimal solution, while
IGA needs 45 to 175 iterations. Comparing Figs 31 to 33
with Figs 27 to 29 shows better convergence performance of
EGA compared to IGA in larger distribution systems.

H. SYSTEM 8: 59-BUS DISTRIBUTION NETWORK

Figure 34 shows a 33 kV real distribution network with radial
feeder, lateral branches and substation bus. This system is a
part of the distribution network of the city of Ahvaz in the
southwest of Iran. The 59-bus system includes 58 normal
branches (sectional switches) and five tie lines. Line and load
data for this real distribution network are available in [38].
The active power losses of original network configuration are
178.66 kW. Tables 16 and 17 show the simulation results after
applying EGA and IGA methods to this system. Convergence
process of objective function is plotted in Figs 35 to 37 for
both EGA and IGA methods.
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FIGURE 57. Best and worst convergence plot of EGA for system 13.

TABLE 28. Numerical results of EGA and IGA after 30 independent runs
compared to TS method for system 14.

. Methods
Items Solutions
EGA IGA TS [116]
12,26,43,82, 12,26,82,118, 29,66,74,83,
Best 118,131,133, 131,133,168, 111,118,125,
Open 140,168,202, 183,202,203, 131,135,136,
Switches 203,208,212, 208,211,212, 140,177,199,
213,214 213,214 202,208
Best 511.19 511.19 537.1
Losses Worst 511.19 512.85 537.2
(kW) Mean 511.19 512.12 537.17
SD 0 0.51 -
Final 511.19 512.63 537.17
Minimum 29.44 524.28 -
Time Maximum 35.16 1174.6 -
(s) Average 31.95 708.67 49.98
SD 2.02 200.43 -
Final 33.97 909.1 49.98

TABLE 29. Final solutions for system 14.

Methods Open Switches Losses  Time
kW) (s)

TS [116] 29,66,74,83,111,118,125,131,135, 537.17  49.98
136,140,177,199,202,208

IGA 12,26,43,82,118,131,133,168,202, 512.63 909.1
203,208,212,211,213,214

AMPL 12,26,43,82,118,131,133,140,168, 511.19  948.64
202,203,208,212,213,214

EGA 12,26,43,82,118,131,133,140,168, 511.19 3397

202,203,208,212,213,214

TABLE 30. Parameters of CLONR for systems 6, 11, and 12 [34].

Parameters Values
Initial amount of control parameter for 0.1
hypermutation process (p;)
Maximum amount of control parameter for 0.2
hypermutation process (p2)
Maximum generation 100
Control parameter for the cloning process 20

It can be seen that EGA method reaches the optimal
configuration and minimum losses faster than TLBO and
IGA methods. The results indicate that the IGA method
finds the optimal solution between 47th and 201st iteration
(Figs 35 and 36) after 2.85 seconds and before 14.13 s,
while EGA algorithm finds the best solution in sixth iteration
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FIGURE 58. The 203-bus distribution system.

(Fig. 37) between 1. 7 s and 2.3 s. Each iteration of EGA
algorithm takes more time than an iteration of IGA, because
of using Prime’s algorithm for creation of only radial solu-
tions in EGA. However, the creation of only radial topologies
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(feasible solutions) in the whole evolutionary process helps
the EGA to find optimal solution faster than IGA.

In some iterations of IGA method, non-radial solu-
tions are created and that issue has increased number of
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TABLE 31. Parameters of SA.

Values
Parameters System System System System
3 6 9 11
[14] [78] [29] [63] [67] [88] [78] [14] [88] [78] [14] [21] [29] [67]
Acceptance ratio (7) 0.1 - - - - 0.5 0.5 0.1 0.5 0.5 0.1 - - -
Cooling rate (a) 0.9 095 095 095 095 - - 0.9 - - 0.95 0.95 0.99 0.99
Initial temperature (7)) - 100 500 30 500 500 500 - 500 500 - 100 5000 5000
Final temperature (7%) - 25 - 6.4 - 0 0 - 0 0 - 25 - -
Maximum iterations (Kmax) - 10 200 300 200 220 220 - 220 220 - 1000 4000 4000
Temperature threshold (¢) - N N N N 0.3 0.3 - 0.3 0.3 - N N N
Markov chain length (L) - - - - - 50 50 - 50 50 - - - -
Distance parameter (6) - - - - - 2 2 - 2 2 - - - -
800 - - 800 : : ; ; ; ; ; : :
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£ =
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FIGURE 59. Worst convergence plot of IGA for system 14. FIGURE 61. Best and worst convergence plot of EGA for system 14.
800 : :
& one of sectional switches 55 (between buses 55 and 56) to 58
3 .
£ 700 | (between buses 58 and 59) results in the same power losses,
o because buses 56 to 58 do not include any load and are con-
3 600 nected with subsequent series branches in the network. The
S ~— EGA method finds the configuration with minimum losses
500 ! : isti isti -
% T o S faster than heuristic, metaheuristic and all other GA meth

Algorithm iterations

FIGURE 60. Best convergence plot of IGA for system 14.

iterations and therefore longer computational time of the IGA
method to find the best radial topology, compared to the EGA
method.

I. I.SYSTEM 9: 69-BUS DISTRIBUTION NETWORK

This system is a one-feeder 12.66 kV distribution network,
including one substation bus, 68 load points and sectional
switches, and five tie lines is shown in Fig. 38. Data for this
system are available in [60]. Base values for this network are
12.66 kV and 1 MVA. The initial network losses are 225 kW
and results are compared in Tables 18 and 19. The plots of
objective function values versus iteration steps of EGA and
IGA methods are shown in Figs 39 to 41.

Table 19 shows that different configurations may lead to
the same power losses in the four optimal solutions for DSR
problem in 69-bus test system. Accuracy of these optimal
solutions for switching sequence was verified by EGA and
IGA methods. The only difference of these configurations is
the number of the second open switch. It means that opening
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ods in Table 19. Moreover, high processing time of DCGA
presented in [92], as compared to the other reconfiguration
algorithms, demonstrates that variable mutation probability
used in the IGA can help to find accurate solution in much
shorter computing time.

Figures 39 to 41 illustrate significantly better convergence
characteristic of EGA algorithm, compared to IGA, because
EGA has reached the optimal solution at least 44 and a
maximum of 194 iterations before the IGA method.

J. SYSTEM 10: 70-BUS DISTRIBUTION NETWORK
This test system is an 11 kV radial distribution network with
two substations, four feeders, 68 load buses, 11 tie lines,
and 68 sectional switches, as shown in Fig. 42. Data for
this system are available in [106]. The active power losses
for initial network configuration are 227.5 kW with nominal
power of 1 MVA. Table 20 and 21 show proposed opti-
mal configurations, minimized power losses, and computing
times for considered methods. Also, Figs 43 to 45 show
convergence plots of the EGA and IGA methods. According
to Table 21, standard GA could find more accurate solution
in much higher computational time than GAMT method.

As mentioned earlier, GA in standard form is time-
consuming method for network reconfiguration problem and
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TABLE 32. Parameters of TS methods.

Values
TS method ITS method MTS method
Parameters
System System System System System System System
3 12 6 12 3 9 12
[78] [t6] [17] (171 [39] (171 39 [66] [18] [18]
Tabu length (L7) 5 9 9 9 9 9 9 2 3 13
Neighborhood size (V) 5 - - - - - - 3 5 15
Maximum iterations (itrmax) 100 600 600 600 600 600 600 50 - -
BE in each loop network (n;) 3 3 3 3 3 3 -
Randomly selected tie switches (1) - 1 1 1 1 1 1 - - -
Mutation rate (Pry) 0 0 0 0.01 0.01 0.01 0.01 0 - -
Crossover rate (Prc) 0 0 0 0 0 0 0 0.5 - -
Tolerance of population diversity (&) N N N N N N N 0.2 N N
Tolerance of gene diversity (e2) N N N N N N N 0.1 N N
Value of scaling factor (F) N N N N N N N 0.3 N N
First parameter of scaling factor (cy) N N N N N N N 0.82 N N
Second parameter of scaling factor (¢;) N N N N N N N 1.2 N N
Population size (d) N N N N N N N 5 N N
Iteration index (q) N N N N N N N 10 N N
TABLE 33. Parameters of RGA.
Values
Parameters S%St' SY;L S};St' Sﬁt' Syst. 12
[50] [47] [36] [47] [36] [47] [50] [88] [91] [91] [88] [36]  [47]
Prc N - 0.8 0.8 0.8 - 0.8 0.8 0.8 0.8 0.8 0.3
Pry N 0.05<Pry<1  0.05 0.05 0.05  0.05<Pr\<1 - 0.05 0.05 0.05 0.05 0.05 50
Population 10 - 85 85 85 15 10 50 50 20 85 1
size
(@)
Max. 20 - 200 200 200 35 120 - - 250 200 36
generations
(G"IZIX)
Fundamental 3 - - - - 5 - - - - - -
loops (Lp)
TABLE 34. Parameters of GA.
Values
Syst. Syst. Syst. Syst. Syst. Syst. Syst.
Parameters }; y6 y7 }; i]O ill ¥2
[29] [49] [67] [36] [47] [49] [88] [91] [101] [91] [49] [29]  [67] [105]
Pre 0.5 0.4 0.5 0.8 0.8 04 08 0.8 0.75 0.8 0.4 0.5 0.5 0.8
Pry 0.03 0.1 0.03 0.05 0.05 0.1 0.0 0.05 0.09 0.05 0.1 0.03  0.03 0.05
5 5
d 5 30 5 85 85 40 10 50 50 50 70 10 10 20
Grax 50 40 50 200 200 50 120 - 2000 - 100 500 500 250

therefore other GA-based methods, such as GAMT, were
proposed. However, GAMT method could not find the best
configuration like some other GA approaches, even by cre-
ating radial solutions. This indicates that strategies con-
sidered to reduce computational time of reconfiguration
algorithms should not affect method accuracy. This also high-
lights the strategy of computational time reduction used in the
EGA method.

The EGA finds the optimal solution much faster than stan-
dard GA and GAMT and other reconfiguration methods that
also find the same optimal configuration, such as IGA and
AACO method presented in [31].
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Figs 43 to 45 demonstrate better convergence of EGA
compared to IGA, as EGA finds the best switching sequence
after six iterations, in contrast to 175 iterations minimum and
4,362 iterations maximum of IGA.

K. TEST SYSTEM 11: 84-BUS DISTRIBUTION NETWORK

As shown in Fig. 46, this real 11.4 kV network consists of
two substations on bus 84, 11 radial feeders, 83 sectionalizing
switches, and 13 tie lines, with data presented in [21]. The
current-carrying capacity of each line (Il.;.”“x) is 410 A. The
power base value for this system is 1 MVA. The active power
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TABLE 35. Parameters of ACO methods.

Values
AIS+
ACO method ACO AACO method HACO
Parameters method method
Syst. Syst. Syst. Syst. Syst. Syst. Syst. Syst. Syst.
3 6 11 11 10 11 12 13 13
[29] [67] [88] [29] [67] [88] [109] [31] [31] [31] [31] [32]
Population size 5 5 5 5 5 10 100 25 40 70 85 20
(number of ants)
Maximum iterations 30 30 120 500 500 250 100 100 100 100 100 100
(itmax)
Rate of pheromone 06 0.6 0.6 0.9 0.9 0.9 0.25 0.1 0.1 0.1 0.1 0.1
evaporation (p)
Pheromone decay 0.1 0.1 0.1 0.2 0.2 0.2 0.05 0.25 0.25 0.25 0.25 -
parameter ()
Parameter to 0.1 0.1 0.1 0.15 0.15 0.15 - 0.5 0.5 0.5 0.5 -
determine the relative
importance of
pheromone versus
distance ()
Parameter to control N N N N N N N 1 1 1 1 0.15
the influence of
amount of
pheromone ()
Number of loop N N N N N N N 5 5 5 5 -
vectors (Ly)
Constant ¢ N N N N N N N 0.05 0.05 0.05 0.05 -
Pheromone N N N N N N 10 N N N N 10
deposition constant
©
TABLE 36. Parameters of PSO methods.
Values
PSO method MPSO method EICPSO HPSO
Parameters method method
Syst. Syst. Syst. Syst. Syst. Syst.
s f 9 f 9 i Syst. 10
[25] [28] [25] [27]  [28] [27] [28] [65]
Velocity vector constants (C; and C3) 2 2 2 2 2 2 1 2
Maximum inertia weight (@max) 0.9 0.9 0.9 0.9 0.8 0.9 3 0.9
Minimum inertia weight (@min) 0.4 0.4 0.4 0.2 - 0.2 - 0.4
Population size (Number of particles) 10 10 50 5 10 5 10 24
Maximum iterations - 1000 - 25 1000 50 1000 -
Particle length 3 - 5 - - - -
Escape rate N N N N N N 0.25 N
Control parameter for determining the weight N N N N N N N 1
of trail intensity (y,)
Control parameter for determining the weight N N N N N N N 1
of length of the path (y,)
Rate of pheromone evaporation (p) N N N N N N N 0.99
Initial neighborhood radius (Do) N N N N N N N 10
Parameter for tuning the neighborhood radius N N N N N N N 15

losses of initial network are 532 kW. Tables 22 and 23 as
well as Figs 47 to 49 show the sets of results as in case of
previously considered test system.

Table 23 confirms that the EGA method finds the same
optimal configuration and same minimum power losses
as some reconfiguration methods, but in shorter computa-
tion time. The genetic algorithm of SOReco also shows
better performance (shorter computing time) than other
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GA methods in Table 23. As seen, its computation time
is very close to EGA method, but this method could
not find the same accurate solution as EGA for 70-bus
test system. Figures 47 to 49 illustrate better convergence
characteristic of EGA method compared to IGA, which
solves the DSR problem after 11 iterations, compared to
971 and 4,363 iterations of IGA in the worst and best cases,
respectively.
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TABLE 37. Parameters of HSA.

Values
Parameters System 6 System 9 System 11 System 12
[39] [88] [91] [91] [88] [112] [39]
Harmony memory size (HMS) 10 10 20 20 20 10 25
Harmony memory considering rate (HMCR) 0.85 0.85 0.85 0.85 0.85 0.85 0.85
Pitch adjusting rate (PAR) 0.3 0.3 0.2 0.2 0.3 0.3 0.3
Maximum number of iterations 250 120 20 20 250 250 600
TABLE 38. Parameters of NSGA. TABLE 41. Parameters of GAMT [49].
Values P . Values
arameters
Parameters Syst. Syst. Syst. Syst. Syst. 3 Syst. 6 Syst. 10
3 6 9 13 d 10 15 40
[61] [56] [56] [61] [61] Gmax 15 30 50
Prc 1 0.09 0.09 1 1 Chromosome length 3 5 11
Pry - 0.01 001 - - (Lp)
d 20 30 30 30 50
Ginax 3 50 250 10 20 TABLE 42. Parameters of NrGA [62].
Lp 3 40 40 5 21
Values
TABLE 39. Parameters of FGA and FEA. Parameters Sy;t' Sygt' Sy;t' Sﬁt' Slyit'
d 10 60 60 60 80
Values Ginax 5 15 20 113 113
Parameters FGA method FEA method Lp 3 5 5 13 21
Syst. 6 Syst. 9 Syst. 9 Elitism rate >0.2 0.5 0.6 0.5 0.5
[59]  [60] [60] [23]
Prc 0.8 0.9 -
Pry 0.05 0.01 - TABLE 43. Parameters of DCGA.
Gimax 200 100 103
d 85 20 5 Values
Solution factor N N 0.75 Parameters Syst. 6 Syst. 9 Syst. 13
[93] [93] [57]
Prc 0.8 0.8 0.1<Pr<0.9
TABLE 40. Parameters of GA+BE [88]. Pry 0.02 0.02 0.01<Pry<0.5
Gmax 200 500 30
Val d - - 200
Parameters alues Local N N 0.3
SySt. 6 SySt 11 elitism rate
Pre 0.8 08 Global N N 04
Pry 0.05 0.05 elitism rate
d 10 20
Gmax 1 20 250
TABLE 44. Parameters of SOReco [52].
Values
Parameters
L. TEST SYSTEM 12: 118-BUS DISTRIBUTION NETWORK y SYIS(t)- 3 Syslt(-) 10 Syslt(-) 11
This test system, as shown in Fig. 50, is an 11 kV dis- Gune 7 6 9
tribution network with three radial feeders, one substation Selection Ecological Ecological Ecological
niche niche niche

bus, 118 and 15 sectional and tie switches, respectively.
The parameters and related data of the system can be found
in [17]. Tables 24 and 25 show the relevant results.

The base MVA and initial power losses are 10 and
1,298 kW, respectively. Also, convergence plots of improved
and efficient GA algorithms were depicted in Figs 51 to 53.

Although most methods listed in Table 25, including the
proposed EGA approach could find optimal switching sce-
nario (23,26,34,39,42,51,58,71,74,95,97,109,122,129, 130),
the EGA method finds the optimal solution faster than
other methods that find the same power losses as EGA.
Figures 51 to 53 indicate substantially better convergence
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process of objective function of EGA, as compared to IGA
method.

M. SYSTEM 13: 136-BUS DISTRIBUTION NETWORK

Figure 54 shows this real network, which is part of the
Tres Lagoas distribution system in Brazil, with data avail-
able in [115]. It has eight radial feeders, one substation bus,
135 sectionalizing switches and 21 tie lines, with nominal
voltage and nominal power of 13.8 kV and 1MVA, respec-
tively. The results for EGA and IGA methods are presented
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TABLE 45. Parameters of DEA methods.

Values
Parameters DEA method VSDEA method
Syst. 3 Syst. 11 Syst. 11
21] 21] [66]
Pry 0.1 0.1 -
Prc 0.5 0.5 0.5
d 5 5 5
Grnax 40 1000 500
& 0.3 0.3 0.1
& 3 5 0.1
Cq N N 0.82
Ci N N 1.2
F N N 0.3
q N N 10
TABLE 46. Parameters of BB-BC for system 6 [39].
Parameters Values
Population size 50
Maximum iterations 100
Adjustable factors for controlling the influence of 01
the global best (8;) )
Adjustable factors for controlling the influence of 09
the local best (5,) )
TABLE 47. Parameters of HBMO.
Values
Parameters Syst. 6 Syst. 11
[71]  [88] [71]  [88]
Speed reduction factor 093 093 093 0.93
Speed of queen at start of a mating 1 1 1 1
flight (Smin)
Speed of queen at the end of a 2 2 2 2
mating flight (Smax)
Number of drones (Npreonc) 20 10 20 20
Maximum iterations - 250 - 250
Size of the queen’s spermatheca 20 - 20 -
(NSperm)
Number of broods (Ngrood) 20 - 20 -
Number of queens (Ngueen) 40 - 40 -

TABLE 48. Parameters of TLBO for systems 6, 8, and 9 [38].

Parameters Values
Number of population 20
Maximum iteration 20
Number of loop vectors 5

in Table 26 and compared with available results for a number
of other methods in Table 27. Figures 55 to 57 show the con-
vergence characteristics of both applied genetic algorithms.

The results in Table 27 verify the solutions obtained by the
EGA and IGA methods. However, the EGA method has better
convergence performance than IGA and any other method.
According to Figs 55 to 57, the EGA finds the optimal DSR
solution after only nine iterations, compared to 5,509 and
9,965 iterations of the IGA method in the best and the worst
cases, respectively. As seen in Table 27, EGA and the classic
method of [117] propose the best configuration much faster
than other methodologies.
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TABLE 49. Parameters of BFOA for system 6 [35].

Parameters Values
Dimension of the search space (Number of variables) 3
Number of bacteria in the population 20
Number of chemotactic steps 10
Length of a swim when it is on a gradient 4
Number of reproduction steps 4
Number of elimination/dispersal events 2
Probability that each bacterium will be 0.75
eliminated/dispersed
TABLE 50. Parameters of dragonfly [72].
Parameters Values
Syst. 3 Syst. 9
Number of search agents 40 40
Number of dimensions (variables) 3 5
Maximum number of iterations 100 100
TABLE 51. Parameters of SAPSO+ MSLFA [107].
Parameters Values
Syst. 10 Syst. 11
Velocity vector constants (C; and C,) Variable Variable
Population size 33 39
Number of neighborhoods 11 13
TABLE 52. Parameters of PSO+HBMO for system 10 [108].
Parameters Values
Velocity vector constants (C; and C,) 2
Maximum inertia weight (@may) 0.9
Minimum inertia weight (min) 0.4
Population size 16
Speed reduction factor 0.93
Speed of queen at start of a mating flight (Siin) 1
Speed of queen at the end of a mating flight (Smax) 2
Number of workers (Nworker) 10
Number of drones (Npreone) 16
Size of the queen’s spermatheca (Ngperm) 15
Number of broods (Np;ood) 15

N. SYSTEM 14: 203-BUS DISTRIBUTION NETWORK

In order to illustrate the effectiveness of the proposed method-
ology in much larger systems, both EGA and IGA methods
are applied to 203-bus distribution network, with results listed
in Tables 28 and 29. The initial configuration of this real
13.8 kV distribution network with three feeders, 201 sec-
tional switches, 15 tie lines, and three substation nodes is
shown in Fig. 58. The system data can be found in [116].
The convergence of EGA and IGA methods is plotted
in Figs 59 to 61.

It can be observed that IGA and EGA methods find optimal
configurations with lower power losses than configuration
found by TS method. The EGA algorithm is much faster than
IGA and TS methods.

It can be also seen in Table 29 that configuration proposed
by the IGA is different from configuration proposed by the
EGA method, but both result in the same minimum losses. For
additional checking, optimal configuration of EGA is verified
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by a classic optimization software package (A Mathematical
Programing Language, AMPL) [118] (see Table 29).

According to Figs 59 to 61, EGA has a much bet-
ter convergence characteristic than IGA, as it needs only
seven iterations to converge to the optimal solution, while
IGA method finds the same solution after minimum and
maximum of 6,187 and 12,090 iterations, respectively.
However, the IGA is more accurate than TS presented
in [116].

V. CONCLUSION

After a comprehensive overview of existing metaheuristic
methods, this paper presents a novel efficient genetic algo-
rithm (EGA), which was developed to minimize active power
losses via distribution system reconfiguration (DSR). The
EGA method was applied to a number of test systems, rep-
resenting different types and configurations of distribution
networks of different sizes. The results obtained by EGA are
in all cases compared with the results obtained by improved
GA (IGA) and available results by classic, heuristic and some
other metaheuristic and GA methods, in order to provide
detailed evaluation of the efficiency and effectiveness of the
proposed EGA method.

The presented simulation results show that both EGA and
IGA methods are superior to all other considered/available
methods for 7-bus, 12-bus, 30-bus, 49-bus, and 203-bus test
systems. In all cases, EGA and IGA methods are better than
classic methods of [73] and [74], GA algorithms of [86]
and [101], and metaheuristic method of TS. However, IGA
performance degrades in test Systems 3, 4, 6, and 9 to 14 com-
pared to EGA and some classic, heuristic, and metaheuristic
methods.

For all presented test systems, the EGA method finds the
best DSR solution in shorter computational time than any
other method, including IGA, as it has much better conver-
gence characteristic.

The main reason why the EGA method exhibits signif-
icantly improved performance is that it creates only radial
configurations during the search through the evolutionary
process of GA, which effectively outperforms IGA and other
GA-based methods, as well as classic, heuristic and other
metaheuristic approaches.

Effectively, the presented and discussed features of the
EGA method make it an efficient and powerful method for
solving DSR problem in both offline (high accuracy) and
online applications (short computation time).

APPENDIX
Available parameters of other algorithms used for comparison
are presented in Tables 30 to 52.
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