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ABSTRACT The facial expression is one of the most common ways to reflect human emotions. And
understand different classes of facial expressions is an important method in analyzing human perceived
and affective states. In the past few decades, facial expression analysis (FEA) has been extensively studied.
It illustrates few of the facial expressions are exactly individual of the predefined affective states but are
blends of several basic expressions. Some researchers have realized that facial expression recognition can
be treated as a multi-label task, but they are still troubled by the inaccurate recognition of multi-label
expressions. To overcome this challenge, a novel multi-feature joint learning ensemble framework, called
MF-JLE framework, is proposed. The proposed framework combines global features with several different
local key features to consider the multiple labels of expressions embodied in many facial action units. The
ensemble learning is introduced into the framework, combines the global module and the local module on
the loss, and carries out the joint iterative optimization. The ensemble of the whole framework improves
the accuracy of multi-label recognition of different modules as weak classifiers. In addition, the traditional
multi-classifier cross-entropy loss has been replaced by the binary cross-entropy loss for a better ensemble.
The proposed framework is evaluated on the real-world affective faces (RAF-ML) dataset. The experimental
results show that the proposed model is better than other methods in both quantitative and qualitative aspects,
whether compared with traditional shallow learning methods or recent deep learning methods.

INDEX TERMS Multi-label, facial expression recognition, ResNet-18, deep learning.

I. INTRODUCTION
In recent years, people have become increasingly interested in
improving all aspects of human-computer interaction. Facial
expressions, as an indispensable way of human communi-
cation, can convey abundant information about human emo-
tions. Facial expressions are most commonly used in daily
communication between people of each other. For instance,
the smile to show greeting, the frown corresponding confuse,
and open their mouths when surprised. The fact which we
comprehend emotions and how to react to other people’s
expressions abundantly enriches the interaction. Researchers
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attempt to analyze facial expressions, which try to compre-
hend and classify these emotions.

However, most previous research on recognizing emotion
through facial expressions was originated by the 1970s [2].
Researchers attempt to depict each facial picture with one of
the predefined affective labels on account of extensive stud-
ies, such as six basic expressions namely happiness, sadness,
anger, surprise, disgust, and fear [4]. Because of the evolu-
tion of theory, most of the previous studies on the discrete
categorical emotion analysis have regarded the problem of
emotion recognition as a binary classification problem, which
let researchers turned to classify facial expressions into one
of those six categories or seven categories (include neutral).
The research [5] was described almost single-label
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classification studies, and introduced the performance in
these studies [6].

Nevertheless, when analyzing the natural interaction of
human beings, we cannot hope for everyone to perform
pure emotional substance. Therefore, researchers realized the
humans’ facial expressions are not always pure individuals,
they will mix different emotions of humans, and there are
also many kinds of research focus on these relationships in
recent years [7]–[10]. These studies indicate that the expres-
sion of people often combinations, blends, or compounds of
different basic emotions. For instance, someone will perform
both disgust and fear concurrently when he suffers some
depressing accidents. Therefore, facial expression analysis is
not a simple single-label classification problem, we have to
treat this problem with a more practical method.

There are many researchers provide their approaches to
solve this problem [11]–[14]. Some researchers address this
complex emotion problem via facial action coding sys-
tem (FACS) analysis which became the standard scheme
for facial expression research. Unfortunately, FACS cod-
ing requires professionally trained coders to annotate and
is extremely time-consuming especially in unconstrained
real-world conditions. There are also very few existing
datasets that are available for corresponding the combina-
tions of action unit and specific emotion categories, such
as CK+ [29] and GEMEP-FERA(FERA) [50]. In contrast,
other researchers focus on multi-label expression recogni-
tion, which is a more practical approach. This method can
intuitively recognize blended expressions and perform the
result of recognition via multiple emotion labels. But these
related studies were applied on few small-scale lab-controlled
databases, which may not have enough generalization capa-
bility. Then, to address this problem, some new databases
were proposed such as FER+ [15] and RAF-ML [1].

With the development of deep learning in recent years,
it has been the state-of-art method in many classified tasks.
There are also have some methods of deep learning that have
been applied in the area of multi-label facial expressions. For
instance, VGG [15] was applied in FER+, which confirms
the distribution information of label is useful in facial expres-
sion recognition but lacked accuracy. Deep bi-manifold CNN
(DBM-CNN) [1] comprehensive utilizes crowd-sourced label
information and feature compactness in the low-dimensional
manifolds, which was applied by bi-manifold loss. But, it is
not an efficient method, which is complex and ignores the
relation of each label.

In general, facial expression analysis cannot attribute as
an individual issue. Therefore, multi-label facial expression
recognitionwill be an effective direction to handle the issue of
facial expression analysis. And many researchers have been
explored this area with many methods [34], [36], [38], [40].
With the developed of deep learning, it has been achieved
huge success in many areas include single label facial expres-
sion recognition. But, there is barely systematic research
in the area of multi-label facial expression recognition by
deep learning method until the appearance of DBM-CNN [1]

which also has many limitations. So, it is a novel and valuable
direction which improves the method of deep learning in the
area of multi-label facial expression recognition.

To address above problems, a novel multi-feature joint
learning ensemble (MF-JLE) framework is proposed to effec-
tively address the difficulty of multi-label facial expres-
sion recognition. The main contribution is three-fold. Firstly,
the issue of multi-label expression recognition has been han-
dled by using global features and local key features. Then
ensemble learning is used to combine different modules
to improve the overall recognition performance. Secondly,
the traditional multi-classifier cross-entropy loss is replaced
by binary cross-entropy loss in multi-label facial expression
recognition. Finally, multi-feature joint learning ensemble
(MF-JLE) framework achieves better performance and out-
performs some state-of-the-art multi-label facial expression
recognition methods in most criteria by RAF-ML dataset [1]
and JAFFE dataset [31]. Consequently, the study in this arti-
cle display that multi-label facial expression recognition by
deep learning method also have many space to improve. The
MF-JLEwhich be proposed in this study also points out some
directions to enhance the deep learning model in the area
of multi-label facial expression recognition, such as the loss
function and ensemble learning.

The following sections are organized as follows. Related
works are discussed in Section II. In Section III, the proposed
framework will be described in detail. Then, the particular
progression of experiments has been illustrated in Section IV.
Finally, the conclusions have been summarized in Section V.

II. RELATED WORKS
In this section, several works related to multi-label facial
expression recognition methods and network structures have
been briefly introduced, which is significant preliminary
knowledge that can help to understand the technical details
presented in the proposed work.

A. EXPRESSION RECOGNITION AND MULTI-LABEL FACIAL
EXPRESSION
Since the 20th century, recognizing facial expressions has
been an active research topic especially in recent decades.
Many previous works focus on the hand-crafted feature,
such as Gabor wavelets [17], local binary patterns on three
orthogonal planes (LBP-TOP) [18], pyramid histogram of
oriented gradients (PHOG) [19] and local quantized patterns
(LPQ) [20]. Then, with deep learning has beenwidely applied
in image classification tasks, the deep learning methods (e.g.,
DCNN) were also transplanted to facial expression recogni-
tion as a method and achieved a huge breakthrough.

A subjective emotion is often non-exclusive, many psycho-
logical studies and cognitive sciences support the theory that
the ability of a face often combines more than one emotional
component at a given moment, which can be observed even in
still facial pictures. Silvan [25] investigated how to combine
various emotions, and gave an example to illustrate that in
certain parenting styles, children may experience a mixed
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emotional state of fear and shame. In [26], the self-report
research shows that people usually experience a variety of
emotional blends. If subjects are required to make a fancy
that they are set in a fearful environment, then they are likely
to have fear, plus surprise or distress. Experiments conducted
by Nummenmaa [27] testified that it is possible for people
who will express pleasure, surprise, hate, fear, and sorrow,
and pairwise combinations of these. The still image is also
proved to be useful for this particular objective. Izard [9]
also enumerated a lot of normal patterns or combinations of
effects. For instance, anxiety can be defined as an emotion
that combines a mixture of sadness, fear, and anger. Individ-
ual changes in the patterns of basic emotions can produce
different kinds of anxiety. In recently, Donahue et al. [28]
proposed a composite facial expression consisting of a combi-
nation of two basic emotion categories and identified 15 com-
posite expressions that are consistently produced across
cultures. There is much research in other relative areas that
also testify to this theory. In [21], it discovered that more than
one emotion will be evoked by the music at the same time,
and compared fourmulti-label classificationmethods to solve
the problem. In [22], the authors applied the annotation of
emotion mixtures to speech recognition, and there is plenty
of work that follows similar techniques in speech emotion
recognition [23], [24].

All of these discussions indicate that the single individ-
ual emotions can be blended or synthesized to form new
emotions and these prototype emotions should prove useful
in delineating the precise blended composition of mental
representations.

B. FACIAL EXPRESSION DATASET
There are several widely used facial expression databases:
CK, CK+, JAFFE, MMI, Belfast, Multi-PIE, SFEW, AFEW,
LFW, FER+, and RAF-ML [29]–[31]. Most existent datasets
only provide images attached with one expression category.
And only three datasets provide expression data with multil-
abel information, such as the lab-controlled database JAFFE,
FER+, and in-the-wild database RAF-ML [1].

JAFFE dataset includes 213 facial images of ten Japanese
female expressers posing the six basic expressions plus neu-
tral expression. Each of the subjects poses three to four
examples per expression to make a total of 213 gray-scaled
images in the size of 256 × 256 pixels. The images were
captured under controlled environment in terms of pose and
illumination, but it is worth mentioning that besides a single
label representing the predominant expression of each image,
semantic ratings of the expressions are provided as well,
which represent the intensity on each emotion. A five-level
scale was used for each of the 6 adjectives (5 represents
highest emotion intensity, while 1 represents lowest emotion
intensity).

FER+ dataset asked crowd taggers to label the image into
one of 8 emotion types: neutral, happiness, surprise, sadness,
anger, disgust, fear, and contempt. The taggers are required
to choose one single emotion for each image and the gold

standard method has been adopted to ensure the tagging
quality. In a first attempt, tagging was stopped as long as
two taggers agreed upon a single emotion, but the obtained
quality was unsatisfactory. In the end, asked 10 taggers to
label each image, thus obtaining a distribution of emotions
for each face image. With 10 annotators for each face image,
they generate a probability distribution of emotion capture by
the facial expression, which enables them to experiment with
multiple schemes during training.

Real-world affective faces (RAF-ML) dataset is a
multi-label facial expression dataset with around 5K
great-diverse facial images downloaded from the Internet
with blended emotions and variability in subjects’ identity,
head poses, lighting conditions and occlusions. During anno-
tation, 315 well-trained annotators are employed to ensure
each image can be annotated enough independent times. And
images with multi-peak label distribution are selected out to
constitute the RAF-ML. RAF-ML provide 4908 real-world
imageswith blended emotions, 6-dimensional expression dis-
tribution vector for each image, 5 accurate landmark locations
and 37 automatic landmark locations, and baseline classifier
outputs for multi-label emotion recognition.

Although the three datasets which were mentioned upside
offeredmultilabel information, but the database of JAFFE and
FER+ have obvious drawbacks. For instance, JAFFE only
has 213 facial images, which is not enough especially in the
multi-label recognition area. The image in the database of
FER+ which just annotated by 10 annotators, so between
each label of the image which in the FER+ lacked enough
information of distribution. The RAF-ML dataset was estab-
lished to solve these flaws that were mentioned in the upside.
Therefore, the benefit of the proposed framework will be
illustrated by the RAF-ML dataset. Then as the comparison,
the proposed framework will also be applied by the JAFFE
dataset.

C. MULTI-LABEL LEARNING IN FACIAL EXPRESSION
RECOGNITION
Over the past few decades, a great deal of progress has
beenmade in themulti-label classification learning paradigm.
Now, researchers can reference these works that have detailed
definition, evaluation metrics, and representative multi-label
learning algorithms [32], [33]. Nevertheless, few multi-label
facial expression models for facial expression analysis have
been developed in recent years.

In [34], the change among different expressions is pre-
sented as the evolution of the posterior probability of the
six basic paths depend on a probabilistic model that can
recognize mixture expressions. In [36], a novel implicit
multi-emotion video tagging method is proposed, which bal-
ances the relationship between multiple facial expressions,
and the relationship between expressions and emotions.

In [38], multi-label group Lasso regularized maximum
margin classifier (GLMM) and group Lasso regularized
regression (GLR) algorithms are proposed which can model
FER jointly with multiple outputs. In [40], an emotion
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FIGURE 1. The pipeline of the multi-feature joint learning ensemble (MF-JLE) framework.

distribution learning (EDL) algorithm has been created that
learns the definite description degrees of all six basic emo-
tions and maps the given expression image to the emotion
distributions. In [41], an additive weighted function regres-
sion from a statistical standpoint, logistic boosting regres-
sion (LogitBoost), is used to create two label distribution
learning (LDL) algorithms named LDLogitBoost and AOSO-
LDLogitBoost, which can cause better performances on
expression recognition.

Different from these methods that were conducted on
small-scaled laboratory-controlled facial expression datasets
and are shallow-learned. VGG [15] was applied in FER+,
which confirms that distribution information of label is useful
in facial expression recognition, but it is not an efficient
method in the area of multi-label facial recognition. Li [1]
propose a new deep manifold feature learning based frame-
work, deep bi-manifold CNN (DBM-CNN), which simulta-
neously and efficiently considers crowd-sourced label infor-
mation and feature compactness in the low-dimensional man-
ifolds by adding a new loss layer, bi-manifold loss. Jointly
trained with the cross-entropy loss which forces images with
different labels to stay apart, the bi-manifold loss drives
the locally neighboring faces sharing the similar intensity
distribution to become coherent, and thus the discriminative
power of the deeply learned features can be highly enhanced.
Nevertheless, it also has quite a few drawbacks. For example,
it uses cross-entropy as its loss function which completely
ignores the relation of each label. The structure of the model
is complex and the network is too deep, which cannot make
the loss convergence swiftly.

III. METHOD
A. MULTI-FEATURE JOINT LEARNING ENSEMBLE
FRAMEWORK
A novel multi-feature joint learning ensemble (MF-JLE)
framework is proposed to overcome the issue that a

single facial image contains multiple expression labels. The
schematic illustration of the MF-JLE framework as shown
in Fig. 1. As can be seen that the framework contains a global
feature learning module and several local feature learning
modules. The original facial image is fed to the global feature
learning module to learn global features. At the same time,
since the fusion expression is usually reflected in the tiny
details of the face (action unit), multiple local images are
extracted according to the given mark points in the image,
and each local image is input into different local feature
learning modules, in order to learn the local features at differ-
ent mark points. In addition, the commonly used multi-label
cross-entropy loss is replaced by the binary cross-entropy
loss, and the loss of different modules is combined for ensem-
ble learning. The proposed framework structure and its train-
ing process are described in detail in the following sections.

B. GLOBAL AND LOCAL MODULE
The facial expression of a human face can be described as
a combination of different action units, and different action
units have clear and differentmeanings. Previous research has
shown that these action units can be used in any higher-order
decision-making process, including the recognition of basic
emotions [51]–[53]. Based on this advantage, we introduced
action units to multi-label facial expression recognition, and
propose a novel and robust ensemble framework combining
global and local features for the first time to cope with
the complexity of multiple facial expressions. Specifically,
parallel models have been applied to analyze images at the
global scale and several different local scales, and integrate all
models for optimization iteration to handle the subtle features
of facial expressions and address the multi-label problem.

Fig. 1 shows the overall framework of the MF-JLE frame-
work. As can be seen that the framework is composed of a
global module and multiple local modules, and each module
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FIGURE 2. The samples of five key landmarks.

FIGURE 3. The structure details of global/local module, every convolution contains ReLU activation function and a layer of
batch normalization.

is composed of an 18-layer ResNet [44] which is applied
to extracts features. The ResNet-18 contains 17 convolution
layers and 1 full connected layer (FC). And it includes 8 basic
residual blocks and 4 residual constructions. Every residual
construction stack 2 basic residual blocks. The basic residual
block contains 2 convolution layers and a skip connection,
each convolution layer will be followed by batch normaliza-
tion layer and ReLU activation function. Between each resid-
ual block, the different stride will be applied to fit the channel
when the channel is changing. The first layer of ResNet-18 is
a convolution layer. After the first layer, a maxpooling layer
and several deep residual blocks are applied. Then, there is
an average pooling layer after all residual blocks propagate,
and only one full connected layer (FC) is applied in the
end. The Fig 3 displays these details. Let the input facial
image as x. Firstly, the MTCNN [49] have been applied to
extract the five key landmarks on the input facial image x,
including left eye, right eye, noes, light mouth corner, right
mouth corner, as shown in Fig. 2. Then, five local images
as {xi|i = 1, 2, · · · , 5} are cropped according to the corre-
sponding five key landmarks. After that, the five local images
are input into the corresponding local modules to learn the

local image features and predict the probability of different
expressions. At the same time, the whole image x is input
into the global module to learn rough global features on the
whole face and predict the probability that the face belongs to
different expressions. Finally, inspired by ensemble learning,
we combine the prediction probabilities of all modules for
different expressions to get the final predicted multi-label
expressions. The main idea behind the introduction of ensem-
ble learning into the framework is that the multi-label of
expression requires the framework to pay more attention to
the global and local subtle differences which namely action
units. The framework can distinguish the subtle differences
between different expressions, only when the action units are
fully considered.

L = Lglobal +
∑
i

λiLlocal,i (1)

Among them, λi represents the weights of i-th local mod-
ules. Multi-label of expressions are merged into a single
probability vector through softmax to replace the traditional
multi-classifier method based on a single probability.
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On this basis, the global module and all local mod-
ules are combined for optimization. Specifically, let the
multi-expression label corresponding to image x be y =
[y1, y2, · · · , yN ], where yi is a binary expression label and N
(we set 5) represent the total number of expression categories.
When image x is represent to the j-th expression category,
the corresponding yj equal to 1 and 0 otherwise. Therefore,
for any module, the loss function uses binary cross-entropy
loss instead of the traditional multi-class cross-entropy loss,
which can be expressed as Eq. 2.

Lglobal/local=−
1
N

N∑
i=1

(yi log pi+(1−log pi) log (1− yi))

(2)

where pi represents the softmax of the output of i-th local
module. Thus, the framework iteration algorithm is shown in
Algorithm 1, which summarizes the optimization process for
the framework.

Algorithm 1 Optimization Algorithm
Input: training data φ = {(x, y)i}ni=1, n is the batchsize,

learning rate µ, hyper parameter λ.
Output: modelM including parameters 2
Initialize: set the number of iteration t ← 0, initialize model

parameters 20.
1: repeat
2: t ← t + 1;
3: Attract and corp the local feature at φ = {(x, y)i}ni=1;
4: Fed modelM with image x;
5: Compute the global loss Lglobal and the local loss Llocal

by Eq. 2;
6: Compute the joint loss L by Eq. 1;
7: Calculate the gradient of the joint loss L with respect

to the parameters 2t ;
8: Update the parameters 2t of the modelM .
9: untilModelM convergence

C. OPTIMIZATION WITH ENSEMBLE LEARNING
On the other hand, ensemble learning has been proved to
improve the performance of weak classifiers. Its main idea is
to combine multiple weak classifiers to vote. In the MF-JLE
framework, the final probability of classification is obtained
by summing all probability of classification from the global
module and local modules according to certain weights,
which can be expressed as Eq. 1. Then the predicted label will
be obtained by the process that is the activation function of
Sigmoid have been applied to the probability of classification,
and the probability of classification is the result of the model
which has been pre-trained by the MF-JLE framework.

IV. EXPERIMENTS
In this section, we conduct some experiments on RAF-ML
datasets to evaluate the proposed framework. The data

preprocessing, indicators, compared methods, and experi-
mental results will be introduced successively.

A. DATASET AND DATA PRE-PROCESSING
To verify the effectiveness of the proposed ensemble
framework, we conducted a series of experiments on the
RAF-ML dataset and the JAFFE dataset. The RAF-ML
dataset is a multi-label facial expression dataset. It con-
tains 4,908 real-world images of blended emotions annotated
by 315 well-trained annotators, with other details described
in Section II. The JAFFE dataset also contains multi-label
information of facial expression. For the comparability
between DBM-CNN [1] and MF-JLE on the JAFFE dataset,
we applied the same method to set the multi-label of the
JAFFE dataset. We applied a threshold of 3 to obtain the label
set of each image according to the five-scale (1-5) intensity
principle: relevant emotions whose value is greater than 3 are
set as 1 and the irrelevant emotions are set as 0. And the details
of the global and local key features are displayed in Fig 4.

During the experiment, all datasets have been divided into
three-part, including train set, validate set, and test set, which
respectively contained 60%, 20%, and 20% of all images,
to ensure that results can be accurately reproduced. In addi-
tion, all facial images are cropped to the 224 × 224 size and
transformed to RGB images.

B. TRAINING DETAILS AND EVALUATION CRITERIONS
All input images have been normalized in the same way,
mini-batches of 3-channel RGB images of shape (3×H×W ),
where H and W were assigned as 224. The images have
been loaded in to a range of [0, 1] and then normalized
by using mean = [0.485, 0.456, 0.406] and std = [0.229,
0.224, 0.225]. The learning rate is initially set to 10−4 and
the step adjustment is used to decrease the learning rate by
a factor of 0.9 at every 50 epoch, and training will be fin-
ished at 218 epochs (approximate 8k iterations). In addition,
the Adam has been chosen as optimizer with β is assigned
as [0.9, 0.999] and mini-batch with 128 samples is applied in
the training process.

Performance evaluation of the multi-label learning system
is different from that of the classical single-label learning
system. In this study, Nine widely used evaluation criteria
have been adopted to assess the performance of the differ-
ent methods, including Hamming loss, one error, coverage,
label ranking loss, average precision, micro-/macro- F1, and
micro-/macro- AUC.

1) Hamming loss: The hamming loss evaluates the degree
of disaccord between the predicted results and the
ground truth of the sample. It is formally defined as
a score of the wrong labels to the total number of
labels. The smaller the value of hamming loss the better
performance would be.

Hamming loss =
1
p

p∑
i=1

|h(xi)1Yi| (3)

VOLUME 9, 2021 119771



W. Li et al.: Novel MF-JLE Framework for Multi-Label Facial Expression Recognition

FIGURE 4. The global and local key features in JAFFE dataset.

2) One error: The indicator depicts how many times that
the top-ranked label is not in the set of correct labels
of the example. The smaller the value of one error,
the better the performance will be.

One error =
1
p

p∑
i=1

[argmaxy∈Y f (xi, y)] /∈ Yi (4)

3) Coverage: The coverage evaluates how many steps are
needed, on average, to move down the ranked label list
so as to cover all the relevant labels of the example.

coverage =
1
p

p∑
i=1

max
y∈Yi

rankf (xi, y)− 1 (5)

4) Ranking loss: The ranking loss evaluates the fraction
of reversely ordered label pairs, label is ranked higher
than a relevant label. The result is perfect when the
loss equals 0; the smaller the value, the better the
performance would be.

Ranking loss =
1
p

p∑
i=1

1

|Y ||Ȳ |
|R| (6)

where

R = {(y′, y′′)|f (xi, y′) ≤ f (xi, y′′), (y′, y′′) ∈ Yi × Ȳ }.

(7)

5) Average precision: The average precision evaluates the
average fraction of relevant labels ranked higher than a
particular label y ∈ Yi.

Average(p) =
1
p

p∑
i=1

1
|Y |

∑
y∈Yi

|P|
rankf (xi, y)

(8)

where

P = {y′|rankf (xi, y′) ≤ rankf (xi, y), y′ ∈ Yi} (9)

6) Micro-/Macro- AUC: AUC used here generically refers
to compute the area under the receiver operating char-
acteristic curve (ROC) from prediction scores. The
ROC curve visualizes the trade-off between sensitivity
and specificity by plotting both values as a function of
a varying classification threshold. And the larger value
of AUC is, the better performance of the corresponding
classifier is. The Micro-AUC calculates metrics glob-
ally by considering each element of the label indicator
matrix as a label. The Macro-AUC calculates metrics
for each label, and finds their unweighted mean. This
does not take label imbalance into account.

7) Micro-/Macro- F1: The F1 score can be interpreted as
a weighted average of the precision and recall, where
an F1 score reaches its best value at 1 and worst score
at 0. The relative contribution of precision and recall to
the F1 score are equal. The formula for the F1 score is:

Precision =
1
p

p∑
i=1

|Yi
⋂
h(xi)|

|h(xi)|

Recall =
1
p

p∑
i=1

|Yi
⋂
h(xi)|
|Yi|

F1 =
(1+ β2) · Precison · Recall
β2 · Precison+ Recall

(10)

in which, the most common choice is β = 1 which
leads to the harmonic mean of precision and recall.
For micro-averaged method, calculate metrics globally
by counting the total true positives, false negatives and
false positives. And macro-averaged method calculate
metrics for each label, and find their unweighted mean.
This does not take label imbalance into account.

C. EXPERIMENTAL RESULTS
To investigate the performance of our proposed framework,
the MF-JLE framework has been compared with the tradi-
tional shallow learning methods LBP, HOG, and the deep
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TABLE 1. Comparisons with different methods on the RAF-ML dataset, the proposed framework get a better performance than others.

TABLE 2. Comparisons with different methods on the JAFFE dataset, the proposed framework get a better performance than others.

FIGURE 5. Micro-F1 results of the MF-JLE framework, compared to
ablation version (i.e., single ResNet, MF-JLE with multi-label
cross-entropy ) during the different epochs of the training process.

learning methods AlexNet, VGG, and DBM-CNN. In addi-
tion, the proposed MF-JLE framework has been compared
with the single ResNet to verify the effectiveness of the
model ensemble through an ablation experiment. And another
ablation experiment also is applied between multi-label
cross-entropy loss and the binary cross-entropy loss to verify
the effectiveness of binary cross-entropy loss. The single
ResNet has the same structure as each module in the MF-JLE
framework and takes the entire facial image as input. All of
the models have been trained base on a workstation mainly
equipped with an Intel CPU i7-8700K, 16G RAM, an Nvidia

FIGURE 6. Micro-F1 results of the MF-JLE framework, compared to the
different values of λi .

GTX 1060 GPU card, and PyTorch 1.7.0 under the Ubuntu
OS. In this configuration environment, the running time for
each image are 12.13ms, 19.94ms, 10.52ms, and 10.52ms for
AlexNet, VGG, ResNet-18, and MF-JLE, respectively.

Table 1 enumerates all performance of the proposed frame-
work and other compared methods on the RAF-ML dataset.
Table 2 displays the whole results of the proposed framework
and other compared methods on the JAFFE dataset. The ↓
means the smaller the value, the better the performance, and
the ↑ means the larger the value, the better the performance.
It can be seen that the performance of the early deep learning
models AlexNet and VGG is slightly worse than that of the

VOLUME 9, 2021 119773



W. Li et al.: Novel MF-JLE Framework for Multi-Label Facial Expression Recognition

FIGURE 7. Micro-F1 results of the MF-JLE framework, compared to the
different local feature which set the λi as 0.005 and 0.015.

traditional shallow learning methods. This shows that for
multi-label recognition, traditional learning methods have
certain advantages over early deep learningmodels. However,

DBM-CNN, the new deep learning model, has significantly
improved its performance compared with AlexNet and VGG.
On this basis, the proposed MF-JLE framework achieved
the best performance in almost all indicators (except One
error and AP, which ranked second). In the RAF-ML dataset,
compared with DBM-CNN, the MF-JLE framework is
improved by 0.012/0.075/0.005/0.014/0.017/0.006/0.003 on
Hamming loss/Coverage/Ranking loss/Micro-F1/Macro-
F1/Micro-AUC/Macro-AUC, respectively. In the JAFFE
dataset, compared with DBM-CNN, the MF-JLE frame-
work is improved by 0.11/0.443/0.039/0.023 on Hamming
loss/Coverage/Ranking loss/Average precision, respectively.
The DBM-CNN in [1] is only evaluated by these criteria on
the Jaffe dataset and have not released the original code.

In addition, the MF-JLE framework also provides better
performance compared to the single ResNet, which fully
proves the necessity of ensemble learning. Fig. 5 presents
a quantitative evaluation of ablation version (i.e., single

FIGURE 8. The examples of multi-label expression recognition.
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ResNet) during the training process. It exhibits that ensem-
ble learning improves the result of the single ResNet and
gives approximately 0.01 higher Micro-F1. It also points out
binary cross-entropy get higher performance than multi-label
cross-entropy in the criterion of Micro-F1, which displays
the ability of binary cross-entropy superior to multi-label
cross-entropy in the area of the multi-label task.

An experiment was also conducted on the multi-label
expression recognition task to displays the effects of different
values of hyperparameter λi. The λi was set as the same
value in every local feature. The results of Micro-F1 by the
MF-JLE model on RAF-ML are shown in Fig. 6. The λi has
been set as 0/0.001/0.005/0.01/0.015, λi = 0 is the case of
simply using the global feature. This confirms that the local
key features are beneficial to multi-label facial expression
recognition. The result shows that the best performance is
when the λi = 0.01.

Fig. 7 displays changed results when setting the λi of a
single local feature as 0.005 or 0.015, and the λi of others stay
the same as 0.01. These results reveal the different values of
the λi in different local features will impact the final result.
In fact, each local feature doesn’t represent a single specific
facial expression, it will impact multiple facial expressions
which have a similar texture. Therefore, the adjustment of
the λi about the specific local feature should be considering
that it will reduce the effect of the weak correlation facial
expression in this specific local feature. However, the results
of the experiment also prove that it will get a worsening effect
if only the λi of the single local feature has been adjusted. In
general, considering the comprehensive relationship between
each local feature and facial expression, as well as the con-
straints of the experiment condition, the value of λi has been
set as 0.01 to each local feature temporarily. The result also
shows that set the λi as 0.01 is the best choice at present.
Fig. 8 shows some examples of multi-label emoticons that

the MF-JLE framework can accurately classify. It can be seen
that in the difficult examples where the label predicted of
other methods are far from the ground truth while the label
predicted of the MF-JLE framework is also very close to the
ground truth. The quantitative and qualitative results fully
prove that the proposed MF-JLE framework with ensem-
ble learning combining global and local modules accurately
and robustly addresses the problem of multi-label expression
recognition.

V. DISCUSSIONS AND CONCLUSION
The study in the area of multi-label facial expression recog-
nition by deep learning is still a novel and valuable direction.
Although, some studies have been proved that the technology
of deep learning is beneficial to multi-label facial expression
recognition. But, theMF-JLEwhich is proposed in this article
displays the deep learning technical also having many spaces
to be improved. For instance, there are huge differences from
the previous studies conducted on the controlled dataset with
mixtures emotions, the method in this study, apply a novel
multi-feature joint learning ensemble (MF-JLE) framework

which effectively addresses the difficulty of multi-label facial
expression recognition in the dataset both in the wild and
controlled laboratory. And sufficient experimental results
confirm the proposed framework can provide more ability to
learn discriminative features in a wide range of multi-label
facial expression recognition tasks.

Then the details of the training model are elucidated in this
article, which indicates some of the directions to improve the
deep learning model in multi-label facial expression recogni-
tion. Indeed, our proposed MF-JLE framework fully consid-
ers the global and local key features and introduces ensemble
learning to improve the recognition ability of multi-label
expressions. In addition, the proposed framework uses binary
cross-entropy loss for multi-label learning.

Finally, it is sincerely hoped this work will make more
researchers focus on the area of multi-label facial expression
recognition and devote their effort to this area. Then the future
work derives from this article will continue, which hopes to
make themodelmore robust and practical inmulti-label facial
expression recognition.
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