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ABSTRACT Opinion mining has gained increasing importance to draw insights from social media content
to support decision making. Despite the explosive growth of efforts on linguistic analysis to detect and track
people’s opinions, more specifically when dealing with aspect-level opinion mining, the results are still away
from generalization to real-world applications. Nowadays, emojis are getting excessively popular in social
media communication as a complementary way to quickly express opinions and ideas in a visual manner.
Two emoji-related issues are highlighted: ambiguity and misinterpretation of emojis’ sentiment and tendency
of persons to adopt emojis more in positive cases. This paper aims at investigating to what extent the usage
of emojis can contribute to the automated detection of sentiment polarity of text messages with focus on
Twitter posts in the Arabic language, a widely spoken language but has complex morphology and limited
reliable resources for sentiment analysis. For this purpose, after an extensive review of the state-of-the-art
of emojis-related work, a dataset is composed and several feature extraction methods are applied for both
text and emojis modalities. Moreover, various early and late fusion techniques are proposed to combine both
modalities at different levels including feature, score, decision and hybrid. The experimental results revealed
that emojis features can significantly improve the classification results, especially when integrated with text
at the score level.

INDEX TERMS Emojis, information fusion, opinion mining, sentiment analysis, social media, text mining.

I. INTRODUCTION

As the Internet is becoming an indispensable part of our lives,
technologies have enabled users to generate online content to
share knowledge and experience, express opinions and pro-
vide comments on various topics of interest. Consequently,
opinion mining has gained importance in research as an
emerging area in natural language processing (NLP), social
media analysis, and web and text mining. It is defined as ““the
field of study that analyzes people’s opinions, sentiments,
evaluations, appraisals, attitudes, and emotions towards enti-
ties such as products, services, organizations, individuals,
issues, events, topics, and their attributes” [1]. Research on
opinion mining covers a wide range of tasks such as subjectiv-
ity determination, polarity detection, affect analysis, opinion
extraction, sentiment mining, emotion detection, and review
mining, at different levels namely, documents, sentences,
features or aspects [2].
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Different approaches have been proposed to address sen-
timent analysis tasks including: lexicons, machine learn-
ing and hybrid [3]-[10]. Additionally, several resources
were designed, constructed and developed including datasets,
lexicons, corpora, and software tools. However, these
approaches and resources were mostly for the Western
languages (e.g. English, Spanish and French) and mainly
focused on text modality. Although these resources were
well-validated and achieved reasonable empirical results,
they are still challenging and is expected to encounter
biased results when applied to morphological-rich and
syntactical-rich languages such as the Arabic language or
multicultural aspects.

The research on Arabic sentiment is relatively still in
its early stage compared to the Western languages. With
the increasing number of Arabic Internet users, the volume
of online Arabic content in social media is tremendously
increasing. Arabic content is evolving with its informal use to
express ideas or concepts in social media in several different
dialects, e.g. Egyptian, Levantine, Gulf, Iraqi, Maghrebi,
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and Yemeni. Dialectical Arabic lacks standardization, and is
written in informal style with many variations. This results
in further challenges with reiterated concerns for preprocess-
ing and feature extraction [11]. The issue gets worse when
dealing with short texts such as tweets (originally limited
to a maximum of 140 characters before being doubled to
280 characters). Twitter is a universally popular example of
several online microblogging platforms.

With the rapidly increasing popularity of emojis in social
media to complement or condense the meaning of text,
researchers studied their semantic relation to words [12].
According to emojitracker.com, which was launched in
July 2013 to monitor the use of emojis in Twitter in realtime,
until the mid of April 2021 there are more than 34 billion
occurrences of emojis where the most popular emoji is
“face with tears of joy” occurring more than 3.2 billion
times. These numbers are rapidly increasing from day to
day. For example, we noticed that the number of emojis
available online increased by around eight billion occur-
rences of emojis from around 28 billion in the beginning
of June 2019 to around 34 billion occurrences of emojis in
the mid of April 2021. The number of ‘““face with tears of
joy’’ occurrences raised rapidly from 2.4 billion to 3.2 billion
occurrences during the same period. Additionally, according
to a survey by TalkTalk Mobile in United Kingdom,' 72%
of young people (ages 18 to 25) found emojis more easier to
communicate their thoughts. Emojipedia® provides an online
collection of several categories of emojis reporting changes of
emojis’ symbols and their meanings in the Unicode Standard.
The first version of Unicode standard that supported emojis
is 6.0 published in October 2010 and it is planned to release
Unicode 14.0 in September 2021. In the Unicode Standard
12.0, there are 3,019 symbols of emojis® and 13.1 contains
3,521 emojis.* An earlier term to emojis was coined by a
computer scientist at Carnegie Mellon University in 1982 is
emoticon, which is defined in Longman dictionary as “‘a
special sign that is used to show an emotion in an email
and on the Internet, often by making a picture”. The first
form of emojis was text-based emoticons such as:-) and:-
(, and was used to express the writer’s feelings and reduce
language ambiguity in communication. Nowadays, emojis
are becoming more general and can represent not just facial
expressions but also concepts and ideas such as celebration,
weather, vehicles and buildings, foods and drinks, animals
and plants, emotions and feelings, and activities [13]. Though
the word emoji was originally used on mobile phones in Japan
in 1999 where ‘e’ means picture and ‘moji’ means character,
the use of visual symbols for writing goes back to the ancient
Egyptians’ Hieroglyphics. Nowadays, it is used to describe
all pictographs used in social media such as ©, =, ¥, . &,

1 http://salesholding.talktalk.co.uk/

2https://emojipedia.org/

3 https://www.unicode.org/emoji/charts-12.0/emoji-counts.html
4https://Www.unicode.org/emoj i/charts-13.1/emoji-counts.html
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@ and Bl. Depending on the system or platform used, emojis
can appear in different forms, sizes and colors.

Emojis allow more expressive messages with non-verbal
visual elements. It was reported that users tended to use
emojis with clear semantic meanings more frequently [14]
and entity-related emojis were used to replace words. Emojis
often play a complementary role in a message especially
those with clear sentiment polarity. Additionally, emojis not
just express, stress, or disambiguate sentiments or emotions
but also are capable of expressing useful relational roles in
conversation. They might help to clarify the intent of text
and consequently contribute to reduce ambiguity in short
text-based social media platforms such as Twitter. In the
context of sentiment analysis and in contrary to text, emojis
are domain and topic independent [15], [16] but their usage is
still globally inconsistent and depends on context and culture.
In automated text mining, they have been exploited to a
limited extent, mainly for automated data annotation [17].

Emojis can provide helpful features to compensate textual
features for opinion mining and sentiment analysis. Building
upon earlier work [18]—[20], this study aims at exploring the
extent and effectiveness of emojis usage to enhance sentiment
polarity detection for opinion mining. Several emojis-based
features are extracted and adopted to build computational
sentiment detection models. The paper explores and eval-
uates various single- and multi-level fusion of emojis with
a variety of textual features to improve polarity classifi-
cation performance compared to single modality machine
learning classifiers. Besides structural features, text is repre-
sented using bag-of-words term-frequency inverse-document
frequency (#f-idf), Latent Semantic Analysis (LSA), and
two methods of word embeddings. Emojis are represented
in four ways: emojis frequencies, lexicon-based sentiment
weighted scores, and two emoji embedding models. Intensive
experimental work is conducted on a larger dataset of tweets
containing emojis to evaluate and compare the performances
of various models. Moreover, this study enriches the theory
of emojis through providing a comprehensive review of the
state-of-the art of emojis-related work in social media. The
main contributions of this study are as follows:

o Provide a comprehensive literature review and classifi-

cation of emojis-related studies in social media analysis.

o Propose a number of representations of emojis for
computational modeling and evaluating them to predict
sentiments in microblogs.

« Investigate various fusion approaches to combine emoyjis
with Arabic textual features to improve the sentiment
polarity classification results.

« Conduct intensive empirical analysis of various models
using different features extraction methods, machine
learning classifiers, and performance measures.

Il. BACKGROUND AND RELATED WORK
In this section, we present essential background and review

the state-of-the-art techniques for emojis in social media
analysis. First, a summary of existing review studies for
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textual based opinion mining is presented. We also provide a
taxonomy of emojis’ related works. Lastly, we survey studies
related to emojis’ sentiment.

A. TEXT-BASED OPINION MINING

Significant attention of the research community has been
attracted towards opinion mining and considerable effort has
been conducted to text-based sentiment analysis in a vari-
ety of languages. This resulted in an increasing number of
publications from year to year. We refer interested readers
to comprehensive surveys on the opinion mining and sen-
timent analysis process and related tasks, algorithms and
applications in [2] and [21]-[23]. For instance, Giachanou
and Crestani [4] reviewed sentiment analysis approaches in
Twitter and categorized them according to the utilized tech-
niques with a discussion of research trends of the topic and its
related fields. Though text-based opinion mining approaches
have proven to be extremely useful in the field of sentiment
analysis, they suffer from problems such as domain, topic,
and temporal dependence. Therefore, this study aims at alle-
viating such issues through incorporating other sources of
information with text such as visual modality (emojis) and
evaluating its effectiveness to detect polarities of microblogs.

B. EMOIJIS IN SOCIAL MEDIA

We first defined a taxonomy for emojis based on their appli-
cations, representations, issues, and approaches; as depicted
in Figure 1. Next, the prior works were categorized and
analyzed according to the proposed taxonomy.

1) APPLICATIONS

Emojis have been utilized to build different resources includ-
ing emoji-embedding models [24], [25] and lexicons [13],
[17]. Supervised machine learning opinion mining approa-
ches require annotated datasets, which is a tedious,
labor-intensive and time consuming task. Emoticons/emojis
has been adopted to facilitate annotation of training
datasets [26]. In [15], the authors explored a form of machine
learning known as distant supervision, to study the topic-,
domain- and temporal dependency of text sentiment. The
dataset is weakly labeled with the help of using smile and
frown emoticons.

A similar approach to label datasets has been followed
in [27] for detecting emotions. However, it has been shown
in [28] that the performance of classifiers was always higher
on noisy labeled data when using emojis. It is not recom-
mended to use the entire training dataset which is annotated
automatically for building a classifier because of the noise
in data. Therefore, Liu et al. [29] proposed a model called
emoticon smoothed language model (ESLAM) for utilizing
and smoothly integrating both manually and noisy labeled
data for building a training dataset. ESLAM first utilizes
manually labeled data to train language models and then
the noisy labeled data is utilized for smoothing. Another
task is to predict the most likely emoji given the text of
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a tweet [12], [30], [31]. Moreover, emojis have also been
employed to detect polarity in tweets [18], [32], [33].

Emojis have been successfully applied for user verification
task in [34] to determine whether an unknown tweet was
written by a certain author/user or not. Moreover, a transfer
learning approach using emojis have been proposed in [35]
to detect irony in the Persian language.

2) REPRESENTATIONS

The “‘representation” concept differs from “appearance”.
While the first refers to how emojis are handled in different
tasks by mapping them into features to build computational
models. By contrast, the latter is platform dependent and
means how emojis look/appear for users on different applica-
tions or devices. Emojis can be represented in different forms
depending on the specific task in which they are used. The
emoji-based feature extraction can use various syntactical or
contextual relations and can use values of different types [18],
[20], [36]. For example, they can use binary representation
(0 or 1) referring to whether an emoji exists in a particu-
lar instance or not, integer numbers such as counting their
occurrences in instances, real number such as their existence
likelihood or intensities.

The number of emojis, average sentiment score of all
emojis per post, number of positive emojis and number
of negative emojis were used as the main features for
polarity detection of Uzbek movie reviews in [33]. Simi-
lar to term/word/phrase polarity lexicons, emojis have their
lexicons in which each emoji has a polarity or sentiment
score. Embedding models are others form to represent emo-
jis, in which each emoji is represented in Vector Space
Model (VSM) as a vector of real numbers generated using
well-known embedding tools (similar to Word2Vec word
embedding [37], [38]).

3) POLYSEMY

Polysemy refers to coexistence of several meanings of a
particular entity. In the context of emojis, several factors can
lead to ambiguity in interpreting its meaning, e.g. diversity
of users [39]-[41], genders [42]-[45], locations [46], [47],
and cultures [48]. Emojis also appear differently on different
platforms [39], [49], [50]. As mentioned in [39], [49], there
are significant variations of people’s interpretations of emojis
within and across platforms. For example, an emoji appears
differently in Twitter, Facebook, Apple, EmojiOne, and Sam-
sung, and even in different versions of Android.

Figure 2 shows an example for the emoji of “cow face”
appearance in different platforms based on version 11.0 of full
emoji list.> Another major factor that causes misconception is
the high similarity of different emojis such as octopus £ and
squid &2. As another example, users misunderstood the use of
“pile of poo” & which has negative polarity with a sentiment
score of —0.116 in ESR (Emoji-Ranking Sentiment) lexicon
and itis used as “ice cream” which is definitely positive with

5 https://unicode.org/emoji/charts/full-emoji-list. html
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FIGURE 2. Example of “cow face” emoji appearance on different
platforms.

a sentiment score of 0.212 in ESR. Table 1 shows a set of
issues related to emojis polysemy and proposed solutions in
the literature.

Variation of emoji sentiment perception from writers
to readers viewpoints is another factor. Berengueres and
Castro [51] reported that there is 82% agreement in emoji sen-
timent perception from writers to readers viewpoints. The dis-
agreement concentrates in negative emojis, where the authors
reported feeling 26% worse than perceived by readers. Emoji
usage was not found to be correlated with author moodiness.
Emoji sentiments are interpreted in a different way according
to the platform. It was concluded in [39] that there is disagree-
ment in sentiments and semantics of 22 emojis on five differ-
ent platform renderings, which is a major issue especially for
cross platforms. On the other hand, Cui et al. [52] studied
the use of tweets whose sentiments conflict to some extent
to emojis in training phase. The main findings were that the
optimal training dataset for determining tweets’ sentiment is
reasonable and followed the distribution of sentiment in real
tweet streams.

Users tend to use emojis with positive polarity or happy
emotion more than other polarities or emotions [32], [51].
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This issue is dealt with as an imbalanced class problem
and was addressed through generating synthetic instances
for the minority class using a bagging ensemble in [32].
Additionally, young people tend to use emojis more fre-
quently [41], [53]. Emojis are analyzed and studied in dif-
ferent social media platforms including: Twitter such as [18],
[19], [24], [32], [54], Facebook [55], [56], WhatsApp [41],
Instagram [31], electronic mail [57], etc. Furthermore, they
are studied in multiple social media in [58]. The main findings
were that the most popular emojis in one social media are not
as popular as in the others. For instance, emojis sentiment
polarity in Twitter is high but the overall number of emo-
jis is less than Facebook. The sentimental value of emojis
is more meaningful when there are multiple emojis in one
notification.

Significant attempts and efforts have been performed to
clarify meanings and reduce misconception. For example,
Wijeratne er al. [59], [60] presented the first and largest
machine readable sense inventory for emoji (EmojiNet),
which links Unicode emoji representations to their English
meanings extracted from the Web. It is composed of a dataset
of 12,904 sense labels over 2,389 emojis. Each emoji sense is
associated with context words trained using Word2Vec Skip
Gram model.

4) APPROACHES

Figure 1 shows various classes of approaches that have been
applied in several studies related to emojis. Barbieri et al. [24]
built several Skip Gram embedding models for emojis and
words using a dataset of 10 million tweets by mapping in
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TABLE 1. Polysemy issues related to emojis and proposed solutions in the literature.

| Ref | Issue

| Methods/strategies | Datasets/Tweets | Results

Descriptions |

imbalance machine learning

[59] | Emojis ambiguity | EmojiNet 3,206 Acc: 85.18% | Neighborhood-based image processing algo-
rithm to integrate emoji resources and the most
frequent sense-based sense-based word sense dis-
ambiguation algorithms to assign meanings to
emoji sense labels

[60] | Emojis ambiguity | Improved 12,904 Acc: 83.53% | Word embedding models and vendor-specific

EmojiNet emoji senses were used to improve EmojiNet

[52] | Sentiment incon- | Machine learning 9,000 Prc-Rec Word embeddings + CNN

sistent curve
[32] | Emojis’ polarity | Over-sampling + | 1,101 F1: 83.73% A method to deal with the class imbalance prob-

lem based on Bootstrap Aggregating (Bagging)
algorithm and SMOTE.

the same vector space both words and emojis. The tweets
were posted by the USA users. The models were then evalu-
ated with semantic similarity experiments and compared with
human assessment. Barbieri et al. [12] trained several super-
vised classifiers based on deep learning, Long Short-Term
Memory (LSTM) networks, for predicting appropriate emojis
from corresponding tweets. The main conclusion was that
computational models can identify the underlying semantics
of emojis better than humans do. Identifying the linguistic
purpose of emojis is addressed in [61]. Statistical analysis
studies were conducted to analyze the pattern of emojis [44],
[48], [62], [63]. For example, the work in [44] provides a sta-
tistical analysis to explore the emojis usage in smart phones
from gender perspectives. It was found that males and females
varied in emojis usage significantly which confirms the find-
ings of [43]. In this context, [45] reported that females trend
to use emojis more than males to express their sentiments
and emotions on social media. Another statistical analysis
is conducted by [63] to investigate the functions of emojis
from the perspective of original senders. The main finding
was that the social and linguistic functions of emojis are
complex and varied. It was reported in [62] that Twitter users
tend to reduce their usage of emoticons and shift dramatically
to emojis. The sentiment of emojis has been considered in
some studies using various approaches as will be explained
in the following subsection. Attention-based network models
have also been proposed to improve emoji-based sentiment
analysis on microblog posts in a number of studies such
as [64], [65]

On the other hand, predicting emojis from text has received
a significant attention nowadays such as [35], [65], [66].

C. EMOJIS AND OPINION MINING

In the literature, the emoticons or a limited number of
emojis were considered without taking into account the
full extent of the sentiment they convey [67]. Emoticons
have only been considered as elementary/extra features for
sentiment analysis tasks such as the number of negative
or positive emoticons [68], [69] or the presence of posi-
tive and/or negative emoticons [27], [69], [70]. In addition,
emoticons were converted to their textual meanings, as a
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preprocessing step, intuitively or using a general emoticons
lexicon [68], [71]-[73]. The presence status of emoticons and
their count were considered and evaluated to detect emotion
in Tweets in [74]. The usage of emojis in social network is
analyzed in [75].

Some attempts have considered the construction of
emoji-related resources for NLP tasks such as datasets,
lexicons, dictionaries and even tools. Emojis’ lexicons
have been constructed for sentiment analysis tasks.
Hogenboom et al. [17] presented a lexicon-based polarity
classification method to evaluate how emoticons convey sen-
timent. This method was evaluated on 2,080 Dutch tweets and
forum messages, which all contain emoticons. They reported
that the sentiment of emoticons tends to dominate the senti-
ment conveyed by textual cues and forms a good proxy for
detecting the polarity of text. ESR is a systematic lexicon of
emojis built for sentiment analysis by [13]. It is composed
of 969 emojis; where for 751 of them each occurs more
than four times. Each emoji is assigned a sentiment score
computed from 1.6 million tweets in 13 European languages
by the sentiment polarity (negative, neutral, or positive).

Another emoji sentiment lexicon with 840 emojis using
an unsupervised sentiment analysis system was constructed
by [76]. It was built based on the definitions given by emoji
creators in Emojipedia by analyzing the sentiment of infor-
mal texts in English and Spanish. Moreover, lexicon variants
were created by considering the sentiment distribution of the
informal texts accompanying emojis. Donato and Paggio [77]
created an annotated corpus for analyzing the informative
patterns of emojis.

Emoji2Vec is another embedding method that was trained
in [54], using Unicode emojis descriptions. It was found that
the performance of Emoji2Vec model is better than aug-
mented vectors used in [24]. The authors in [18] evaluated
both unidirectional and bidirectional LSTM and the simpli-
fied variant Gated Recurrent Unit (GRU) models to detect
sentiment polarity of Arabic microblogs using emoji-based
features. The performance was compared to baseline tradi-
tional learning methods. It was concluded that LSTM and
GRU based models performed significantly better than tradi-
tional models with a slight difference between them with best
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results attained when using bidirectional GRU. An approach
is presented in [32] to detect polarities while handling the
issue of skewed use of emojis more often in positive tweets.
This issue was dealt with as an imbalanced class problem
and was addressed through generating synthetic instances for
the minority class using Synthetic Minority Oversampling
Technique (SMOTE) with Bootstrap Aggregating (Bagging)
algorithm. Emojis-based features were extracted from three
datasets with different imbalance ratios such that each
instance contains at least an emoji. It was concluded that
the highest results are obtained using the balanced bagging
classifier.

Iil. PROPOSED OPINION MINING FRAMEWORK
The layouts of the proposed opinion mining approach for sin-
gle modality and fused modalities are illustrated in Figure 3.

A. DATASET PREPARATION

Supervised machine learning based approaches require
labeled datasets in order to train the predictive model.
This often requires considerable human effort to build
datasets. We adopted five publicly existing sentiment related
datasets [78]-[82] and augmented them with additional sam-
ples containing text and emojis. The augmented tweets are
collected using Twitter APl during the period from 1%
December 2017 to 15" December 2017. They are anno-
tated manually as positive or negative using two annotators
with 100% agreements. In order to avoid the ambiguity of
emojis understanding, the annotators were asked to anno-
tate the collected instances based on both text and emojis.
The annotation task was just conducted for the instances
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that contain emojis. A summary of the combined dataset is
described in Table 2. Each sample has at least one emoji
from those included in ESR. First of all, textual emoticons
were normalized and transformed to their corresponding
graphical symbols. A total of 2,091 instances distributed as
1,216 positive and 875 negative is finally kept. The reason
of having more positive instances than negative instances is
due to the observation that users likely use emojis when they
have positive mode [51]. Finally, the instances are shuffled
randomly in the dataset. The issues related to emojis’ mis-
conception and ambiguity, presented in the Polysemy sub-
section, make emoji classification more challenging than text
classification.

B. PREPROCESSING

The preprocessing step is conducted at three levels relying on
the type of features: emojis based features, structural-based
features or text-based features. For emoji-based features
(i.e., Emojis frequency, Lexicon-based, Emojis-CBOW and
Emojis-Skip gram), emoticons are transformed into their
corresponding graphical symbols (emojis). No preprocessing
operations are conducted for structural features, due to the
sensitivity of such features to the preprocessing step. For
example, elongation is a structural feature but it is eliminated
for other types of features. In case of textual features (¢f -idf,
LSA, word2vec CBOW and Skip grams) different operations
are conducted on the text including removing noisy symbols,
non-Arabic characters, diacritical and punctuation marks,
links, and repeated characters. These preprocessing opera-
tions were conducted to generate the pretrained word2vec
models. Using the same preprocessing operations of the pre-
trained models ensures including all common vocabularies.
Table 3 shows the conducted preprocessing operations and
corresponding types of features.

C. UNI-MODAL OPINION MINING

Feature engineering is a common and serious step in pre-
dictive analytics. A number of feature extraction methods
are explored in this study utilizing a single modality, either
text or emojis. For emojis, four feature extraction methods
are applied and evaluated: emojis frequency, lexicon-based
features and two different types of emoji embedding based
features. On the other hand, five textual feature extraction
methods are evaluated including #f-idf , LSA, structural fea-
tures and two different Word2Vec embedding forms. Other
textual feature extraction methods can also be explored such
as non-negative matrix factorization and latent Dirichlet
allocation [83]. Features extracted by various methods are
separately evaluated using two machine-learning classifiers.
The following subsections provide more details on the inves-
tigated feature extraction methods.

1) EMOJIS-BASED FEATURES
In this study, we investigated four different representations of
emojis for opinion mining as follows.
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TABLE 2. Dataset description showing various sources and number of all instances and those contain emojis.

Source All instances Instances with emojis
Negative ~ Positive | Total || Negative  Positive | Total
ArTwitter [79] 958 993 1951 4 3 7
ASTD [78] 812 771 1589 19 64 83
QCRI [80] 371 377 754 42 114 156
Semeval-2017 Task4 Subtask#A [81] 3364 2257 5621 350 555 905
Syria [82] 1350 448 1798 47 50 97
Additional instances: 413 430 843
Total \ 6861 4852 \ 11713 H 875 1216 \ 2091
TABLE 3. Type of preprocessing operations.
Features’ Remove Remove non-  Remove Remove Remove Emoticons to
type noisy Arabic punctuation links elongation emojis
symbols

Emojis based | X X X X X v

Structural X X X X X X

t f-idf v v v v v X

LSA v v v v 4 X

Word v v v v v X

embedding

a: EMOJIS FREQUENCY

The count of occurrences of each emoji in each instance in the
prepared dataset is calculated. Feature vectors are prepared
for the 2091 instances, each of dimension 429.

b: LEXICON-BASED FEATURES

In this method, we utilized the emojis sentiment based lexicon
ESR to represent emojis using lexicon-based scores. The
tweets were annotated as negative (—1), neutral (0) or positive
(+1) by 81 annotators. Depending on the sentiment of the
tweets in which each emoji occurs, the emoji is assigned
three values {p—- = N_/N,p, = N,/N,py = Ni/N}
representing its likelihood to appear in a specific sentiment
category, where N_ is the number of the emoji’s occurrences
in tweets with negative sentiment, N, is the number of the
emoji’s occurrences in tweets with neutral sentiment, N is
the number of the emoji’s occurrences in tweets with positive
sentiment, and N = N_ + N, + N;. Then, a sentiment score
(ss) of each emoji is calculated by ss = p4 — p_. Figure 4
shows the top-5 emojis in the lexicon. The feature vectors are
extracted based on the scores and number of occurrences. For
emoji i in tweet j, fj; is computed as:

fij = efij x ss; (1)

where ef;; is the frequency of emoji i in tweet j while ss; is the
sentiment score of emoji i in the lexicon.

c: EMOJI EMBEDDING BASED FEATURES

Similar to word embedding, we constructed emoji embedding
models using either Continuous Bag-of-Words (CBOW) or
Skip Gram (SG) neural networks. These models are trained
using an emoji dataset to map emojis into d-dimensional
embedding. A dataset of one million tweets containing
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emojis® is used to generate the emojis embedding models.
Two parameters that affect the model quality are dimension-
ality and size of context window. The higher dimensionality,
the higher the quality until reaching some point. It is reported
that the typical vector dimensionality ranges between 100 and
1000. The context window on the other hand determines
how many elements before and after a given element would
be included as context. Determining the size of the context
window depends on several criteria including the adopted
technique (i.e., CBOW or Skip Gram) and the genre of data
used to learn the embedding models (tweets, paragraphs, arti-
cles, etc.). The parameters used to generate emojis embedding
models are depicted in Table 4.

Several semantics and syntactical relations can be obtained
using the generated emojis embedding models. Figure 5
shows four different information types that can be obtained.
For each query the 10 (or less based on the availability)
highest probability answers are retrieved. They are ordered
based on their probabilities from left to right and from
up to down. The first query is to retrieve the relation
(King + man-woman) with the 10 highest probability using
CBOW and Skip Gram. Both techniques agree in the first
answer which is == crown. This is similar to the well-known
Word2Vec example: King — Man 4+ Woman = Queen.
CBOW and Skip Gram differ in the order of some other
retrieved answers while others are common. The second
query is to retrieve the most related emojis for a concept or
word; three examples are shown for this query. Another query
is to retrieve the most likelihood emojis related semantically
to a certain emoji and two examples are shown in the same

6https:// github.com/jiali-ms/emoji2vec/tree/master/data
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Sentiment Sentiment
* Image % Unicode #% Occurrences # Position+ Neg # MNeut # Pos # score * bar
Char  [twemojil  codepoint  [5..max] [0..1] 0.4  [0.4]  [0.4]  [A.] (c.i. 95%)
=] 25 011802 14622 0.805 0.247  0.285 0488 0221 H Bl
v . 0x2784 8050 0.747 0.044 0166 0790 0746 |
v ' 02665 7144 0.754 0.035 0272 0693 0657 |
@ YW 0x1f60d 6359 0.785 0.052 0219 0729 0678 1
-
@ ﬁ 0x1f62d 5526 0.803 0.436 0220  0.343  -0.083 R
6
FIGURE 4. Top-five emojis in ESR.
Query cBow Skip-grams
King + woman — man e '.3. 3_ | i . "0‘ i ,’: ’
A & & & 8 x 4 = T B
Marriage = e . v =
O " * = = ¥
= 2 @ & = mn 6 & e
Hate = i - - - -
-] L 52 &
¢ ¢ vV @ 9 9 e S 9w
G v 9 9 G 9 @ v e & ®
. P 8 f I a @ & X
) F 2 un @9 S e N 9 =
B B & ;
i F o oaa & = = rﬁ\ o ("
RS B " - @ & m ® 2 X 2
£ 0.563 0.444
A &
FIGURE 5. Different queries for empji-embedding CBOW and Skip-Gram models.
TABLE 4. Adopted parameters for training the emojis embedding models.
Model Dimension =~ Window size =~ Sample  Negative =~ Min count Iterations
CBOW or Skip Gram 300 5 Ixe™3 10 10 10
figure. The last query is to represent the similarity of two iput Projecion Gutput ot
.. E(i+2)
emojis.
Now, assume a tweet T has n emojis after filtering words, g | e
. . e . ]
T = {ey,e,...,e,}, where ¢; is the i’ emoji in T. Let £ \
. . .o . 2 "
x; € R? be the d-dimensional emoji vector from Emoj2Vec o
model corresponding to the i emoji in T. To compute %
the feature vector for T, the feature vectors of emojis are g |
CcBOW

arranged in a matrix column-wise then the row-wise average
is computed as illustrated in Figure 7 to obtain the feature
vector:

1 < .
fi=;;xki, i=1.2.....d @)

121038

FIGURE 6. CBOW and Skip Gram architectures.

2) TEXT MINING FOR STRUCTURAL AND TEXTUAL FEATURES
a: STRUCTURAL FEATURES

Projection

Output

E(i+2)
E(i+1)
E(i-1)

E(i-2)

Context with window of 5

We considered the following structural features as well:
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FIGURE 7. Sentence representation using emojis embedding.

o Count of links: to determine how many links in a certain
tweet. Its value is equal to the number of links in the

tweet otherwise zero value is assigned.
o Count of mentioned accounts: if a tweet mentions twit-

ters’ accounts, the number is assigned otherwise it takes

zero value.
o Count of hashtags: if a tweet contains hashtags, the count

of hashtags is assigned otherwise it takes zero value.
o Count of emojis in the tweet.
o Does the tweet have elongation words? elongation words

mean some characters are repeated such as Nooooo!

« Does the tweet contain dialectical marks?
o Length of the tweet in words.
« Length of the tweet in characters.

b: tf-idf FEATURE EXTRACTION

This is a standard term-weighting scheme in text mining to
reflect how important a word to a document in a collection.
It can be calculated in slightly different ways but in this
study we computed it as described next. A given corpus needs
first to be represented as a sparse matrix in which each row
represents a unique term (word level uni-gram) and each
column represents a document (or tweet in our case). The
matrix content represents the number of times term i appears
in document j is referred to as f;. Then, the corresponding
if-idf is computed as #f;; x idf;, where tf;; is computed by
dividing f;; by fi; which is the number of terms in document j:

tfij = fijlfsi 3)

and idf; is computed as follows:

. N
idf; = lng; +1 4)

1
where N is the number of documents and n; is number of
documents containing the term i. Finally, the #f-idf of term i
in document j, is:

N
if -idfy = (fi/fig) x log2— + 1 5)

c: LSA FEATURE EXTRACTION

Latent Semantic Analysis (LSA) [84], [85] is a fully auto-
mated statistical approach for analyzing relations between
terms and documents by combining terms that are highly
correlated to produce a reduced set of concepts. It is based on
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an unsupervised learning technique (clustering), and assumes
that terms with common meaning occur in similar para-
graphs. It builds a term-document matrix from a corpus, and
aims at exposing some useful similarity structures for related
text-analysis tasks and information retrieval. LSA starts with
tf -idf as an initial step and then applies singular value decom-
position (SVD) to perform dimensionality reduction on the
tf -idf vectors. If we denote to matrix generated in #f-idf as
X, then X can be decomposed using SVD into the product
of three unique matrices. If we assume there are m terms
and n document and we need to obtain r concepts. Then
X = UZVT, where X is m x n matrix representing
the original term-document matrix, U is m X r matrix
representing the left singular vectors of the r concepts, V is
n X r matrix representing the right singular vectors of the r
concepts, and ¥ is r x r diagonal matrix containing scalar
positive values representing the singular values or strengths
of various concepts. Both U and V are orthonormal.

d: WORD-EMBEDDING BASED FEATURES

Embedding techniques are recognized as being powerful for
natural language processing. They can learn high-quality
compact vector representations of words/terms/phrases from
alarge amount of unstructured text data. The resulting vectors
are close in the feature space for elements with similar mean-
ings or used in similar contexts. Word2Vec [37], [38] is an
example approach developed by a team at Google in 2013 and
has two neural network architectures: CBOW and Skip Gram
as illustrated in Fig. 6. CBOW and Skip Gram have similar
algorithms but the former predicts a word given its context
whereas the latter predicts a context given a word. In this
study, we adopted pretrained CBOW and Skip Gram mod-
els generated from an Arabic Corpus of 77,600,000 tweets
written in modern standard Arabic and dialectal Arabic [86].
A dimensionality of 100 and a window size of 3 were used
for generating both models. Having a feature vector for each
word, a matrix is created for each tweet where each column
is a feature vector for one word, then the row-wise average
vector is computed to represent the tweet (similar to Fig. 7
but the input will be words instead of emojis).

IV. TEXTUAL-VISUAL OPINION MINING

To integrate both emojis and text based features, several
fusion methods are investigated at different levels as
described in the following subsections.

A. SINGLE-LEVEL FUSION APPROACHES

Information fusion for predictive modeling is mainly car-
ried out at three levels: feature level, score level and
decision level. Feature-level fusion is also known as
an early-fusion technique whereas both score-level and
decision-level fusion are known as late-fusion techniques.
Feature-level fusion provides more information than score
level which also provides more information than decision
level. In the following, we discuss each approach and high-
light its strengths and shortcomings.
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1) FEATURE-LEVEL FUSION
In this approach, features extracted from different sources
are combined by concatenation to form an augmented fea-
ture vector in a higher-dimensional feature space. Integrating
information from various sources at this level is straight-
forward and can lead to improved prediction. Hence, it is
widely used in the literature. However, some features might
be redundant or noisy. Moreover, this fusion level may suffer
from the curse of dimensionality (too many features) and the
large variability in the features scales. This requires the appli-
cation of some feature a reduction technique such as principal
component analysis (PCA), and a normalization scheme such
as min-max, z-score, or tanh-estimator normalization.

Feature-level fusion, in this study, is carried out through
simply concatenating the extracted textual and emojis fea-
tures. Mathematically, let F = {fi,f>,....fu}, F € R"
represents the textual feature vector with length n and
E = {e1,es,...,en}, E € R™ represents the emojis fea-
ture vector with size m. Combining F and E results in a
new feature vector C = {f1,f2, ..., fu,---,€1,€2,...,€m},
C € R, with size of k = n + m. Features are then
normalized using min-max scheme to produce Cyory =
{f{.fys - Shs €, €5 ..., ey} as follows:

Y = X T Kmin_ (6)
Xmax — Xmin

where x is the original feature value in the range (Xin, Xmax)
and x’ is the corresponding normalized value in the range
(0, 1). For dimensionality reduction, we applied PCA with
the criteria of selecting a number of components such that
the amount of variance that needs to be explained is greater
than 0.99

2) SCORE-LEVEL FUSION

Score level is a common late-fusion technique in data mining.
Multiple prediction models are built one for type of feature
vectors resulting in normalized scores in the range (0, 1).
Intuitively, these scores represent the similarity or likelihood
of each category for the input instance. After normalization,
scores are combined by various methods and in this study
we investigate three rules. Assume that there is k matchers,
{My, ..., My}, where s; is the normalized score of matching
the input instance to a particular category using matcher M;,
then the overall score () is computed by one of the following
rules:

Sum rule:

k
S=Y s (7

Product rule:

k
S = 1_[ Si (8)
i=1
Max rule:

S = max{sy,s2..., S} ©)]
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FIGURE 8. Hybrid fusion of feature and score levels.

3) DECISION-LEVEL FUSION

Decision-level fusion is another late-fusion technique in
which the final/global decision is determined based on the
local decisions of each individual prediction model. This level
is easy to be implemented but similarly to score level it is
often computationally expensive due to the various classifi-
cation methods. If we assume k& decision makers (models)
denoted as {DMi, ..., DMy}, such that d; is the decision
made by DM; for a given input instance, the final decision
can be made from the local decisions by voting, i.e. the final
decision is the most frequent decision (mode operation) of
local decisions: y = mode{dy, d> ..., d,}.

B. MULTI-LEVEL HYBRID FUSION

Features, scores and decisions can be mixed together at mul-
tiple levels. This may result in an improved model but it
requires lots of efforts and computational complexity. In this
study, we investigate combing features at the first level then
combining the resulting scores from the prediction models at
the second level as illustrated in Figure 8.

V. EXPERIMENTS

A. EVALUATION MEASURES

There is no single measure that can serve as a reliable
measure for performance evaluation, especially due to the
nature of uneven distribution of the sentiment classes in most
real-world sentiment datasets [§7]. Accuracy alone is a biased
measure toward the majority class in imbalanced classifi-
cation problems. Therefore, several evaluation measures are
considered in addition to the accuracy (Acc) for assessing and
comparing the performance of various models. In this sense,
Precision (Prc), Recall (Rec), F'1 score, and Geometric Mean
(GM) score are more suitable. The reported measures, except
accuracy, are the weighted average of those computed for
each class. The receiver operating characteristic curve (ROC)
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TABLE 5. Comparison of SVC and LR machine-learning approaches using textual and emojis features extractors; highest results are in bold.

Features Classifiers  Rec Prc Fy GM Acc

(a) Textual based features

tf-idf SVC 72.55 £2.11 7359 +1.71 72.63 £2.13 7274 £1.92  72.55 £2.11
LR 7441 £2.31 75.61 +1.84 74.49 +229 7475 £2.01 74.41 +2.31

LSA svC 70.83 £2.48  71.98 +2.85 70.94 £2.53  71.10 £2.93  70.83 £2.48
LR 71.78 £2.51 7222 +2.70 71.86 £2.55 71.50 +2.83  71.78 £2.51

Structural svC 55.90 +4.59 4280 +14.15 4195 +3.31  50.30 £1.61  55.90 +4.59
LR 59.16 +2.82 61.28 +2.54 59.32 285 59.99 +2.63 59.16 +2.82

Text CBOW svC 81.49 +2.43  82.10 +2.51 81.58 +2.43  81.76 +2.59  81.49 +2.43
LR 81.44 +2.50  82.22 £2.57 81.54 +2.50 81.84 £2.63  81.44 £2.50

Text Skip-Gram svC 82.64 +3.03  83.31 +3.12 82.73 £3.02 83.02 +3.22  82.64 £3.03
LR 82.54 +2.64  83.41 £2.90 82.64 +2.64 83.04 £291 82.54 +2.64

(b) Emojis based features

Emojis frequency SvC 77.96 £2.12  79.11 +1.81 78.07 £2.12  78.50 £1.95  77.96 £2.12
LR 78.53 +2.33  79.75 +2.41 78.64 £2.33  79.12 +2.42  78.53 £2.33

Lexicon-based svC 77.96 +1.88  79.70 £1.77 78.08 £1.89 7891 +1.82  77.96 +1.88
LR 76.33 £1.65  79.61 +1.71 7638 £1.71  77.99 +1.58  76.33 £1.65

Emoji-CBOW sSvC 78.67 £1.39  79.31 £1.52 78.77 £1.39  78.84 £1.53  78.67 +1.39
LR 79.10 £2.17  79.77 +2.32 79.20 £2.18  79.29 £2.41  79.10 +2.17

Emojis Skip-Gram  SVC 78.62 £1.57  79.24 £1.47 78.72 £1.56  78.77 £1.54  78.62 +1.57
LR 79.53 £2.03  80.17 +2.16 79.62 +2.03  79.71 £2.22  79.53 +2.03

and area under the curve (AUC) are also used as an evaluation
measures.

B. EXPERIMENTAL SETTINGS

In this study, we have a binary class sentiment polarity detec-
tion problem, where the class labels are negative and positive.
10-fold cross-validation mode is used for evaluation. For sin-
gle modality classification, Support Vector Machines (SVC)
and Linear Regression (LR) are adopted. In order to avoid
biased models and over-fitting, the classifiers’ parameters are
chosen empirically by experimenting on the Syrian dataset.
The linear kernel support vector machine is among the top
ranked classifiers, hence it is used in the fusion models.
Since the dataset is imbalanced, the classifier is trained with
balancing class weight. Our system is developed in Python.
Gensim package [88] was used for semantic analysis and
feature extraction and Scikit-Learn package [89] was used for
machine-learning approaches.

C. RESULTS AND DISCUSSIONS

a: TEXT-BASED FEATURES RESULTS

The top section of Table 5 shows the results obtained for
SVC and LR using five textual feature extraction methods:
tf -idf , LSA, structural, CBOW and Skip Gram. For the #f -idf
features, LR classifier shows the best performance in terms of
all evaluation measures, with the highest accuracy of 74.41%.
For LSA features, the highest results are obtained also when
using LR classifier. Except for structural features, there is a
minor difference between LR and SVC. These results match
the findings of an empirical study conducted by [90] between
support vector machines and logistic regression. However,
both classifiers have the worst results in the case of structural
features.
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In general for textual features, Word2 Vec embedding mod-
els demonstrate the highest results, with Skip Gram achieving
a higher accuracy of 82.64% =+ 3.03 when using SVC classi-
fier, i.e. 8.23% increase than the traditional #f -idf . Word2Vec
CBOW comes next with an accuracy of 81.49% =+ 2.43 using
SVC classifier.

b: EMOJIS-BASED FEATURES RESULTS

The emojis-based results for the same classifiers are reported
in the lower section of Table 5. Four feature extraction
methods are evaluated: emojis frequencies, lexicon-based
features, emojis CBOW and Skip-Gram models. Compared
to the well-known textual features namely #f-idf, LSA and
structural features, the basic form of emojis based fea-
tures with similar machine learning approaches, i.e. emojis
frequencies, performs significantly better. The highest per-
formance of emojis based features is achieved when using
LR classifier with Skip Gram features, reaching an accuracy
of 79.53% =+ 2.03. Although it is lower by 3.11% than the
best approach for textual features, it has lower computational
complexity than the extraction method of textual features.

c: SINGLE-LEVEL FUSION RESULTS

As found above, text Skip Gram achieves the highest results
followed by Text CBOW and then emojis. These individual
feature extraction approaches are considered here as baseline
uni-modal predictive models of tweets sentiment. We ran
several experiments to evaluate different early and late fusion
methods to improve the results. We considered fusing emojis
features in their basic form (emoji frequencies), which only
requires counting, with textual features using Text CBOW
and Text Skip Gram. Table 6 illustrates the attained results

121041



IEEE Access

S. Al-Azani, E.-S. M. EI-Alfy: Early and Late Fusion of Emojis and Text to Enhance Opinion Mining

TABLE 6. Fusion of Text CBOW, Text Skip Gram and Emojis Frequencies models at feature, score and decision levels using support vector machine with

linear kernel (where ¥ refers to sum, prod or max score fusion function).

Features Fusion Rec Prc Fy GM Ace
CBOW-Emojis C-E 83.83 £2.64  84.00 £2.78  83.85 £2.65  83.57 £2.90  83.83 +2.64
U (C,E) 84.31 +2.09 84.31 +2.10 84.25 +2.13  83.58 +2.31  84.31 +2.09
SG-Emojis S-E 83.74 £2.78  83.88 £2.79  83.75 +2.77 83.45 +2.87 83.74 £2.78
YU(S.E) 85.41 +2.59 85.43 +2.60 85.37 +2.62  84.80 +2.83  85.41 +2.59
CBOW-SG-Emojis C-S-E 83.41 £3.21  83.48 £3.18  83.41 £3.20  83.01 £3.26  83.41 £3.21
sum(C,S,E) 84.60 £2.56 84.64 +2.59  84.58 +2.58 84.14 +2.74  84.60 +£2.56
prod(C,S.E) 84.74 £2.29 8476 +2.30  84.72 +2.30  84.23 +2.43  84.74 £2.29
max(C,S,E) 85.08 +2.34  85.07 +2.36  85.03 +2.37 84.44 +2.53  85.08 +2.34
mode(C,S,E) 83.07 £2.77 83.14 +2.82 83.06 £2.80 82.62 +2.99  83.07 +2.77

Note: C: Text CBOW, S: Text Skip Gram (SG), E: Emojis frequencies, C-E: Feature-level fusion of C and E, S-E: Feature-level

fusion of S and E, C-S-E: Feature-level fusion of C, S and E

TABLE 7. Performance of hybrid fusion schemes of feature and score levels.

Feature  Score Fig. Rec Prc 1 GM Acc

CS Y(CS, E) 8-a  85.08£2.24 85.07 £2.24 85.03 £2.26 84.43 £2.38  85.08 £2.24

SE sum(SE, S, E) 8-b 8498 £2.79  85.03 +2.79 8497 £2.81 84.54 £2.94  84.98 +2.79
prod(SE, S, E) 8-b  85.03+2.72 85.09 +2.73  85.01 £2.75 84.58 +2.89  85.03 +2.72
max(SE, S, E) 8-b 8522284 8523285 85.18+2.86 84.59 299 85.22 +2.84

CSE sum(CSE, C, S, E) — 84.60 +2.73  84.66 £2.75  84.59 £2.75  84.16 +2.90  84.60 +2.73
prod(CSE,C, S,E) — 84.69 £2.79  84.75 £2.80  84.68 +2.82  84.24 +2.98  84.69 +£2.79
max(CSE, C,S,E) — 84.89 £2.46  84.88 +2.47  84.85 +2.47 84.28 £2.59  84.89 +2.46

for feature-level, score-level and decision-level fusions of
two and three feature representations. We can observe that
the performance has remarkably improved, with a highest
accuracy of 85.41% = 2.59 when using two representa-
tions (Text Skip Gram + Emojis Frequencies) at the score
level, using any fusion rule sum, prod or max (which is
indicated in the table by W; since the results are similar
when fusing two scores). We also noticed that although
combining the three feature representations (Text CBOW,
Text Skip Gram, Emojis) has slightly lower accuracy than
combining only Skip Gram and Emojis, this may be due
to the confusion resulting from using two word embed-
dings CBOW and Skip Gram. For decision-level fusion,
combining the three representations (Text CBOW + Text
Skip Gram + Emojis) has better accuracy than the single
modalities.

d: MULTI-LEVEL HYBRID FUSION RESULTS

A number of multi-level hybrid fusion techniques is inves-
tigated using two and three feature representations. Table 7
shows the results for two-level hybrid fusion of feature and
scores using two and three types of features. The first level
is feature level and three possibilities are tested CS (Text
CBOW + Text Skip Gram), SE (Text Skip Gram + Emojis
Frequencies), CSE (Text CBOW + Text Skip Gram + Emojis
Frequencies). Then, the resulting scores are combined with
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FIGURE 9. Performance comparison using ROC curves and area under the
curves (AUCs) for five sentiment classification models.

scores from other single feature vector models using sum,
prod and max rules. For instance, the notation sum (SE, S, E)
means the sum of the scores resulting from three models: one
trained on augmented feature vector SE (Text Skip Gram +
Emojis Frequencies), one trained on S (Text Skip Gram)
and one trained on E (Emojis Frequencies). The highest
performance is achieved when using max(SE, S, E), with an
accuracy of 85.22% =+ 2.84.
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e: ROC CURVES

Figure 9 compares the performance in terms of ROC and
AUC for five sentiment classification models using SVC. The
feature extractors covers three baseline methods each using
a single modality: Text CBOW (CBOW), Text Skip Gram
(SG), and Emojis Frequencies (Emojis). It also shows the best
two score-level fusion methods using two modalities: Text
CBOW with Emojis Frequencies (W(C, E)) and Text Skip
Gram with Emojis Frequencies (V(S, E)).

VI. CONCLUSION

This study presents a comprehensive review of work related
to emojis-based opinion mining and sentiment analysis for
social media. Previous work indicates that emojis will have a
profound role in analyzing opinions and detecting sentiments
in social platforms since they provide a quick visual way
to express ideas and provide critique or appraisal reviews.
However, the research in this area is still in its early stages
and more innovations are expected in near future. Moreover,
this paper demonstrates how effective combining emojis with
text to detect sentiment polarity. Four methods have been
investigated to extract features from emojis and build pre-
dictive models to detect sentiment polarity. The results are
comparable to text-alone related features and even better than
some of the traditional textual feature extraction methods.
Additionally, in order to determine the best way to combine
emojis features with textual features, various single-level and
multi-level fusion techniques are evaluated. The experimental
results show that fusing emojis with text has improved the
performance at all fusion levels in terms of recall, precision,
F1 score, geometric mean and accuracy. The highest per-
formance is achieved when using Skip Gram with Emojis
at the score level. As future work, the proposed methodol-
ogy can be explored for other languages and more feature
extraction methods can be evaluated. Moreover, it is impor-
tant to investigate the performance with other methods of
topic modeling such as non-negative matrix factorization and
latent Dirichlet allocation. Another point worth of exploring
is the variations of impact and interpretation of emojis across
multiple languages.
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