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ABSTRACT Intracranial hypertension is an acute, life-threatening neurological condition that can lead to
high risk of mortality. Its prompt identification and timely management are key to functional recovery and
resuscitation of the patient. The objective of the present study is to propose quantitative measures for the early
assessment of intracranial hypertensive (IH) episodes in traumatic brain injured (TBI) patients and to explore
the association between intra-individual variability and IH events. To achieve this, we identified fifty-nine
IH events in twelve TBI patients, and analyzed intracranial pressure (ICP), mean arterial pressure (MAP)
and heart rate (HR). The notion of Granger causal (GC) analysis was adopted to quantify the bi-directional
information flow patterns among ICP, MAP and HR. Additionally, the coefficient of variations of GC values
was estimated to quantify intra-individual variations. The present study shows that GC values of ICP-to-
MAP, MAP-to-ICP and HR-to-ICP decrease during an IH event while the GC value of HR-to-MAP increases
during an IH event. Moreover, it was also observed that TBI patients show more inconsistency during ICP
elevations. Our findings suggest that directional communications across cardiovascular (MAP and HR) and
cerebrovascular (ICP) mechanisms are associated with the onset of intracranial hypertension. These derived
GC measures may also be utilized as functional bio-markers in physiological diagnostics.

INDEX TERMS Heart rate, Granger causality, traumatic brain injury, intracranial hypertension, intracranial

pressure, mean arterial pressure.

I. INTRODUCTION

Traumatic Brain Injury (TBI) is responsible for deleteri-
ous physiological insults and the worst functional outcomes.
TBI is the leading cause of global deaths and disabilities [1].
It is well established that the hostile pressure gradient is the
main driver of TBI, and can cause severe damage to the
brain. For example, over-elevated cerebral perfusion pres-
sure (CPP) can break down the blood-brain barrier [2]-[4]
and increase vulnerability to the development of pathological
conditions such as cerebral edema, transient ischemic attack,
stroke, eclampsia, heart failure, aortic dissection and renal
injury [5], [6]. Similarly, low CPP can result in brain ischemia
and the so-called secondary brain injury after TBI [2].
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To this, recent guidelines by the Brain Trauma Foun-
dation [7] recommend CPP as a target (to be maintained
between 60 and 70 mmHg) to achieve favorable outcomes
for the survival of a patient. CPP, which is defined as the
pressure gradient between intracranial pressure (ICP) and
mean arterial blood pressure (MAP) [8], can be maintained
by regulating ICP or MAP. Since MAP cannot be raised
indefinitely, the maintenance of ICP at an acceptable level
is crucial for TBI patients.

Cumulative evidence suggests that early episodes of
intracranial hypertension (elevated ICP) following TBI
increase mortality risk [9]-[12]. Therefore, it has been
proposed to examine this end of the ICP spectrum
while developing TBI management therapies to avoid irre-
versible brain damage. Having a central role in the human
circulatory system, ICP homeostasis is ensured by the
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complex interplay of cardiovascular and cerebrovascular
control mechanisms. One of these mechanisms is named
as cerebral auto-regulation, which maintains blood flow
despite of changes in CPP. Under normal physiology, cere-
bral auto-regulation involves different processes such as
metabolic, myogenic and neurogenic mechanisms [13]. For
example, a-adrenoreceptors in the brain vessels cause vaso-
constriction in response to systemic hypertension to keep
the cerebral blood flow stable, and prevent hyperemia [13],
[14]. Another control mechanism which effectively buffers
acute CPP fluctuations is termed as arterial baroreflex
[15]-[17].

Arterial baroreflex is arbitrated by pressure sensitive neu-
rons such as baroreceptors. These neurons are lying in the aor-
tic arch and carotid sinuses. The arterial baroreflex provides
input to the cardiovascular centre in the medulla oblongata
in response to any blood pressure (BP) swing and adjusts
different sympathetic and parasympathetic activities of the
central nervous system accordingly [18], [19].

Baroreflex operates as a negative feedback dynamic sys-
tem. The increase in BP triggers baroreceptors inhibiting
sympathetic tone and activates parasympathetic drive, which
slow down heart rate for the ultimate buffering of the
increase in BP [15], [20], [21]. Conversely, a drop in BP has
the opposite effect and results in increasing the heart
rate [16], [22], [23]. An established tool for baroreflex
assessment is to examine the complex signatures of BP and
HR interactions [24]. Due to the closed-loop nature of the
physiological mechanisms, recent studies explore informa-
tion transfer between different modules of the underlying
relationships [25]. For example, multivariate autoregressive
model-based GC analysis has been extensively employed
to examine information transfer patterns between BP, cere-
bral blood flow and end-tidal CO, time series quantify-
ing the human sympathetic cerebrovascular control [26].
A similar approach was adopted to quantify the dynamics
of the putative Cushing reflex in cerebral hemodynamics
and baroreflex control across spinal cord injured individuals
by Saleem et al. [27].

A plethora of studies [28]-[30] investigated the physiolog-
ical derangements after TBI and its neurological outcomes.
For example, Doherty et al. [31] observed that blood-brain
barrier (BBB) permeability changes after TBI, which can
trigger multiple pathologic events. The BBB impairment
can affect the central nervous system by initiating some
adverse processes such as alteration in signaling pathways
and immune infiltration [32], [33]. Dysfunction of the auto-
nomic nervous system was also observed in TBI patients [28].
Other systemic complications observed in TBI patients are
linked to neurogenic causes including cardiovascular, res-
piratory, haematological and inflammatory response [29].
Cardiac sequelae after TBI may be in the form of
myocardial infarction, arrhythmia or ischemia [30], and
respiratory complications may cause pulmonary edema.
Similarly, haematological complications may develop coag-
ulopathy and the cascaded inflammatory events after TBI can
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mediate systemic changes, leading to neutrophilia, fever and
muscle breakdown [29].

Many studies have been conducted to examine the asso-
ciation of cardiovascular and cerebrovascular physiological
signals with the onset of TBI in humans. However, to the
authors’ best knowledge, the present study is the first attempt
to identify the role of intracranial hypertensive events in the
baroreflex control of TBI patients. To achieve this, the notion
of multivariate Granger causal analysis was adopted to
quantify variations in couplings of physiological variables
including BP, HR and ICP. GC values were estimated
across the total of fifty-nine IH events, identified in twelve
TBI patients. GC analysis provides novel physiologi-
cal indices that might be adopted along with (real-time)
ICP monitors for the predictive modelling of intracranial
hypertension management in TBI patients. The hypothesis
of the present study is firstly based on the occurrence of an
IH event that can affect the relationship between cardio-
vascular (MAP and HR) and cerebrovascular (ICP) systems
which might be explored by using GC analysis, and secondly
on the association of intra-individual variability with the
ICP elevation that may be measured with the coefficient of
variation of GC values. The major contributions of this study
are summarized as follows:

« Analyzed the role of intracranial hypertensive events in

the baroreflex control of TBI patients,

o Applied GC analysis to measure the variations between
physiological parameters (ICP, MAP and HR) and mea-
sured coefficient of variation for the intra-individual
variability,

« Clinically significant findings to develop physiological
monitors for intracranial hypertension management in
the TBI patients.

The remainder of this study is divided into multiple
sections. Section II describes the methodology used to
analyze the data of TBI patients. Section III presents
our findings while next section discusses these findings
in more detail. Section V highlights clinical significance
of the study and paper ends with the conclusion in
Section VI.

Il. MATERIALS AND METHOD

The data examined in this study were obtained from Phy-
sionet (public source) [34]. Data collection was performed
in accordance with the rules and regulations of the MIT-
MGH General Clinical Research Center and MIT COUHES
Committee to consider human beings as experimental sub-
jects. The detailed description of the data collection process
can be found in [35]. However, a brief overview is provided
here.

A. DATA COLLECTION & PRE-PROCESSING

The data contain multi-channel signal recordings of ICP,
electrocardiogram (ECG) and arterial BP (ABP).
Hemodynamic monitoring devices by General Electric
(TRAM-rac 4A) were installed in multiple surgical intensive
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care units of the Robert Wood Johnson Medical Cen-
ter (RWIMC) at Rutgers State University, USA. These
devices continuously record physiological time series at
a sampling frequency of 50 Hz from an analog input
of 5V and the resolution of 1.41 mV (1V corresponds
to 100 mmHg). An indwelling fluid-filled catheter (Arterial
Line, Edwards Life Sciences Inc.) was inserted in the radial
artery to monitor continuous ABP. Micro-transducers by
Camino Laboratories (Camino Direct Pressure Monitor) were
inserted into the frontal cranium for continuous monitoring
of ICP and identification of IH regions.

IH event identification is directly associated with ICP.
The high ICP value (above 25mmHg) for the consecutive
5 minutes after 60 minutes normal ICP value (below
25mmHg) was identified as an IH event in TBI patients.
These IH events were identified by a self-determining event
detection process, which consists of two stages. In the first
stage, all the data were segmented into multiple windows of
one minute each. Mean and variance of ICP signals for each
window were calculated. Windows with variance greater than
50mmHg? were considered as artifacts and were excluded
from further analysis. In the second stage, windows meeting
the eligibility criteria of an IH event (ICP > 25mmHg) were
selected as IH events [35].

The data were analyzed using our in-house built
MATLAB (Mathworks Inc.) routines. The detection of ITH
events was done by using CHARM GUI [35]. HR was calcu-
lated from continuous ECG signals by estimating R-R peaks.
Raw ABP and ICP were beat-to-beat averaged resulting in
non-uniformly sampled MAP and ICP time series. These
decimated time series (HR, MAP and ICP) were linearly
interpolated before being re-sampled to 0.1 Hz [36].

B. GRANGER CAUSALITY

Different probabilistic and analytical techniques have been
proposed to comprehend causal interactions between differ-
ent physiological time series [26], [27], [37]. The basic idea
of Granger causality was introduced by Wiener [38] in 1956.
According to him, a time series X is said to be causal to a
time series Y if Y can be better predicted by adding previous
knowledge of X over and above that of Y.

Granger [39] extended this idea to formulate an autore-
gressive model. According to him, if the prediction error of
time series Y is decreased by adding past knowledge of time
series X in an autoregressive model over and above that of
time series Y, X is said to have causal (driving) effect on Y.

Mathematical derivation of the above description was
developed by Granger [39], and is given as follows: sup-
pose there are two time series X and Y ie., X =
[X(1) X2) ... X(NM)]and Y =[Y(1) Y(2) ... Y(N)]. If we
want to predict Y by adding the linear combinations of its past
values then we can have the following reduced autoregressive
model,

Y(n)=Ayy (DY (n—1)+Ayy )Y (n—2)
+ - FAyy MY -M) +e(m) (D)
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where the residual € (n) is the prediction error and M is the
order of an autoregressive model. If we consider previous
values of both time series X and Y (X is an exogenous input),
the full autoregressive model becomes,

Y(m)=Ay (DY (n—1)+Ay (DY (n—-2)
+ -+ Ay MY (0-M) +Axy (DX (n = 1)
+Axy DX (n=2)+ - +Axy M) X (n-M)
+€(n) @)

where the residual € (n) is the prediction error and M is the
order of autoregressive model.

The Akaike information criterion was used for model order
estimation. It states that X is said to be Granger causal to Y,
denoted as X — Y, if the full model given in equation 2,
represents a better prediction of the data than the reduced
model given in equation 1. The strength of Granger causality
is determined in terms of GC value, defined as

2]
12|

where |Z| is determinant of the residuals co-variance matrix,
and ) > and ) _ are co-variance matrices of autoregres-
sive model residuals € (n) and € (n), respectively. In this
study, GC values are estimated for MAP-to-ICP, ICP-to-
MAP, MAP-to-HR, HR-to-MAP, HR-to-ICP and ICP-to-HR
combinations.

3)

Fx_,y=1In

C. COEFFICIENT OF VARIATION

Intra-subject variation is evaluated by estimating the
coefficient of variation (CV), which is defined as
the ratio of standard deviation (SD) to the mean of the
data [40], [41] i.e.,

V) =< x 100% 4)
n

where o is the standard deviation, and u is the mean value of
data.

D. STATISTICAL ANALYSIS

All values are reported as mean + SD, unless otherwise
stated. Normality of data was verified using Shapiro-Wilk
test. The significance of difference between pre-events vs.
IH events was verified using parametric dependent sample
t-test. The significance of the differences between GC val-
ues of the following comparisons was also evaluated using
the parametric dependent sample t-test: MAP-to-ICP vs.
ICP-to-MAP, ICP-to-HR vs. HR-to-ICP, MAP-to-HR vs.
HR-to-MAP. The smaller the p-value, the stronger the evi-
dence to reject the null hypothesis, i.e. there is less than 5%
probability of being correct for the null hypothesis. To stay
consistent with the existing literature, the present study also
adopted p < 0.05 to test the a-priori significance.

IIl. RESULTS
The data recordings of thirteen TBI patients were processed
to identify IH events. These patients stayed approximately

121139



IEEE Access

T. Shahzad et al.: Variations in Information Flow Patterns Following IH Events in TBI Patients

TABLE 1. Number of IH events identified in 12 TBI patients. Subject 9 is not mentioned in the table because it was found to have no IH event.

5 6 7 8 10 11 12 13

133 1 3 3 4 2 6

Subject number 1 2 3 4
Number of IH events 6 16 1 1
p < 0.005 p <0.005 p=0.85
1.04 ; 0.4+
=)
<
(0]
2 0.5
g
O
(O]
0,

ICP-to-MAP MAP-to-ICP

-o— Pre-events

ICP-to-HR

p <0.005

p<0.005

1.5+

MAP-to-HR

HR-to-MAP

—=- |H events

FIGURE 1. GC values estimated from sixteen events of the representative subject (subject 2) for pre-events vs. IH events. GC, Granger causal; IH,

intracranial hypertensive.

7

(a)

(b)

FIGURE 2. Granger causal strengths demonstrated by weighted arrows. x represents statistically significant decrease and ¥ represents statistically
significant increase for (a) pre-events vs. (b) IH events. IH, intracranial hypertensive.

between 42 hours to 512 hours in the hospital. We identified
IH events (event criteria defined in materials and method
section) ranging from 16 IH events in subject 2 to no IH
event in subject 9. The present study analyzed data recordings
of only 12 TBI patients because not a single IH event was
observed in subject 9. Detail of all identified and selected
IH events, after rejecting some artifacts, is given in Table 1.

The data segments of five minutes were extracted before
the start of every IH event in order to differentiate dynamics
of IH events from that of normotensive regions. These events
are named as pre-events. Herein all comparisons are given
for IH events vs. pre-events. The data were divided into
two groups. A subject with the highest number of IH events
(subject 2 with 16 IH events) was considered as a first group
that aims to explore the intra-individual variations across
IH episodes while all other subjects were pooled in the second
group. Group-wise description of the results is provided in the
following sections.

121140

A. GROUP 1: REPRESENTATIVE SUBJECT 2

GC values estimated from 16 events of subject 2 for both
pre-events and IH events are shown in Figure 1. A significant
decrease was observed in GC values for ICP-to-MAP and
MAP-to-ICP for IH events as compared to those of pre-
events. For ICP and HR relations, a significant decrease
was found across HR-to-ICP. However ICP-to-HR remained
unaltered for IH events. In contrast, a significant increase was
observed for HR-to-MAP, whereas MAP-to-HR remained
unchanged for IH events. An illustration of a physiologi-
cal network derived from GC patterns among MAP, ICP
and HR, is shown in Figure 2 for both pre-events and IH
events. It is evident that MAP played the role of key driver
with strong communication to both ICP and HR. How-
ever, information flow decreased for both MAP-to-ICP and
ICP-to-MAP during IH events (Figure 2b). Interestingly,
the information flow pattern from MAP-to-HR was not sig-
nificantly altered for pre-events vs. IH events. However, the
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FIGURE 3. GC values estimated for all subjects excluding subject 2 for pre-events vs. IH events. GC, Granger causal; IH, intracranial

hypertensive.

other arm (from HR-to-MAP) showed a significant increase
during IH events. Average GC values along with percentages
of segments having significant causal interactions (p < 0.05)
for both pre-events and IH events are shown in Tables 2 and 3.
It is evident that significant interactions were found across at
least 65% of segments for both pre-events and IH events.

TABLE 2. GC values for pre-events of the representative subject
(subject 2).

% of pre-events having significant GC value Significance
causal interactions (p<0.05) (mean+SD) (p-value)

MAP-to-ICP 89 0.454+0.23 0.0001
ICP-to-MAP 81 0.28+0.16 ’
ICP-to-HR 86 0.13+0.09 0.85
HR-to-ICP 71 0.11£0.06 )
MAP-to-HR 86 0.3440.19 0.02
HR-to-MAP 81 0.20£0.13 )

TABLE 3. GC values for IH events of the representative subject (subject 2).

% of IH events having significant GC value Significance
causal interactions (p<0.05) (mean=+SD) (p-value)

MAP-to-ICP 94 0.1540.11 0.05
ICP-to-MAP 71 0.05£0.04 )
ICP-to-HR 70 0.1040.07 0.002
HR-to-ICP 64 0.03£0.02 )
MAP-to-HR 91 0.4040.25 0.0001
HR-to-MAP 84 0.77£0.23 )

Intra-individual variations of GC values, in terms of coef-
ficients of variations (%), are given in Table 4. It is evident
for pre-events that the highest CV of 69% was found across
ICP-to-HR whereas the lowest CV of 51% was found
across MAP-to-ICP. IH events were found with the highest
CV of 80% for ICP-to-MAP and the lowest CV of 30% for
HR-to-MAP. Interestingly, high CVs were observed across
all GC values of IH events as compared to pre-events,
except HR-to-MAP.

B. GROUP 2: ALL SUBJECTS EXCLUDING SUBIJECT 2

Estimated GC values from 43 pre-events and IH events of all
subjects (excluding subject 2) are given in Figure 3. It was
observed that strength of information transfer decreases for
IH events for both arms of ICP-MAP interactions. Similarly,
adecrease was observed across HR-to-ICP arm for IH events.
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TABLE 4. Coefficients of variation (%) of GC values for a representative
subject (i.e., subject 2).

Pre-events IH events
MAP-to-ICP 51 73
ICP-to-MAP 57 80
ICP-to-HR 69 70
HR-to-ICP 54 67
MAP-to-HR 55 62
HR-to-MAP 65 30

Whereas the ICP-to-HR arm did not show any significant
change for pre-events vs. IH events. For MAP-HR interac-
tions, a significant increase was found in the HR-to-MAP
arm for IH events whereas the MAP-to-HR arm did not show
any significant change across pre-events vs. IH events. The
physiological network resulted in the same pattern as that of
the representative subject 2 (not shown here on account of
space).

Consistent with the representative case (subject 2),
MAP was found playing the role of central entity across
ICP-MAP-HR interactions. However, IH events caused
a decrease in the coupling strengths of ICP-to-MAP,
MAP-to-ICP and HR-to-ICP, and an increase in HR-to-MAP
information flow. Average GC values along with percent-
ages of segments having significant causal interactions
(p < 0.05) for both pre-events and IH events are shown in
Tables 5 and 6. At least 69% pre-events and 61% IH events
were found having significant causal interactions.

TABLE 5. GC values for pre-events of all subjects excluding subject 2.

% of IH events having significant GC value Significance
causal interactions (p<0.05) (mean=+SD) (p-value)

MAP-to-ICP 87 0.5940.30 0.0001
ICP-to-MAP 85 0.361£0.20 )
ICP-to-HR 80 0.22+0.10 0.23
HR-to-ICP 69 0.17£0.10 )
MAP-to-HR 90 0.6540.20 0.01
HR-to-MAP 86 0.25£0.13 )

IV. DISCUSSION

The study of human physiology for information exchange
in a closed-loop network is important for characteri-
zation of the instability and variations in monotonous

121141



IEEE Access

T. Shahzad et al.: Variations in Information Flow Patterns Following IH Events in TBI Patients

TABLE 6. GC values for IH events of all subjects excluding subject 2.

% of pre-events having significant GC value Significance
causal interactions (p<0.05) (mean+SD) (p-value)

MAP-to-ICP 91 0.25+0.09 0.02
ICP-to-MAP 78 0.12£0.07 i

ICP-to-HR 73 0.25+0.07 0.005
HR-to-ICP 61 0.09+0.05 T
MAP-to-HR 93 0.69+0.24 0.005
HR-to-MAP 89 0.83£0.10 .

physiological parameters. Consistent with the first hypoth-
esis, it was observed that the IH event: 1) reduces the GC
value across both arms of ICP-MAP interactions; 2) reduces
the GC value only across the HR-to-ICP arm of ICP-HR
interactions; and 3) increases the GC value across the HR-
to-MAP arm of HR-MAP interactions. The examination of
the second hypothesis reveals that IH events, as compared to
pre-events, show more inconsistency in TBI patients in terms
of increased CV, except the HR-to-MAP interactions where
reduced CV was found during IH events.

Variations in physiological parameters including BP and
HR, are pervasive in human health [42]-[44]. Stability in
these parameters is an indication of stable health while varia-
tions can lead to failure of homeostasis, and are considered as
a symptom of disease [42], [44], [45]. Complex networks can
have the ability to absorb external shocks and the fluctuation
can be a subtle response to internal physiological changes.
Although the direct monitoring of physiological processes is
common these days, the application of a systematic approach
(as adopted in the present study) can provide new intuitions
in the current clinical practice. To this, MAP, ICP and HR
time series encapsulate key information for IH occurrences
in TBI patients, and inter-connection of these respective
sub-systems can be apprehended by their Granger causal
analysis [42], [46].

The effect of intracranial hypertension on TBI patients is
complex. It may involve the interaction between ICP, cerebral
auto-regulation, cerebral edema and systemic blood pres-
sure. Cerebrovascular auto-regulation maintains the persis-
tent cerebral blood flow in spite of variations in systemic BP
in healthy populations [47], [48]. However, in TBI patients,
cerebrovascular auto-regulation is weakened, i.e. an increase
in systemic BP can lead to the breakdown of a blood-brain
barrier, an increase in ICP and cerebral edema [2], [47], [49].
In contrast, hypotension in TBI patients can cause brain
stroke [50], inadequate blood flow, kidney failure [51], [52]
and heart disease [53]. In TBI patients, hypotension is also
associated with morbidity and mortality. Even a single occur-
rence of hypotension may increase the risk of mortality [54].
It can be classified as orthostatic, postprandial, acute
and chronic. Orthostatic is known as one of the most common
form of hypotension.

Blood pressure management is critical for TBI patients,
and its fluctuation can lead to fatal health conditions. Modern
multimodal brain monitoring systems may be helpful for
BP management in TBI patients [47], [55], [56]. A multi-
modal monitoring system is a tool used to measure multiple
parameters. It has several invasive and non-invasive modules
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to monitor different physiological activities such as cerebral
hemodynamics, ICP, CPP, cerebral blood flow, brain tissue
oxygenation and cerebral auto-regulation. It can also provide
clinically significant information prior to the occurrence of
any irreversible damage [47], [57]. For example, Bouzat [58]
and Dias [59] suggested its usage to optimize cerebral blood
flow, brain oxygenation and cerebral perfusion pressure. The
current study proposes novel indices which might be adopted
in modern brain monitoring systems to identify IH episodes
in TBI patients for blood pressure management.

We have provided confirmatory findings regarding vari-
ations in information flow patterns following IH episodes
through analysis of TBI patients. Our study presents some
of the first findings that analyse causal interactions between
cardiovascular and cerebrovascular mechanisms in a com-
plex closed-loop network from a multi-signal dataset of TBI
patients. The bi-directional interactions dominated by MAP,
and apprehended by GC analysis, may imitate a process of
causal information flow between MAP, HR and ICP. The
findings of the present study are in accordance with those of
Gao [42]. They reported a significant increase of information
flow between ICP, HR and MAP in the stable TBI patients,
whereas there was a decreased information flow in the severe
TBI patients, which leads to a higher mortality rate and
unfavorable outcomes.

Our findings also suggest that GC examination provides
additional clinically significant information through direc-
tional information flow analysis in TBI patients. It is evident
from the dominating nature of MAP that it influences HR
and there is also a direct association between cardiac output
(product of stroke volume and HR) and MAP. In response
to fluctuations in MAP, baroreceptors produce afferent sig-
nals in the negative feedback mechanism to the medulla
oblongata that keeps MAP in the normal range. Remarkably,
MAP has a strong causal inference to HR whenever cerebral
auto-regulation is in place [42].

Similarly, the effect of HR variations on ICP dynamics may
not look intuitive at first glance, and can be attributed to some
direct and indirect physiological processes [42], [60]-[62].
For example, HR variations can cause changes in cardiac out-
put which lead to fluctuations in carbon dioxide (CO;) level.
In response to CO, variations, cerebral circulation adjusts
ICP [42], [60], [62]. Moreover, HR variations also change
diastole time which causes changes in the cerebrospinal fluid
volume or compartmental blood, leading to ICP fluctuations.

The findings of the present study are in accordance with
existing literature [36], [42], [63]. For example, Gao [42]
examined bi-directional causal interactions between MAP,
HR and ICP for the second 24 hours following TBI, and its
association with mortality. According to this study, MAP has
a strong influence on both HR and ICP, however no dominant
unidirectional causal interactions were observed between ICP
and HR. Strong causal information flow was observed in
patients who were stable after 24 hours while reduced or no
information flow was found among those who died. Another
study [63] used an approximate entropy analysis to examine
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the relationship between the complexity of MAP, ICP and HR
in TBI patients. Significant associations between the com-
plexity of MAP, ICP and HR were found. These associations
demonstrated the complexity as an independent mortality
predictor. Its findings also suggest that the complexity mon-
itoring of these physiological signals for the early six hours
can be helpful for better management of patients in intensive
care units.

A study by Zeiler [36] used logistic regression analysis
and suggests that a decrease in multiscale entropy (MSE) of
cerebral physiological (ICP) and cardiovascular (MAP and
HR) signals is directly linked to worse outcomes and a higher
mortality rate in TBI patients. The study used the Extended
Glasgow Outcome Scale (GOSE) score for rating patients.
Logistic regression analysis also confirms that a lower HR
MSE-complexity index (MSE-ci) and ICP MSE-ci have
direct associations with unfavorable outcomes and death.

According to the Monro-Kellie doctrine, the intracranial
compartment is composed of fixed volume, and it can be fur-
ther decomposed into three sub-compartments: blood, brain
and cerebrospinal fluid (CSF). Consequently, any decom-
pensation such as elevation in intracranial pressure may be
provoked by a disturbance in (i) cerebral blood circulation
(namely vascular component of ICP), (ii) CSF circulation
(namely CSF circulatory component), and (iii) associated
brain edema. Analogously, ICP waveform embeds different
spectral components associated with distinct physiological
mechanisms including respiration, slow vasogenic waves and
long-standing trends (due to edema or acute impairment of
CSF circulation) [64], [65]. With the aim to characterize
IH episodes, the objective of the present study was to develop
indices across an entire spectral range of ICP waveform.
However, a future study is intended to comprehend the
associated physiological processes that play vital roles in ICP
dynamics.

Traumatic brain injury can cause loss of physiological
regulators of hemodynamic control in the brain (such as
cerebral perfusion auto-regulation, baroreceptor reflex mech-
anism and Cushing reflex) which results in disruption in
the control of ICP. According to the Monro-Kellie hypoth-
esis, an increase in ICP can be controlled by decreasing
CPP. This decrease in CPP dictates that there is a decrease
in blood pressure which subsequently results in initiating
auto-regulation of ICP [66]. When ICP rises above 16 mmHg,
the brain blood vessels constrict to reduce the blood flow
to the cranium, and ultimately reduce the ICP. Therefore,
when homeostatic functions of the brain are lost due to
traumatic brain injury, the ICP increases and physiological
regulatory functions are inoperable [66], [67]. This degree of
impairment of auto-regulation might be directly associated
with the onset of an IH event, resulting in intra-individual
variability. However, a future study is needed to explore the
role of each physiological compartment, i.e. MAP, HR and
ICP towards intra-individual variability.

Though the findings of the present study, using the para-
metric dependent sample t-test, are encouraging, the scenario
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of multiple patients having many IH episodes may be better
handled by a mixed-effects model [68] to test the statistical
significance of the proposed indices.

V. CLINICAL SIGNIFICANCE

Causal information flow analysis between different cere-
brovascular and cardiovascular processes is of clinical sig-
nificance. Its findings might be useful for the predic-
tive modelling of intracranial hypertension management in
TBI patients. The quantitative analysis of a physiological
system against any disruption might be vital, not only for
long-term prognosis but also for short-term forecast. The
information gained from causal analysis may be helpful for
prospective modelling of physiological systems, which can
play an important role during early critical intensive care unit
stay of TBI patients.

VI. CONCLUSION

The present study indicates that there is a significant causal
relationship between intracranial pressure, heart rate and
mean arterial pressure in traumatic brain injured patients.
Causal information flow between these cerebrovascular and
cardiovascular signals is directly associated with an IH event.
It can be considered as a potential index for its onset in
TBI patients. Disruption in information flow can increase
the probability of IH occurrence and vice versa. Addition-
ally, IH events in TBI patients also exhibit more inconsis-
tency in terms of GC values as an intra-individual variability
measurement. Currently, there is no consensus on aggres-
sive treatment of intracranial hypertension in TBI patients,
and physicians have to decide at the individual patient level
for intracranial hypertension management. The present study
suggests adopting GC values as potential indices for mul-
timodal monitoring systems to quantify intracranial hyper-
tensive episodes for its better management in TBI patients.
A future study may be intended to comprehend the associ-
ated physiological processes such as cerebral auto-regulation
and CSF, which play important role in ICP dynamics.
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