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ABSTRACT The energy limitation in traditional wireless sensor networks is effectively ameliorated by
equipping energy harvesting modules and rechargeable batteries on nodes in energy harvesting wireless
sensor networks (EH-WSNs). However, enhancing the harvested energy utilization is still a challenge. In this
paper, we proposed an improved uneven clustering protocol to enhance the harvested energy utilization of
EH-WSNs. The protocol contains cluster establishment and data collection stages. To reduce the energy
consumed for cluster head (CH) selection and reserve more energy for data transmission, a novel CH
selection scheme is proposed to select nodes with better performance as CHs. To further enhance the
harvested energy utilization, a dynamic transmission power adjustment scheme is designed for both CHs and
cluster members in the data collection stage under the limited capacity of rechargeable batteries. A series of
experiments are conducted to verify the effectiveness of the proposed algorithm, and the results demonstrate
that the proposed algorithm utilizes the harvested energy more efficiently and performs better than the

corresponding competitors.

INDEX TERMS Energy harvesting wireless sensor networks, cluster head, data transmission, energy

utilization.

I. INTRODUCTION

Owing to the low cost and convenience, wireless sensor
networks (WSNs) have received growing attention and have
been applied in diverse areas [1], [2]. In traditional WSNss,
sensor nodes are typically powered by batteries. Due to the
finite stored energy in batteries and the inconvenience of
battery replacement, energy efficiency has become a critical
issue for WSNs [3]. Recently, many research efforts have
been devoted to design energy-efficient algorithms to prolong
the network lifetime [3]-[5], among which include cluster-
based routings. Clustered WSNs are typically composed of
a sink node and a certain number of clusters. Each cluster
contains a cluster head (CH) and cluster member (CM) nodes.
The CHs are responsible for receiving data from CMs, aggre-
gating the received data, and then forwarding the data to the
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sink. Therefore, CHs consume more energy than CMs. To bal-
ance the energy consumption among the nodes, the CH is usu-
ally rotatory selected in a cluster. Many cluster-based routings
have been designed to prolong the lifetime of WSNs [6]-[8].
However, as long as the battery capacity is finite, energy
exhaustion of the batteries in sensors is inevitable.

Recently, energy harvesting (EH) technology has been
integrated into WSNs to ameliorate energy limitations [9].
WSNs powered by energy harvesting devices are called
energy-harvesting wireless sensor networks (EH-WSNs).
The sensor nodes in EH-WSNs equipped with energy harvest-
ing modules can extract energy from external sources, such as
solar, thermal, vibration, and RF energy. In theory, they can
work permanently until hardware failures occur if the con-
sumed energy is less than the harvested energy [10]. However,
EH-WSNs have unique features, that is, the uncontrollability
and dynamics of available ambient energy, heterogeneous
energy harvesting efficiencies among nodes, and limited
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capacity of rechargeable batteries. For example, sensor nodes
equipped with solar panels harvest more energy on sunny
days than on rainy or cloudy days. They generally receive
more energy in sunny areas than in shady areas. Further-
more, the harvestable energy is uncontrollable and dynamic
owing to dynamic external sources. The harvested energy
is discarded if the rechargeable batteries are fully charged.
Moreover, the nodes distributed in the monitored area have
different metrics, such as node density, distance to the sink,
and signal-to-noise ratio (SNR) of data transmission. Owing
to the above features, cluster-based protocols for traditional
WSNSs cannot be adopted in EH-WSNs directly [4], [11].
Recently, many cluster-based protocols have been designed
for EH-WSNs [12], [13]. However, the harvested energy
utilization efficiency is ignored when designing data trans-
mission schemes in these cluster-based protocols. Further-
more, the competition-based CH selection scheme adopted in
these protocols consumes considerable energy and seriously
degrades the performance of EH-WSNs.

In this paper, we consider solar as the ambient energy for
sensor nodes and propose an improved cluster-based protocol
called CPMHE to enhance the harvested energy utilization of
EH-WSN:ss. It enhances the utilization by reducing the energy
consumed for CH selection and dynamically adjusting the
transmission power of both CHs and CMs for data transmis-
sion. The main contributions of this study are as follows.

(1) To reduce the energy consumed for CH selection and
reserve more energy for data transmission, a novel CH selec-
tion scheme is proposed to select nodes with better perfor-
mance as CHs. Many parameters that affect the performance
of CHs have been considered.

(2) A dynamic transmission power adjustment scheme is
proposed for both CMs and CHs to reasonably adjust their
transmission power for data transmission under the limited
capacity of rechargeable batteries.

(3) Extensive experiments were conducted, and the exper-
imental results verified the effectiveness of CPMHE in using
harvested energy.

The remainder of this paper is organized as follows.
Related work is discussed in Section II. Section III describes
the relative models, including the network model, energy
consumption model, and harvest energy prediction model.
Section IV presents the proposed CPMHE method. The eval-
uation of our algorithm and the analysis of the obtained
results are included in Section V. Finally, we present the main
conclusions and future work in Section VI.

Il. RELATED WORK

Owing to the advantages in terms of both energy effi-
ciency and scalability, cluster-based routings have received
increasing attention and have been applied in increasing
applications. The low-energy adaptive clustering hierarchy
(LEACH) [14] is a well-known cluster-based data transmis-
sion approach. To prevent fast battery draining, every node
in a cluster can get a chance to become the CH based on a
predefined probability for the rotation of the head role among
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sensor nodes in LEACH. After a sensor node is selected as the
CH, the other nodes are CMs and are connected to the CH
with the minimal energy needed to reach the CH. Thereafter,
the CH receives data from CMs in the same cluster. Based
on LEACH, several algorithms have been proposed in recent
decades [6], [8], [15]. However, all these algorithms are
designed for traditional WSNs and cannot be directly adopted
by EH-WSNs.

By equipping energy harvesting modules and rechargeable
batteries on sensor nodes, nodes in EH-WSNs can harvest
ambient energy and sustain a perpetual lifetime [16]. In the
last few decades, many cluster-based protocols have been
proposed for EH-WSNs [12], [13]. For CH selection, both
Yujia et al. [17] and Sah and Amgoth [18] selected CHs based
on the residual energy and predicted harvested energy of the
sensor nodes. Different methods were adopted to predict the
harvested energy (or energy harvest ratio). Yujia et al. [17]
adopted a long short-term memory (LSTM) neural network
to predict harvested energy, whereas Sah and Amgoth [18]
used the exponential weighted moving average (EWMA).
Sharma and Bhondekar [19] also considered traffic hetero-
geneity factors when selecting CHs in addition to the residual
energy and energy harvesting rate of nodes in EH-WSNs.
In contrast to the above algorithms that focus on the residual
energy and energy harvesting rate of nodes for CH selection,
Tang et al. [10] selected CHs based on the consumed energy
and the estimated harvested energy of nodes. To address the
mismatch between the energy harvesting process and the real
energy demand, Dong et al. [20] proposed a cluster-based
routing protocol called DEARER. The DEARER protocol
selects nodes with high energy arrival rates or being close to
the sink to serve as the CH nodes. Recently, Haq ef al. [21]
proposed a cluster-based algorithm called E>-MACH for
EH-WSNs. It selects CHs based on a weighted function
defined by multiple attributes, such as link statistics, neigh-
borhood density, current residual energy, and the rate of
energy harvesting of nodes. However, the data transmission
scheme was not introduced in [21]. For all the above cluster-
based algorithms for EH-WSNs, similar to LEACH, the com-
petition scheme was adopted to select the CHs. The candidate
nodes need to transmit a large amount of status information
for CH competition. As a result, a large amount of energy is
consumed, and the performance of EH-WSNs is degraded.
Furthermore, the limited capacity of the rechargeable battery
is rarely considered when designing cluster-based routings
in these algorithms. Therefore, the harvested energy is dis-
carded after the rechargeable battery is fully charged, which
decreases the harvested energy utilization efficiency.

In contrast to the above competition-based algorithms,
some researchers have adopted other novel schemes for
CH selection and proposed cluster-based routing proto-
cols. Recently, Ren and Yao [22] proposed an energy-efficient
CH selection scheme for EH-WSNs. The scheme divides
all nodes in a cluster into three types: CH, CM, and the
scheduling node (SN). The SN is used to monitor and store
the real-time residual energy of all nodes, including the CMs
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and the CH in the same cluster. During the CH selection
phase, the SN specifies a CM as a new CH according to
the monitored results. The energy consumed by CH selection
is reduced. However, the nodes in a cluster, including the
CH and CMs, must transmit many messages to the SN for
residual energy confirmation. This process also consumes a
large amount of energy and degrades the performance of the
EH-WSN:ss. In contrast to the scheme in [22], Zhang et al. [4]
and Bozorgi ef al. [23] adopted the waiting time for CH
selection in EH-WSNs. When CH selection is triggered, each
node gets a waiting time by considering some parameters
and then starts a timer. Nodes with better parameters, such
as more residual energy and more harvested energy, can get
less waiting time. The node that reaches its waiting time
first sends a CH win message and then changes its role as
a CH. The other nodes that are still waiting and listening
can receive the CH win message. Thereafter, they stop their
timers and change their roles as CMs. The sensor nodes do not
transmit any status information for CH selection. Therefore,
the energy consumed for CH selection is reserved, and the
performance of the EH-WSNs is improved. The parameters
used to design the waiting time have a significant influ-
ence on the CH selection results. Zhang et al. [4] consid-
ered the ratio of the residual energy and energy gain when
designing the waiting time. Bozorgi et al. [23] considered
the energy level and amount of energy harvesting. However,
some other vital metrics, such as the distance to the sink,
node density, predicted harvest energy prediction, and SNR,
are ignored in these algorithms. Furthermore, although the
limited capacity of the rechargeable battery is considered
in both [4] and [22], the limitations for adjusting the trans-
mission power are too loose when designing cluster-based
routings. As a result, some nodes adjust their transmission
power irrationally and then drain their energy rapidly, which
prevents the EH-WSNs system from working normally and
then decreasing the harvested energy utilization efficiency.
To the best of our knowledge, the problem considered in this
study has not yet been studied, even though it occurs widely in
practice.

1. NETWORK AND ENERGY CONSUMPTION MODEL FOR
EH-WSNs

A. NETWORK MODEL FOR EH-WSNs

The EH-WSNs considered in this study contain N stationary
sensor nodes and a resource-rich sink. Each sensor is powered
by a capacity-limited rechargeable battery and a photovoltaic
panel, which enables the nodes to harvest energy from the
solar. The entire EH-WSNs are divided into multiple clus-
ters, and each cluster contains a CH and several CMs. The
main tasks performed by CMs are to sense and transmit the
collected data to their CHs. Thereafter, the CHs aggregate
the received data from the CMs or other CHs, and then
transmit the aggregated data to the sink. We assume that the
EH-WSNs system considered in this study has the following
characteristics:
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(1) It is a static network in which the nodes cannot move
after deployment.

(2) Every node has a unique ID i(1 < i < N) and knows
its own position and that of the sink. The location can be
obtained by GPS at deployment or localization protocols,
which are beyond the scope of this paper.

(3) The transmission range of the sink can cover the entire
deployment area, and the wireless transmission power of
each node can be adjusted based on the distance between the
receiver and itself. The maximum and minimum distances
between the node and sink are d,,, and d,,;; respectively.

(4) The limited rechargeable battery capacities of all nodes
are identical and are denoted as E,. The residual energy of
node i is expressed as E;. The initial energies of all the nodes
are identical and are denoted as E;;,;.

B. ENERGY CONSUMPTION AND HARVESTING
PREDICTION MODEL

We adopted the first-order radio model in this study. Let
djj denote the distance between nodes i and j. The energy
consumed for node i sending k-bit data to node j is

d,:,'<d0
emf X dif djj = do’

2
& X dj;

Epx (k» dij) =k X Eele + (D

and the energy consumed for node j receiving k bit data is
Ep (k. dij) =k X Ecle. )

where &7 and g, are the propagation loss coefficients. The
value of n is determined by the transmission distance d;; and
a predefined threshold, dy = \/Eﬁ / emp.n = 2if dyj < dy and
n = 4 otherwise.

In EH-WSNSs, harvest energy prediction is a significant
issue because ambient resources are uncontrollable and
change dynamically [18]. An accurate harvest energy pre-
diction algorithm can effectively improve network perfor-
mance [24]. Many solar energy prediction models have
been proposed in recent decades, such as the LSTM neu-
ral network [16], EWMA [18], [25], Accurate Solar Energy
Allocation (ASEA) [25], and Profile Energy Prediction (Pro-
Energy) [26]. Because of the advantages of adaptability to
dynamic change, low computational complexity, and fewer
sample requirements, ASEA is adopted to predict the har-
vested energy in this study. The expected value of the har-
vested energy of node i in time slot 7 + 1, i.e., EH fx" (t+1),
is calculated as follows in ASEA:

el
EH{" (t+1)=a x EH;" (t) + (1 —a) EH* (1), (3)

where EH " (t) and EH'®! (t) denote the expected value of
harvested energy and the real harvested energy of node i in
time slot ¢ respectively, « is the weight parameter between
Oand 1.

Thereafter, the predicted harvested energy of node i in
time slot # + 1, ie, EHY (t + 1), is obtained by revis-
ing EH;" (t + 1) as follows according to the influence of
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FIGURE 1. The block diagram of CPMHE.

weather factors on energy acquisition in the short term,
EH (t + 1) = ¢i(t) x EH;" (t + 1), 4)

where @;(t) denotes the revision factor of node i in time slot 7,
and can be calculated using the following equation:

1
EH® (1)

T ) §)

@i (1) =

IV. ALGORITHM IMPLEMENTATION

The working process of the CPMHE is divided into two
stages: the cluster establishment stage (CES) and the data
collection stage (DCS), as shown in Fig. 1. The main task
of CES is to divide the entire monitored area into multiple
uneven clusters and select an initial CH for each cluster. The
DCS is divided into the data transmission stage (DTS) and
CH selection stage (CHSS). The DTS is used to collect data
from the CMs. Owing to the unstable and uneven harvested
energy, CMs adopt different sampling rates for sustainable
working in the CPMHE. The sampling rate of CMs is decided
by some relative algorithms, such as the algorithm proposed
in [27]. The CHs in this stage keep working in listening
and receiving data. At the end of each data reception cycle,
the CHs aggregate the received data and then forward the data
to the sink. The CHSS is triggered to select a new CH for
each cluster when the residual energy of the working CH is
less than a predefined threshold. In the following sections,
we elaborate on the details of these stages.

A. THE CLUSTER ESTABLISHMENT STAGE (CES)

This stage is designed for the initial clustering. Its main task
is to divide the entire EH-WSNs into multiple uneven clusters
and select an initial CH for each cluster. The CES procedure
is formally described in Algorithm 1.

After all nodes are deployed, the sink sends a message
Partion_Cluster(dyay, dmin) to all nodes for clustering. As the
transmission range of the sink can cover all the deployed
nodes, as mentioned in Section III.A, all nodes can receive
Partion_Cluster(dpyay, dmin). Thereafter, node i calculates its
distance to the sink, i.e., dj5, according to the strength of
the received signal RSSI;. Then, node i sends a message
Cluster(i, djs, E;, RY) for clustering, where Rf is the compet-
itive radius for nodei and can be calculated by the following
equation:

dmax - dis

dmax - dmin

R=(1-8 )RC (6)
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Algorithm 1 CES()

1 The sink sends Partion_Cluster(dyax , dmin);
2 for (each node i) do

3 if (node i has received
Partion_Cluster(dyayx, dyin) ) then

4 Calculate djs according to RSSI;;

5 Get R by (6);

6 Send a message Cluster(i, djs, E;, Rf) for
clustering;

7 Get its node density des;;

8 Calculate its signal-to-noise ratio (SNR;) by (7);

9 endif

10 end for

11 Adopt the method proposed in [28] for clustering;
12 All nodes work in listening state;

13 The sink sends CH_Select();

14 for (each node i) do

15 if (node i has received CH_Select()) then

16 Calculate WTC'" by (8);

17 Start a wait timer and work in listening state;

18 endif

19 end for

20 for (each node i) do

21 if (receive CH_Win(j,m)) then

22 Stop its wait timer;

23 Change its role as CM;

24 else

25 if (the timer reaches the wait time WTC")
then

26 if (only node i has WT'C?") then

27 Change its role as CH;

28 Broadcast CH_Win(i,m);

29 else

30 Select node i’ with the most residual
energy as CH;

31 Broadcast CH_Win(i’,m);

32 endif

33 endif

34 endif

35 end for

36 for (each node i in cluster m) do

37 Decide the sampling rate by the method
proposed in [27];

38 Send Sam_Rat(i, j, m) to CH (node j);

39 end for

40 if (the CH (node j) in cluster m has received sampling
rate messages from all CMs) then

41 Decide its server time slot for each CM;
Y) Broadcast the server time slots to all CMs;
43 endif

where B is a constant coefficient between 0 and 1, and RC is
the predefined maximum competition range of all the nodes.

Thereafter, the method proposed in [28] is adopted to
divide the entire monitored area into multiple uneven clusters.
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The clusters closer to the sink are smaller than those farther
from the sink. As a result, the CHs closer to the sink consume
less energy for intra-cluster data transmission and reserve
some energy for inter-cluster data transmission. More details
regarding uneven clustering are given in [28]. By receiving
the clustering message from neighbors in the above clus-
tering, node i is able to obtain the node density des; in its
deployment area. Nodei also obtains its signal-to-noise ratio
(SNR;) as follows:

S,
Power; 8

i
Power?”'

SNR; = 101og ( 7

where Power;® is the effective power of the signal and
Power”‘” is the effective power of the noise.

After clustering, the sink sends a message CH_Select()
to all nodes for starting the CH selection. After receiving
CH_Select(), each node triggers a wait timer for CH selection
and works in the listening state. For node i in cluster m,
the wait time WTCY" is defined as the time interval between
the time when node i receives CH_Select() and the time
when node i sends the CH competition message. WICY" is
calculated by

EH (t + 1 dis
WIC]" = §; x -be%—}-&xi
Ecap max(EHi ) dmax
desi SNRi
1) — 4+ _, 8
04 % max(des) 05 X max(SNR) ®)

where §1, 62, 83, 84, and 85 are constant coefficients between
Oand 1,and §; + &> + 83 + 84 + 85 = 1. In (8), E‘ leads to
nodes that have more residual energy having more hkely tobe

EHY™ (1+1)
selected as CHs. W

dicted harvested energy havmg more chances to be selected as
CHs. Distance is an important parameter that affects energy
consumption in wireless communication, as shown in (1).

In (8), dd# introduces the system to select nodes that are

. des;
closer to the sink as CHs. T (des) leads to the nodes at the

center of their neighbors to be selected as CHs with more
chances. Furthermore, the signal transmission quality has an
important influence on the system performance in EH-WSNs.
The last part in (8), i.e., %, leads the system to select
nodes with higher SNR as CHs.

After getting WT'C?" and triggering the timer, node i works
in the listening state and waits for the end of its wait time.
During the waiting process, node i stops its wait timer and
changes its role as a CM if it receives a CH win message
CH_Win(j, m) from its neighbors in the same cluster. Other-
wise, it announces itself as a CH at the end of its wait time.
It also sends a CH win message CH_Win(i, m) to its neighbors
in cluster m. If multiple nodes have equal wait times, node i’
with the most residual energy is selected as the CH, because
CH requires more energy for data transmission.

Owing to the unstable and uneven harvested energy, each
CM in a cluster adopts a different sampling rate for sustain-
able working. After receiving the CH win message, each CM

results in nodes with higher pre-
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Algorithm 2 DCS()

Node i collects data periodically;
if (Ei > ¢ X E ) then
Node i calculates E;, (I, d;5) and EHIl.m(t + 1)/T;
if (EHY"(t + 1) /T = Ei(l, diy)) then
Node i adjusts its transmission power and sends
data to the sink directly;
else
Node i sends data to the CH node j;
endif
endif
10 CH j aggregates the received data periodically;
1 if (Ej > ¢ x E,,) then
12 CHj calculates E;, (l, djs) and EH;”E(I + 1)/T;

B I EHTG ) / T > En(l, diy)) then

L R

e e 9

14 CH j adjusts its transmission power and sends the
data to the sink directly;
15 else

16 CH j sends the aggregated data to the sink by
multi-hop routing;

17 endif

18 endif

19 if (E; < y x Ejy;) then

20 CH j broadcasts CH_Adj(j, m);

21 Execute lines 14-43 in Algorithm 1 to select a new
CH;

22 endif

node i adopts the method proposed in [27] to determine its
sampling rate, and then forwards the sampling rate message
Sam_Rat(i, j, m) to the CH node j in the same cluster. There-
after, the CH receives all sampling rate messages from the
CMs in the same cluster and then decides its server time
slot for each CM. Furthermore, each CH decides its data
forwarding cycle according to its residual energy, storage
capacity, and the sampling rate of CMs in the same cluster.

B. THE DATA COLLECTION STAGE (DCS)

This stage is divided into data transmission stage (DTS) and
CH selection stage (CHSS). In DTS, each CM wakes up in its
working time slot and sends the collected data to the CH in the
same cluster. If the residual energy of a CH in a cluster is less
than a predefined threshold, the CHSS is triggered to select
a new CH for this cluster. All clusters take the same process
in this stage. Therefore, we only consider one cluster as an
example to introduce the DCS process, which is formally
described in Algorithm 2.

During the DTS stage, the CMs send the collected data to
the CHs. However, they work at different sampling rates to
maintain sustainable working, as mentioned in Section IV.A.
Therefore, the CHs need to keep working in the listening
state and receive data from CMs. The CHs also aggregate
the received data and then forward the data to sink period-
ically. In cluster-based WSNs, multi-hop routing is usually
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adopted to save energy for CHs [3]-[5]. In contrast to the
finite energy of nodes in traditional WSNs, the energy of
nodes in EH-WSNs can be replenished by harvesting energy
from external sources. However, the capacity of rechargeable
batteries is limited. The harvested energy is discarded if the
battery is fully charged. To enhance the harvested energy
utilization efficiency, we propose a dynamic transmission
power adjustment scheme for both CMs and CHs.

After each data transmission, the CM node i in cluster
m checks its residual energy, E;. If E; > ¢ X E,, (¢ is a
constant coefficient between 0 and 1), it calculates the energy
consumption Ex ([, djs) for sending packets with [ bit data to
the sink directly with distance d;;. Thereafter, it compares
E;.(l, dis) with EHfre(t + 1)/T, where T is the number of
times the data are transmitted in the last energy harvesting
cycle. Node i adjusts its transmission power and sends the
data to the sink directly if EHY"(t + 1) /T > Ey(l, djs), and
transmits data to the CH node j otherwise. The transmission
power adjustment scheme for CHs is similar to that for CMs.
However, the subscript i needs to be replaced by j if the above
process is performed by the CH node j and multi-hop routing
is used if EH}(t +1) /T < En(l, djy).

During the working process of the DTS stage, if the resid-
ual energy E; of CH node j in cluster m is less than y x Ejy;
(y is a constant coefficient between O and 1), the CHSS stage
is triggered and the CH broadcasts a request message for
CH adjustment CH_Adj(j, m). To reserve sufficient energy for
node j to work continuously, we set y = 0.3. Thereafter, the
CH selection scheme ( lines 14-43 in Algorithm 1) is adopted
to select a new node as the CH of this cluster. Note that the
message CH_Select() in Algorithm 1 needs to be replaced by
CH_Adj(j, m) in this stage.

V. PERFORMANCE EVALUATION

A. SIMULATION SETUP

NS-3 was selected as the platform to evaluate the performance
of the proposed CPMHE. For the simulation, we distributed
300 energy-harvesting sensor nodes in a two-dimensional
area (500 m x 500 m). We also deployed the sink node
at (250 m, 250 m). Each sensor node is equipped with
a rechargeable battery with a maximal capacity of 100 J
and a solar panel with dimensions of 10 mm x 10 mm.
The updated National Solar Radiation Database statistical
summaries [29], which holds solar and meteorological data
for 1454 locations in the United States, is used as the
solar power harvesting characteristic during the simulation.
We also assume that 20% of nodes are randomly selected for
deployment in shady areas. We set the energy-harvesting rate
of nodes in shady areas to be 30% of the harvesting rate in
sunny areas. All the parameters for the simulations are listed
in Table 1.

As the cluster-based routing protocols for traditional
WSNs cannot be used in EH-WSNs directly, we only com-
pare the proposed CPMHE with the cluster-based routing
protocols designed for EH-WSNs. We compared CPMHE
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TABLE 1. Simulation parameters setting.

Parameter Value
Size of network 500 m x 500 m
Number of sensor nodes 300
Location of the sink (250m, 250m)
Eini 60J
Ecqp 100J
Ele 50nJ/bit
s 10pJ/bit/m?
Emf 0.0013pJ/bit/m*
Size of each packet 80 bytes
a,B,v, 0.5,1/3,0.3,0.7

81, 82, 83, 84, s

Size of solar panel

0.2,0.2,0.2,0.2,0.2
10mm X 10mm

The percent of nodes in the shaded area 20%

with the Uneven Clustering protocol for EH-WSNs (UCEH)
proposed in [17], which is one of the state-of-the-art cluster-
based routing protocols for EH-WSNs. At the beginning of
each round, UCEH selects some nodes as tentative CHs by
comparing the predefined threshold with a randomly gen-
erated numbers. Thereafter, UCEH adopts a competition-
based scheme for CH selection from tentative CHs based on
the residual energy and predicted harvested energy of these
nodes. In the data transmission phase, UCEH always adopts
multi-hop routing without considering the residual energy
of the nodes and the capacity limitation of the rechargeable
battery. We also compare CPMHE with CREW [4], as CREW
adopts the similar waiting time scheme for CH selection in
EH-WSNSs. Furthermore, CREW also considers the limita-
tions of the rechargeable battery when designing the routing
protocol. The following metrics were used to evaluate the
performance of all algorithms:

(1) The residual energy ratio after new CH selec-
tion (RERA) is defined as the ratio between the residual
energy of a newly selected CH and the average residual
energy of CMs in the same cluster with this CH, reflect-
ing the energy quality of newly selected CHs, as the CHs
play an important role in cluster-based routing, as mentioned
in [6], [12], and [13].

(2) The residual energy ratio before new CH selec-
tion (RERB) is defined as the ratio between the residual
energy of a CH and the average residual energy of CMs before
new CH selection in the same cluster, reflecting the energy
quality of the CH before selection [4]. In EH-WSNs, nodes
can harvest energy from the environment, and the residual
energy of the nodes is dynamically changed. After the CH
completes its task as a CH role in a given time slot, it needs
to keep working as a CM or a CH in the next time slot.
Therefore, each CH must reserve sufficient energy for future
working.

(3) The ratio of packet loss (RPL) is defined as the ratio
between the number of packets sent by CMs and the number
of packets received by the sink, reflecting the reliability of
data transmission.
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FIGURE 2. Experimental results on RERA.

(4) The average delay of packet delivery (ADPD) is defined
as the average delay taken by all packets delivered from their
initial sensor nodes to the sink, reflecting the tardiness of
information transmission.

(5) The ratio of available energy utilization (RAEU) is
defined as the ratio of the harvested energy by all nodes
over the ambient harvestable energy to all nodes during each
time quantum, reflecting the acquisition rate of the ambient
harvestable energy.

(6) The harvested energy utilization efficiency (HEUE) is
defined as the ratio of the number of packets received by
the sink in one of the compared algorithms over the pack-
ets received by the sink in LEACH under the same energy
consumed by the EH-WSNs system, reflecting the harvested
energy utilization efficiency.

B. EVALUATION OF EXPERIMENTAL RESULTS

First, we compare the RERAs of all algorithms, and the
results are shown in Fig. 2, which indicates that both CREW
and CPMHE can provide stable RERAs while UCEH pro-
duces unstable results. Furthermore, CREW obtains the best
results for RERA among all the compared algorithms, and
the proposed CPMHE obtains moderate results. This phe-
nomenon is due to the CH selection schemes adopted in these
algorithms. Both CREW and CPMHE adopt the waiting time
scheme for CH selection, whereas UCEH uses a competition-
based scheme based on a randomly generated number. The
different parameters considered for calculating the waiting
time between the CREW and our proposed CPMHE leads
to different RERAs. Only the residual energy and the energy
gain of the nodes are considered in CREW for calculating the
waiting time. In the proposed CPMHE, more factors, such
as residual energy, predicted harvested energy, distance to
the sink, node density, and signal transmission quality, are
considered. As a result, the weight of the residual energy for
CH selection in CREW is higher than that in CPMHE, and
CREW can select nodes with more residual energy as new
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FIGURE 3. Experimental results on RERB.

CHs. Although CREW obtains better RERAs than CPMHE,
CPMHE provides better results on other compared metrics,
as shown in the following sections. Furthermore, by adjusting
the weights of 81, 82, 83, 84, and 85, the proposed CPMHE
can select the nodes with more residual energy as CHS. For
UCEH, some nodes are first selected as tentative CHs by com-
paring the predefined threshold with a randomly generated
number. The selection process has a great deal of randomness,
and some nodes with less residual energy are also selected as
tentative CHs when they generate higher random numbers.
If the nodes with less residual energy are selected as tentative
CHs, the next competition-based scheme for CH selection
can only be completed among these nodes and cannot select
nodes with more residual energy as CHs. The randomness in
selecting tentative CHs leads to unstable results of the RERA
for UCEH.

Second, we focus on the compared results of RERBs
of these algorithms, and the compared results are shown
in Fig. 3, which shows that the RERBs of all algorithms are
less than 1. This is because more tasks are completed by
CHs. In cluster-based WSNs, the CHs need to receive data
from CMs, aggregate the received data, and then forward the
data. The CMs only sense the environmental data and transmit
the data to the corresponding CH. More tasks consume more
energy. Therefore, less energy was left in the CHs before the
new CH selection. Fig. 3 also shows that CPMHE obtains the
best results about RERBs among all the compared algorithms,
while UCEH has unstable RERBs. This phenomenon is due to
the CH selection scheme and the trigger scheme for new CH
selection. First, the different CH selection schemes in these
algorithms select nodes with different residual energies as
CHs. As explained in Fig. 2, both CPMHE and CREW adopt
waiting time schemes and select nodes with more residual
energy as CHs. UCEH uses a competition scheme for CH
selection based on a randomly generated number. As a result,
the residual energy of the selected new CHs in the UCEH has
a great deal of randomness, as shown in Fig. 2. Therefore,
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the energy of the newly selected CHs is heterogeneous in
these algorithms, and the residual energy of these selected
CHs is also heterogeneous after working as CHs for a while.
Second, the trigger scheme for new CH selection also influ-
ences the results of RERBs. CPMHE triggers new CH selec-
tion when the residual energy of the CHs is less than y X Ej;.
Therefore, CPMHE can reserve sufficient energy for CHs to
work in the next time slot. Both CREW and UCEH trigger
new CH selection after multiple rounds without considering
the reserve energy for CHs working in the future. Therefore,
CPMHE obtains the best RERBs, and UCEH obtains unstable
results.

Third, we turn to the RPLs of all the algorithms, and
the experimental results are shown in Fig. 4. It shows that
CPMHE obtains the best results among all algorithms, and
CREW obtains the worst RPLs. Generally, the RPL is propor-
tional to two factors: the residual energy of the two communi-
cators and the corresponding distance. Among all compared
algorithms, only the proposed CPMHE considers these two
factors to select CHs, as shown in (8), which contains five
factors for CH selection. The third factor in (8), i.e., d‘fix,
introduces the nodes near the sink to be selected as CHs.
This reduces the distance from the CHs to the sink and then
decreases the packet loss in the inter-cluster transmission.
At the same time, the fourth factor, %, leads to nodes at
the center of their neighbors to be selected as CHs with more
chances. This reduces the distance from the CMs to their CHs
and decreases the packet loss in intra-cluster transmission.
Furthermore, the SNR is considered in (8). Generally, nodes
with better performance on the SNR transmit data more effi-
ciently. Both CREW and UCEH only consider the residual
energy for CH selection and ignore the distance between the
sending and receiving nodes and the SNRs of the nodes.
For data transmission, all of these algorithms adopt a mul-
tihop transmission scheme. Furthermore, both CPMHE and
CREW can adjust the transmission power of the nodes. How-
ever, CPMHE adopts more stringent constraints than CREW.
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In CPMHE, the nodes adjust their transmission power and
send data to the sink directly only when their residual energy
is no less than ¢ x E,, and EHY“(t + 1) /T > En(l, djy).
In CREW, there is no limitation on the residual energy of
the rechargeable battery, and the nodes transmit data to the
sink directly if the energy consumed by sending data to the
sink directly is less than the harvested energy. In other words,
transmission over a long distance under insufficient energy is
adopted in CREW. Therefore, long-distance transmission is
used more frequently in CREW than in CPMHE. Therefore,
CREW loses more packets than CPMHE does.

Next, we compare the ADPDs of these algorithms, and the
results are shown in Fig. 5. This indicates that the proposed
CPMHE has the best ADPDs among all algorithms, and both
CPMHE and CREW obtain better results than UCEH. The
ADPD is influenced by two factors: the ratio of packet loss
and the number of hops used by the different algorithms
to forward data. The first factor has been discussed in the
previous paragraph. Fig. 4 shows that CPMHE obtains the
best results on the RPL among all algorithms, and CREW
obtains the worst RPLs. For the second factor, UCEH only
adopts multi-hop routing, whereas both CPMHE and CREW
can forward data to the sink directly in addition to multi-hop
routing. Therefore, UCEH uses more hops for data transmis-
sion than CPMHE and CREW, which increases its ADPDs.
For CPMHE and CREW, although CREW has more relaxed
constraints on transmitting data to sink directly than CPMHE
and has fewer hops for data transmission, more packet loss of
CREW, as shown in Fig. 4, generates more re-transmission,
which decreases its ADPDs.

We also evaluated the REAUs of these algorithms. The
results are shown in Fig. 6, which shows that the proposed
CPMHE obtains similar results about REAU with CREW,
and both of them are better than UCEH. UCEH adopts only
multi-hop routing for data transmission. When the batteries
are fully charged, the harvestable energy is discarded if no
changes are adopted for data transmission. Therefore, UCEH
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FIGURE 7. Experimental results on HEUE.

obtains lower values for REAU. For CPMHE and CREW,
the sensor nodes, both CHs and CMs, transmit data to the sink
directly as long as the corresponding constraints are satisfied,
and thus they can harvest more energy from the environment.

Finally, we compare the HEUEs of all algorithms, and the
results are shown in Fig. 7, which indicates that the proposed
CPMHE obtains the best results among all the compared
protocols. This phenomenon occurs because CPMHE har-
vests more ambient harvestable energy, as shown in Fig. 6,
and transmits data with less RPL and less ADPD as shown
in Fig. 4 and Fig. 5, respectively. Furthermore, the novel
waiting time scheme for CH selection also decreases the
energy consumption. As a result, more energy is reserved for
data transmission, and the HEUE is improved.

The above simulations show that CPMHE obtains the best
results on RERB, RPL, ADPD, and HUEU metrics. It also
obtains moderate results on RERA and RAEU metrics. When
considering all compared metrics simultaneously, it can be
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concluded that the proposed CPMHE has better performance
than its competitors.

VI. CONCLUSION

In this paper, we propose an improved uneven clustering
protocol called CPMHE to enhance the harvested energy
utilization of EH-WSNGs. It contains cluster establishment
and data collection stages. CPMHE adopts a novel wait-
ing time scheme for CH selection by integrating many fac-
tors. It decreases the energy consumed by CH selection
and reserves more energy for data transmission. To further
enhance the harvested energy utilization, CPMHE also adopts
a dynamic transmission power adjustment scheme for data
transmission in the data collection stage. The simulation
results show that the proposed CPMHE can enhance the
harvested energy utilization of EH-WSNs and have superior
performance compared to its competitors.

In this paper, an improved uneven clustering protocol
is proposed to enhance the harvested energy utilization
of EH-WSNs. However, only one sink was considered.
Recently, mobile devices, such as unmanned aerial vehicles,
have received increasing attention. Therefore, we intend to
integrate some mobile devices into EH-WSNs as mobile sinks
and to design a corresponding routing protocol for EH-WSNs
with multiple mobile sinks. Moreover, fault tolerance is not
considered in this study, especially for the CHs. If some
CHs fail owing to unpredictable reasons, the corresponding
clusters cannot work normally. Therefore, we plan to design
a fault-tolerant cluster-based routing for EH-WSNs based on
this work in the future.
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