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ABSTRACT Super-resolution (SR) is an ill-posed problem. Generating high-resolution (HR) images from
low-resolution (LR) images remains a major challenge. Recently, SR methods based on deep convolutional
neural networks (DCN) have been developed with impressive performance improvement. DCN-based
SR techniques can be largely divided into peak signal-to-noise ratio (PSNR)-oriented SR networks and
generative adversarial networks (GAN)-based SR networks. In most current GAN-based SR networks,
the perceptual loss is computed from the feature maps of a single layer or several fixed layers using a
differentiable feature extractor such as VGG. This limited layer utilization may produce overly textured
artifacts. In this paper, a new edge texture metric (ETM) is proposed to quantify the characteristics of images
and then it is utilized only in the training phase to select an appropriate layer when calculating the perceptual
loss. We present experimental results showing that the GAN-based SR network trained with the proposed
method achieves qualitative and quantitative perceptual quality improvements compared to many of the
existing methods.

INDEX TERMS Artificial neural networks, computer vision, image enhancement, image resolution.

I. INTRODUCTION
Super-resolution (SR) techniques, which are low-level vision
problem solving methods, have been widely studied for
pre-processing of high-level vision problems such as image
classification [10], object detection [37], and semantic seg-
mentations [38]. Furthermore, they are often used as image
enhancement methods to improve quality by enlarging the
spatial resolution of certain images.

When the spatial resolution of images is reduced, some
information is permanently lost and cannot be recovered.
Most SR techniques obtain information within the image
itself [39], or from outside [40], [41] to restore the lost infor-
mation. Recently, deep convolutional neural networks (DCN)
have been used for many SR problems and they have shown
impressive performance improvement. Although the current
DCN-based SR techniques have some limitations and reli-
ability issues [42], they can provide noticeably improved
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performance compared to traditional SR methods under con-
trolled conditions.

DCN-based SR techniques are largely divided into two
categories: peak signal-to-noise ratio (PSNR) oriented SR
networks [1]–[9] and generative adversarial network (GAN)
based SR networks [9], [10], [13]–[15]. PSNR-oriented SR
networks are trained by the pixel loss that can be computed
based on the distance between the pixel values in the image
space. GAN-based SR networks additionally use both percep-
tual loss and adversarial loss in training, which helps the SR
networks reconstruct perceptually satisfying SR images.

SRCNN [1], FSRCNN [2], VDSR [3], DRCN [4], SRRes-
Net [9], EDSR [5], RDN [6], RCAN [7] and SAN [8]
are some representative PSNR-oriented SR networks. They
are trained by a pixel loss based on the mean absolute
error (MAE) or mean squared error (MSE) of the pixel
values in the image space. Consequently, SR images recon-
structed by PSNR-oriented SR networks are not immune to
the regression-to-mean problem [10] which is the dominant
cause of SR images that appear blurry or overly smooth.
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GAN-based SR networks widely use perceptual loss [11],
[12] and adversarial loss [23] to solve regression-to-mean
problems. Perceptual loss may help SR networks to use image
context better and adversarial loss may help SR images to
reside in the natural manifold when training. By using these
losses, GAN-based SR networks achieve high texture recon-
struction ability, thereby reconstructing SR images that are
more perceptually satisfactory to humans. However, this also
contributes to the creation of overly textured artifacts (Fig. 1).
Most recent GAN-based SR networks have computed the
perceptual loss from the feature maps of fixed layers (Fig. 2).
The SROBB [15] method uses semantic segmentation pri-

ors to reclassify labeled regions into three large categories:
object, background, and boundary regions. These regions can
be used to calculate the perceptual loss from the different lay-
ers of each category. However, using semantic segmentation
priors can also reduce the areas of application.

To solve these problems, we used a new edge texture
metric (ETM) to quantify images from texture-like images
to edge-dominant images. We used this metric to adaptively
select the appropriate layer to calculate the perceptual loss.
The proposed method does not require any additional priors
and it can be used with any of the SR datasets, not like
the SROBB [15] and SFT-GAN [14] methods, which require
semantic segmentation priors in the training phase or in both
the training and inference phases. For this paper, the main
contributions are as follows:

1) We propose an edge texture metric (ETM) to quan-
tify images from texture-like images to edge-dominant
images.

2) We propose an adaptive appropriate layer selection
method to calculate perceptual loss based on the ETM.

3) Our method does not require any additional priors and
it can be used with any of the SR datasets, not like
the SROBB [15] and SFT-GAN [14] methods, which
require semantic segmentation priors in the training
phase or in both the training and inference phases.

II. RELATED WORKS
In the field of image reconstruction, a number of techniques
can be used to train the generator networks. [58] proposed dis-
criminative networks with generative networks while intro-
ducing a context loss function. [59] used the consistency
loss with redesigned perceptual loss when training image
inpainting networks. In [15], the targeted perceptual loss was
used to improve the perceptual quality of the super-resolution
results. [60] introduced a feature map attention mechanism
to effectively utilize the low-frequency and high-frequency
components of feature maps.

Recently, DCN-based methods have been successfully
applied to super-resolution images with promising results.
DCN-based super-resolution methods are largely divided into
PSNR-oriented SR networks and GAN-based SR networks,
and this also explains the perceptual loss that has a significant
influence on the SR images of GAN-based SR networks.

FIGURE 1. Examples of overly textured artifacts when the perceptual loss
computed from feature maps of fixed layers were used for training (scale
factor 4, enlarged).

A. PSNR-ORIENTED SUPER-RESOLUTION NETWORKS
SRCNN [1] is the pioneering work of DCN-based SR tech-
niques which allows the DCN to train mapping between high-
resolution (HR) images and low-resolution (LR) images:

Lpix (θF ) =
1
N

N∑
i=1

D(F(LRi),HRi). (1)

where LRi represents the i-th LR image, HRi represents
the i-th HR image of training images. F(·) denotes the SR
network, D(·) denotes a distance measurement function such
as MAE or MSE, N denotes the number of training image
pairs (LR-HR), θF denotes the trainable parameters of F, and
Lpix(·) denotes the loss function.

Kim et al. [3] proposed the VDSR, which used a deep
CNN architecture inspired by VGG networks [18] that
showed high performance across a wide range of image
classification problems. To train the deep structure of the
SR network, Kim et al. designed the architecture of the SR
network in a global residual way and used large learning
rate settings and adaptive gradient clippings to achieve faster
convergence of the SR network.

Inspired by ResNet [21], Ledig et al. [9] actively utilized
the residual block and skip-connection in the design of
SRResNet. This allowed a deeper architecture of the SR
network to be stably trained. A number of SR networks have
used several residual blocks and skip-connections in their
architecture since the emergence of SRResNet.
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FIGURE 2. Indices represent the index of the VGG-16 & 19 [18] convolutional layers. The arrows indicate the location of
the layers where the perceptual loss was calculated in recent GAN-based SR networks. The proposed adaptive loss
layer selection method based on an edge texture metric is also illustrated. Whereas recent GAN-based SR networks
calculated the perceptual loss by using a limited number of layers, the proposed method includes all layers by utilizing
adaptive loss layer selection.

Lim et al. [5] proposed the EDSR with a structure similar
to SRResNet. In addition, Lim et al. reported that removing
the batch normalization (BN) layer [22] improved the perfor-
mance of the SR network.

RCAN [7] and SAN [8] also improved the SR performance
by analyzing the first-order and second-order correlations
between the channels of the feature map. They also noted that
some existing SR networks might have neglected to analyze
the correlations between the channels.

Zhang et al. [61] proposed an end-to-end trainable SR
model that blends the advantages of the training-based
method and the model-based method with a half-quadratic
splitting algorithm.

Mei et al. [62] noted that both non-local operation and
sparse representation are crucial for SR networks and this led
them to propose a non-local sparse attention (NLSA) method
which is robust in terms of retaining long-range modeling
capability.

B. PERCEPTUAL LOSS
The regression-to-mean problem commonly observed in SR
images reconstructed by PSNR-oriented SR networks that use
pixel loss in training SR networks was amajor obstacle in pre-
vious image reconstruction problems. Johnson et al. [11] and
Dosovitskiy et al. [12] proposed a perceptual loss method
that might increase the range flexibility of the data generated
by the SR networks and help reconstruct complex textures
by calculating the distance from the feature space of selected
layers (and not from the image space). The perceptual loss
was computed as follows:

Lpercep (θF ) =
1
N

N∑
i=1

D(E(F(LRi)),E(HRi)). (2)

where E(·) denotes a pre-trained differentiable feature extrac-
tor such as the VGG [18], which is widely used as a fea-
ture extractor for computing perceptual loss in many recent

GAN-based SR networks [10], [13]–[15], [43]. The pre-
trained VGG-16 & 19 methods have a deep architecture
with many trainable parameters. Also, VGG-16 & 19 do not
have the type of residual structure that has been adopted by
many recent DCN models. Thus, it is easy to extract features
intuitively depending on the depth of the layer with VGG.
Lpercep(·) represents the perceptual loss function. Perceptual
loss is utilized not only by the GAN-based SR but also by
image inpainting [45] and image-to-image translation [46].

C. GENERATIVE ADVERSARIAL NETWORKS
In [23], the GAN technique (the pioneering methodology for
training generator networks with discriminator networks via
an adversarial process) was proposed. The value function
that is a type of minimax game was performed between the
generator and the discriminator as:

min max
θFG θFD

V (FG,FD)

= EY∼pHR [log(FD(Y ))]+ EX∼pLR [1− log(FD(FG(X )))].

(3)

This competitive training relationship defines adversarial
loss applied to the generator that makes the distribution of
the generator output closer to the distribution of the training
data.

In [48], Pourya et al. presented a comprehensive survey of
a wide range of aspects such as code, training datasets, and
evaluation methods.

TheGAN technique has beenwidely applied and studied in
various computer vision fields, such as texture synthesis [49],
text-to-image generation [50], [51], image-to-image transla-
tion [52]–[54], and image inpainting [55], [56].

D. GAN-BASED SR NETWORKS
Ledig et al. [9] and Sajjadi et al. [10] also introduced the
concepts of perceptual loss and adversarial loss obtained by
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FIGURE 3. The same label of image patches does not mean that they have
the same characteristics. Therefore, it is not reasonable to calculate the
perceptual loss in the feature maps of the same layer of both patches.

the GAN frameworks in the training phase of the SR net-
works. This made the SR networks more able to reconstruct
more perceptually satisfying SR images. Due to these charac-
teristics, many GAN-based SR networks may perform poorly
in terms of image space errors (i.e. MAE, MSE or PSNR
values) compared to PSNR-oriented SR networks. However,
their results may be more perceptually satisfying. For a quan-
titative evaluation of the perceptual quality of SR images,
the perceptual index (PI) [24] and LPIPS [29] methods have
already been widely used.

SFT-GAN [14] is a GAN-based SR network utilizing
semantic segmentation priors with a spatial feature trans-
form (SFT) layer that adaptively modifies the tendency of
features for each segmented label. However, the major con-
straint of the SFT-GAN network is that the SFT layer requires
semantic segmentation priors during the training and testing
phases.

The SROBB [15] method also used semantic segmentation
priors to reclassify the labeled regions into three categories:
object, background, and boundary regions. The perceptual
loss was calculated at different feature layers for each cat-
egory. However, this also required semantic segmentation
priors during the training phase and there were some errors in
selecting the appropriate feature layer for various categories.
Figure 3 illustrates the ambiguity of whether semantic seg-
mentation prior is suitable for the proper selection of the layer
to calculate the perceptual loss.

The ESRGAN [13] method introduced the relativistic dis-
criminator [19] which helps to reconstruct realistic textures
when training GAN-based SR networks.

III. PROPOSED METHODS
In this section, we propose a method to calculate the percep-
tual loss by adaptively selecting the appropriate feature layer
(Fig. 2). First, we developed a metric to quantify all of the
images from texture-like images to edge-dominant images.

A. EDGE TEXTURE METRIC
SSIM [26] is a metric that measures the structural similarity
between two images through statistical analysis by utilizing
themeans and standard deviations of the two images. Inspired

FIGURE 4. Randomly cropped 192 × 192 gep samples and corresponding
ETM values.

FIGURE 5. ETM value histogram of 61580 randomly cropped patches of
the DIV2K dataset [28].

FIGURE 6. Normalized ETMs.

by the SSIM, we developed an edge texture metric (ETM)
to quantify the images from texture-like images to edge-
dominant images. We first converted an RGB image into a
gray image (A) and then computed the edge magnitude image
gm using the Sobel operator:

gm (A) = ‖g (A)‖2 =
√
g2x (A)+ g2y (A). (4)

where g(A) is composed of an approximation of column-wise
gradient gx(A) and an approximation of row-wise gradient
gy(A) values. Next, we computed a normalized edge image
(gp) from gm as follows:

gp (A) =
gm(A)
maxgm

=
gm(A)

1140.395
. (5)
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FIGURE 7. Some feature maps extracted from a pre-trained
VGG-19 feature extractor of the DIV2K 0312 (layer indices are numbered
based on Figure 2). ‘Ch’ represents the channel index of the layer feature
map.

The pixel value of the normalized edge image (gp) was
from 0 to 1. To enhance the low values of gp, the enhanced
edge image (gep) was computed as follows:

gep (A) = −g2p (A)+ 2gp (A) . (6)

Finally, we defined the ETM as follows:

ETM (A) = 2
std(gep(A))
mean(gep(A))

. (7)

The proposed ETMcan be viewed as the standard deviation
of the enhanced edge image normalized by the mean of the
enhanced edge image. Texture areas tend to have low ETM
values whereas strong edge areas tend to have high ETM
values. Figure 4 illustrates randomly cropped 192× 192 gep
samples and their corresponding ETM values. Thus, the pro-
posed ETM values are proportional to the degrees of texture
and edge strength. From theDIV2Kdataset [28] that has been
widely used to train SR networks, we randomly extracted
61580 patches and computed the ETM values. Most ETM
values fell between 1 and 5 (Fig. 5).
Since the ETM was used to select the loss layer (as

explained in the next section), the ETM had to have a fixed
range. Based on the ETM histogram, we applied clipping
operations to propose a normalized ETMs as follows:

ETM1 =


0 ETM < 1
(ETM − 1)/4 1 ≤ ETM ≤ 5
1 5 < ETM .

(8)

We also tested three other mapping functions as follows:

ETM2 = ln(4ETM1 + 1)/ ln(5). (9)

ETM3 = 1/(1+ exp(−3.454(4ETM1 − 2))). (10)

ETM4 = (exp(4ETM1 − 1))/(exp(4)− 1). (11)

Figure 6 shows the three mapping functions of the normal-
ized ETMs.
The proposed method is somewhat similar to [57] because

both methods use the Sobel kernel before computing the
loss. However, [57] proposed an edge incoherence loss,
which computes the distance between the gradient vector of
low-dose CT input images and normal-dose CT target images
directly. The proposedmethod performs the Sobel kernel only
on the LR input images, and it utilizes the magnitude of the
Sobel kernel for adaptive loss layer selection.

B. ADAPTIVE LOSS LAYER SELECTION USING ETM
Figure 7 shows some feature maps extracted from a pre-
trained VGG-19 feature extractor of the DIV2K 0312 dataset.
In the shallow layer of high-resolution feature maps, both
texture and edge information are preserved (Fig. 7a). Since
the max-pooling operation selected the largest pixel value
with a block (e.g., 2× 2), eventually only semantic informa-
tion remained in the deep layer with low-resolution feature
maps (Fig. 7b). In general, it has been reported that better
perceptual quality might be obtained when computing the
loss with low-resolution feature maps [9]–[13].

Based on this observation, we selected the layer from
whichwe computed the perceptual loss. In this paper, we used
the following equation:

ilosslayer =
⌊
(Nconv,E − 1)(1− ETMs)+ 0.5

⌋
. (12)

where Nconv,E represents the number of convolutional layers
of differentiable feature extractors and b·c is the round-up
operator. Since we used VGG-19 as the feature extractor in
this paper, Nconv,E was 16 (Fig. 2). Using the selected loss
layer (ilosslayer ), we computed the perceptual loss:

Lpercep,ilosslayer (θF )=
1
N

∑N

i=1
D(Eiloss_layer (F(LRi)),

Eiloss_layer (HRi)). (13)

where Eiloss_layer (·) represents the output of the iloss_layer -th
layer of a pre-trained differentiable feature extractor. Algo-
rithm 1 shows the pseudo-code of the proposed method.
The proposed computation method of ETM and adaptive
loss layer selection have very low computational complexity
so there is almost no difference in time complexity com-
pared to existing methods. The method requires only a single
first-order differential operation on one channel grayscale LR
image patch processed with CUDA. Figure 8 shows some
selected loss layers of sample image patches based on ETM2.

C. TOTAL LOSS COMPUTATION
In order to directly compare the proposed perceptual loss
computation with that of ESRGAN [13], we trained our SR
networks with the same loss setting of ESRGAN except
for the perceptual loss. In other words, the total loss was
computed as follows:

Ltotal(θF )=Lpercep,ilosslayer (θF )+ αLadv,Ra(θF )+ βLpix(θF ).
(14)
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TABLE 1. Comparison of PSNR performance (bold for the highest
performance, underlined for the second).

TABLE 2. Comparison of LPIPS performance (bold for the highest
performance, underlined for the second).

FIGURE 8. Adaptively selected loss layers based on ETM2 corresponding
to sample image patches (left), gep (right). ETM2 values are shown below
the image patches (layer indices are numbered based on Figure 2).

where Lpercep,ilosslayer (·) represents the perceptual loss com-
puted by the proposed method based on ETM, Ladv,Ra(·)
represents an adversarial loss of the relativistic average dis-
criminator [19] and Lpix(·) represents a pixel loss computed
as the distance of the pixel values in the image space. In (13),
α was set to 0.005 and β was set to 0.01.

D. PERFORMANCE COMPARISON OF NORMALIZED ETMs
First, we evaluated the performance of the four normalized
ETMs (ETM1−4) using only the DIV2K training dataset [28].
We also trained ESRGAN-DIV2K using only the DIV2K
dataset for direct comparison. Tables 1-2 show the PSNR
and LPIPS [29] results for quantitative evaluation. Figure 9
shows some of the SR images for qualitative evaluation.
It can be seen that ETM2 showed the best quantitative and
qualitative performance. Therefore, we used ETM2 to train
our final model for extensive comparisons with some of the

Algorithm 1 Perceptual Loss Computation by Adaptive Loss
Layer Selection by the Proposed ETMs
Input: LR images X , HR images Y the number of mini-batch
size N and grayscale counterpart of LR images Z .
Output: Computed perceptual loss value Lpercep of
mini-batch by loss layer selection with proposed ETMs.
1: Sample a mini-batch of images LRi ∈ X ,HRi ∈ Y ,Ai ∈
Z , i = 1, . . . ,N .

2: Initialize loss value variable as, Lilosslayer = 0.
3: for iteration = 1, 2, . . . ,N do
4: Compute the edge magnitude image (gm,i) using the

Sobel operator as,
5: gm,i = Sobelmagnitude(Ai)
6: Compute a normalized edge image gp,i as,
7: gp,i = gp,i/1140.395
8: Generate an enhanced edge map gep,i for enhancing

low values as,
9: gep,i = −g2p,i + 2gp,i
10: Finally, we defined ETM as,
11: ETM = 2std(gep,i)/mean(gep,i)
12: We applied clipping operations for normalizing ETM

as,
13: if thent < 1
14: ETM1 = 0
15: else if then1 <= t <= 5
16: ETM1 = (ETM − 1)/4
17: else if then5 < t
18: ETM1 = 1
19: end if
20: We selected ETM2 for final model training.
21: ETM2 = ln(4ETM1 + 1)/ ln(5)
22: Select loss layer of 16 convolutional layers of VGG

feature extractor based on calculated layer index of nor-
malized ETM2.

23: ilosslayer =
⌊
(Nconv,E − 1)(1− ETM2)+ 0.5

⌋
24: Calculate the distance between features of selected

loss layers, and add to Lilosslayer as,
25: Lilosslayer+ = D(Eilosslayer (F(HRi)),Eilosslayer (F(LRi))).
26: end for

Lilosslayer = Lilosslayer /N

existing SR methods. ETM2 also shows better reconstruction
performance than the ESRGAN-DIV2K method.

E. GENERATOR ARCHITECTURE
RRDB [13], which is the generator architecture of ESR-
GAN [13], has been widely used in many recent GAN-based
SR networks. In the Ntire 2020 challenge on perceptual
extreme super-resolution [25], many teams (including the
top two generator architectures) used RRDB [25], [46],
[47]. Furthermore, the loss setting and training methods
of ESRGAN were widely used as a baseline. Therefore,
we used RRDB as a baseline of our generator archi-
tecture to present performance comparison results with
ESRGAN.
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FIGURE 9. SR images reconstructed from GAN-based SR networks trained by various ETMs and original ESRGAN [13] trained with the DIV2K dataset
(scale factor 4, enlarged).

TABLE 3. Performance comparison with recent SR models. (bold for the highest, underlined for the second of LPIPS).

IV. EXPERIMENTS
Our final model was trained through transfer learning from
the RRDB’s pre-trained PSNR-oriented parameters that were
kindly shared by Wang et al. [13].

The final model was trained with the DF2K (DIV2K +
Flickr2K [28]) and OST [14] training datasets. Also, we only
trained and tested for scale factor 4.We used aMATLAB [30]
bicubic kernel to generate the LR images. The spatial size of
128 × 128 HR patches was randomly cropped and extracted
from the HR images and 32×32 LR patches (counterparts of
the HR patches) were used as training data.

We set the batch size to 16 and the total number of iter-
ations was 800K. The initial learning rate was 0.0001 and
we annealed half at every 100K, 200K, 400K, and 600K
iteration. Ourmodel was trainedwith anAdam optimizer [27]
by setting β1 = 0.9, β2 = 0.99.

Since quantitative evaluation results may differ depend-
ing on some changes in the environment, for qualitative
evaluation we downloaded the pre-trained network param-
eters shared by the authors of various recent SR models
and computed all of the PSNR, SSIM metrics with LPIPS
performance on widely used SR test datasets (BSDS100 [32],
DIV2K [28], manga109 [34], Set5 [33], Set14 [35]).
We found very small differences in the performance metrics

due to the framework SW version differences. We used
PyTorch 1.5.0 (Ubuntu 16.04, 18.04) and several com-
puters with different CPUs (Intel Core i7-9700K, AMD
Ryzen Threadripper 1900X) and different GPUs (GTX 1080,
2080Ti).

Table 3 shows the quantitative results of the pro-
posed method on public benchmark datasets. Although
PSNR-oriented SR networks (EDSR, RCAN, SAN) show
higher PSNR and SSIM performance, the proposed method
shows better LPIPS performance in all the test datasets. The
qualitative results are shown in Figures 10 and 11. Although
ESRGAN succeeded in reconstructing the fine details of
the SR images, it also generated many unpleasant artifacts
that reduced the perceptual image quality. On the other
hand, the proposed method produced sharper images than
the PSNR-oriented SR networks and it displayed fine details
with much fewer unpleasant artifacts than the GAN-based SR
networks.

V. CONCLUSION
In this paper, we proposed a new edge texture met-
ric (ETM) to quantify images from texture-like images to
edge-dominant images. We used this metric to adaptively
select the appropriate layer to calculate the perceptual loss.
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FIGURE 10. SR image results for qualitative evaluation of the proposed method (scale factor 4, enlarged).

Using ETM, we adaptively selected the appropriate layer
feature map for calculating the perceptual loss without any
other additional prior information (i.e. semantic segmentation
priors) when training the GAN-based SR networks.

The need for training-based loss layer selection arose by
introducing DCN in the adaptive layer selection method,
which is something that remains open to exploration in future
work.
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FIGURE 11. SR image results for qualitative evaluation of the proposed method (scale factor 4, enlarged).

Experiments show that GAN-based SR networks trained
by the proposed method showed improved performance qual-
itatively and quantitatively as observed in all aspects of the
PSNR, SSIM and LPIPS results and the reconstructed SR
images compared to the original ESRGAN, which calculates
the perceptual loss at a limited feature level.
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