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ABSTRACT YOLO v3 has poor accuracy in target location recognition, and the detection effect needs
to be improved in complex scenes with dense target distribution and large size differences. To solve this
problem, an improved multi-scale target detection algorithm based on feature fusion (FF-YOLO) is proposed
in this paper. Firstly, the residual structure in Darknet53 backbone of YOLO v3 is replaced by the optimized
dense connection network FCN-DenseNet, and features are extracted effectively through feature reuse,
and the problem of vanishing gradient is further alleviated. Secondly, based on the three-scale prediction
mechanism of YOLO v3, we added a fourth detection scale to make the network learn more shallower
location information. Finally, Spatial Pyramid Pooling (SPP) module is added before each detection layer to
make the local feature information deeply fused. It increases the receptive field of the backbone network and
significantly isolates the most important contextual feature receptive. Experiments show that FF-YOLO can
effectively improve the detection accuracy of multi-scale targets in complex scenes. On Pascal VOC2007
data set, the mAP of FF-YOLO is 5.8% higher than that of YOLO v3. At the same time, the mAP of
FF-YOLO for medium and small targets are 1.5% and 2.2% higher than that of YOLO v3 on MS COCO
data set.

INDEX TERMS Machine learning, object detection, feature fusion, complex scenes.

I. INTRODUCTION
Target detection aims to detect the object of interest in the
image and determine its category and location. It has been
widely used in X-ray image detection [1], traffic sign recog-
nition [2], intelligent recognition monitoring [3], industrial
detection [4] and other fields. With the breakthrough of deep
learning algorithm in image classification [5], [6], target
detection algorithm has developed from the traditional algo-
rithm based on manual feature extraction [7]–[9] to the algo-
rithm based on deep learning [10]–[12]. The target detection
algorithm based on deep learning overcomes the problems
of relying on artificial experience and poor robustness in
traditional methods, and its detection accuracy has been sig-
nificantly improved.
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formats for your particular conference. According to the
detection steps, the object detection algorithm based on deep
learning can be divided into two-stage detection algorithm
based on proposed region [13] and one-stage detection algo-
rithm based on regression. Two-stage target detection algo-
rithm is represented by R-CNN [14], Fast RCNN [15], and
Faster RCNN [16]. This kind of algorithm searches out some
candidate regions of possible objects from the image, and
recognizes the objects of each candidate region. The one-
stage detection algorithm extracts features directly from the
network to predict the category and location of the target,
which has high detection efficiency and realizes end-to-end
real-time detection. Comparedwith previous versions, YOLO
v3 [17] uses a better classification network and adds a multi-
scale prediction mechanism, which is the most widely used
and most versatile one-stage target detection algorithm.

Alexey Bochkovskiy et al. [18] improved YOLO v3, and
proposed YOLO v4 target detection algorithm. Data aug-
mentation method named Mosaic is used to preprocess the
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training input to enrich the detection data set. Moreover,
tricks such as Cross Stage Partial Network (CSPNet) [19],
Feature Pyramid Network (FPN) [20] and Path Aggrega-
tion Network (PAN) [21] are integrated into the network
structure to enhance the learning ability of the network and
further improve the detection performance of small targets.
Ju et al. [22] added adaptive receptive field fusion module in
YOLO v3 to increase the contextual information around the
targets. And they used spatial attention mechanism to deter-
mine the relationship among different regions, which can
strengthen the correlation and compactness among different
regions. Gong et al. [23] proposed a ship detection method
for complex remote sensing images, combining YOLO v3
and Inception structure to realize dimension reduction transi-
tion and enhance feature transmission. The above researches
have improved the YOLO v3 from training strategy, the per-
spectives of feature prediction and feature transfer, which
improved the detection effect of multi-scale targets. How-
ever, there still need some improvement for multi-scale target
detection in complex scenes. Firstly, YOLO v3 does not make
full use of the position information from the shallow feature
map when it integrates the features between the adjacent
scales in the deep layer, so it cannot accurately locate the
overlapping targets; Secondly, the common way of feature
fusion is to series the features of different scales on the
channel dimension, which cannot reflect the correlation and
importance of features between different channels, so the
feature information cannot be utilized inmultiple dimensions.

To solve the above problems, this paper focuses on
strengthening the fusion and reuse of features, and pro-
poses a multi-scale target detection model FF-YOLO (YOLO
with enhanced feature-fusion) for complex scenes. FF-YOLO
retains the advantages of YOLO v3, such as simplicity and
easy transplantation, and strengthens the utilization of dif-
ferent levels of features. Firstly, the backbone network with
dense connection structure is used for feature extraction to
alleviate the vanishing gradient problem and enhance the
transmission and reuse of features. Then, based on the idea
of feature pyramid, a four scale multi-scale prediction mech-
anism is used to extract the location information in the shal-
lower feature map. Finally, the spatial pyramid pooling (SPP)
module is added in front of the four detection layers to
strengthen the fusion effect of features in the same feature
map, so that a feature map has rich deep semantic information
and shallow location information at the same time. In this
way, the improved network model improves the recogni-
tion accuracy of complex overlapping target locations, and
improves the problems of missed detection and misdetection
caused by inaccurate positioning of multi-scale targets.

II. RESEARCH ON COMPLEX TARGET DETECTION
METHOD BASED ON YOLO V3
A. NETWORK STRUCTURE OF YOLO V3
YOLO v3 removes the full connection layer and the last
pooling layer in YOLO v1 and adopts the full convolution

network (FCN) structure [24], so that the network extracting
features can obtain higher resolution features. Its network is
mainly composed of backbone DarkNet53 and three-branch
prediction structure. Among them, Darknet53 is the basic
network for feature extraction. By adding residual structure
between the convolutional layer and the lower sampling
layer [6], the loss caused by gradient disappearance can
be reduced and the learning ability of the network can be
enhanced. In addition, the network draws on the idea of FPN,
uses three branches to fuse and predict three feature layers of
different scales, and fuses the feature layers of different sizes
obtained by down sampling, thus enhancing the fusion and
reuse of feature information of different layers. The network
structure of YOLO v3 is shown in Figure 1.

B. OPTIMIZATION OF TARGET DETECTION METHOD FOR
COMPLEX SCENES
This paper improves the structure of YOLO v3 convolution
network: In the feature extraction part, the ResNet jump-
layer connection structure in the backbone network of YOLO
v3was replaced by DenseNet [25] dense connection structure
to realize the efficient transmission of features. Then, the fea-
ture map was deeply fused between different dimensions, and
the detection layer of the fourth size was added to optimize
the multi-scale prediction mechanism. In addition, the spatial
pyramid pooling module is added before the detection layer,
and the feature map containing rich semantic information
and location information is finally sent into the detector. The
improved network FF-YOLO structure is shown in Figure 2.

1) REPLACEMENT AND OPTIMIZATION OF BACKBONE
NETWORK CONNECTION STRUCTURE
Compared with skip-connection of ResNet, dense connection
of DenseNet can make the transmission of features and gra-
dients more effective. Therefore, replacing Residual module
with DenseNet structure can enhance the reuse of features in
the network, make the network learn more feature informa-
tion, and improve the accuracy of target detection.

The network structure of DenseNet contains a large num-
ber of Dense blocks. Each Dense Block is composed of a
different number of convolutional layers, and each Dense
Block is connected by a transition layer. The output of the
first layer is represented by xl , and the output of a nonlinear
transformation process is represented by Hl . That is, the input
of H1 is x0 and the output is x1, and the input of H2 is x0
and x1, meaning that the input of each layer comes from the
output of all previous layers.

The expressions of Xl in DenseNet and ResNet are shown
in (1) and (2).

Xl = Hl ([x0, x1, . . . , xl]) (1)

Xl = Hl (xl−1)+ xl−1 (2)

It can be seen from formula (1) and formula (2) that in
DenseNet, the output of layer l is obtained through nonlinear
transformation (Hl) after the merger of channels from layer
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FIGURE 1. YOLO v3 network structure.

FIGURE 2. FF-YOLO network structure.

0 to layer l-1, while in ResNet, the output of layer l is obtained
by adding values of the output of layer l-1 and the nonlinear
transformation output of layer l-1. It can be seen that ResNet
has obvious redundancy, and only a small number of features
are extracted from each layer. In contrast, DenseNet does
not need to learn redundant feature mapping and realizes
feature reuse directly through the connection of features on
the channel. The picture in the middle of Figure 4 of Refer-
ence26 shows the comparison of DenseNet with bottleneck
layer and compression module and ResNet. With the same

error, Densenet-BC has much less parameter complexity. The
figure to the right of Figure 4 in Reference26 also clearly
reflects that Densenet-BC-100 requires only a few parameters
to achieve the same results as ResNet-1001. As a result,
DenseNet is able to achieve better performance than ResNet
with fewer parameters and calculations.

Therefore, dense connection structure was used in this
paper to replace the skip-layer connection structure of ResNet
in the backbone network of YOLO v3, andDensenet-121 [26]
was selected for dense connection network. The backbone
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FIGURE 3. FCN-DenseNet network structure.

network with dense connected structure ensures the maxi-
mum information transmission between layers, and combines
the channels of the previous convolutional layers, which
alleviates better and makes more Feature information can be
better passed down, reducing the number of parameters.

On this basis, in order to alleviate the problem of informa-
tion loss in the pooling operation, this paper further optimizes
DenseNet-121 to obtain the FCN-DenseNet. The specific
optimization process is as follows: Four Dense Blocks of
FCN-DenseNet are formed by connecting different num-
bers of convolutional modules (as shown in Figure 1 (a));
The structure of FCN-DenseNet is adjusted by using the
method of adjusting step size to realize down sampling in
YOLO v3. The pooling layer in the transition layer is replaced
by a 3× 3 convolution layer with step size of 2, which effec-
tively solves the problem of loss of useful feature information
in the pooling layer. The network preserves 1×1 convolution
layer, which not only reduces the number of input feature
graphs but also realizes the fusion of features of each channel.
The structure of FCN-DenseNet is shown in Figure 3.

2) IMPROVEMENT OF MULTI-SCALE PREDICTION
MECHANISM
In complex scenarios, one of themain reasons for the problem
of missing and false detection is the target positioning error.
Therefore, considering that the larger shallow feature map
contains more location information and the smaller deep
feature map contains more semantic information, this paper
optimizes themulti-scale predictionmechanism of the YOLO
v3 network, adds the multi-scale prediction mechanism of
the fourth detection layer. By concatenating the small-size
feature layer after up sampling and the larger-size feature
layer to integrate the semantic information and location infor-
mation in different feature layers deeply, so that the accuracy
of the network’s recognition of the target location is further
improved. The specific implementation is as follows: First,
the 52× 52 feature map obtained by the third downsampling
is up-sampled twice, and then merged with the 104 × 104
feature map obtained from the second downsampling to form
a fourth-scale detection layer.

The backbone network structure after replacing the Resid-
ual structure with the FCN-DenseNet and adding the fourth

detection layer is shown in Figure 4. The improved backbone
network uses the FCN-DenseNet dense-connection structure
to extract features, and the sizes of four feature layers for
multi-scale prediction are 104 × 104, 52 × 52, 26 × 26 and
13× 13.

3) SPATIAL PYRAMID POOLING MODULE
With the addition of dense connection structure and the opti-
mization of multi-scale prediction mechanism, their opera-
tion objects are thewhole featuremap of a certain convolution
layer, and lack of mining the potential relationship between
local features in the same feature map. Therefore, this paper
continues to introduce the spatial pyramid pooling module to
enhance the fusion ability of the model for local features in
the feature map.

Spatial Pyramid Pooling [27] is a pooling method that can
map local features to different dimensional spaces and merge
them, so that the network structure can adapt to image inputs
of different scales and sizes. Applying the spatial pyramid
structure to the target detection network can improve the
multi-scale feature fusion ability of the network, and realize
the multi-scale local feature fusion of the feature image,
which is conducive to improving the detection effect when the
size of the complex target in the image to be detected is large
difference. The structure of the SPP is shown in Figure 5.

In Figure 5, H represents the height of the feature graph,
W represents the width, and C represents the number of
channels. Firstly, the SPP module performs 3 times of block
pooling with different convolution kernel sizes on the input
H ×W × C feature map, so as to extract feature information
from different sizes of receptive fields. Second, padding the
feature map obtained by the pooling operation to normal-
ize the size of the feature map. Finally, the three feature maps
and the original feature maps are merged on the channels
to get the H × W × 4C feature map. In this way, the local
features and global features are fused through the feature-
level fusion.

In this paper, the SPP module is added before the four
detection layers, the size of the largest pooling core in each
SPP module is set to the same size as the feature map that
needs to be pooled, and the sizes of the remaining two cores
are sequentially reduced by 4: In the SPP module connected
to the 13× 13 feature layer, the pooling core size is set to 13,

VOLUME 9, 2021 127953



C. Baoyuan et al.: Research on Object Detection Method Based on FF-YOLO for Complex Scenes

FIGURE 4. Improved backbone network structure.

FIGURE 5. Spatial pyramid pooling network structure.

9, 5; in the SPPmodule connected to the 26×26 feature layer,
the pooling core size is set to 26, 22, 18; In the SPP module
connected after the 52 × 52 feature layer, the pooling core
size is set to 52, 48, 44; In the SPP module connected after
the 104 × 104 feature layer, the pooling core size is set to
104, 100, 96. After the spatial pyramid pooling operationwith
different sizes of pooled cores for the four featuremaps, larger
dimension feature maps containing more local and global
information can be obtained.

III. EXPERIMENT
Firstly, in order to verify the effectiveness of each stage
improvement of the algorithm and the overall performance
of the proposed algorithm, this paper trained and tested each
stage improvement on the Pascal VOC2007 [28] data set

respectively, and compared it with the MAP and f1-score
of YOLO v3 and several improved YOLO v3 algorithms.
Then, this paper tests the targets of different sizes on the MS
COCO [29] data set, and compares the detection effects with
YOLO v3 and SSD (300) [30] to test the detection effect of
the algorithm on different sizes of targets. Finally, in order
to test the detection effect of the algorithm in the actual
complex scene, this paper selects 3 sets of detection images
with different target conditions for testing, and compares the
detection effect with YOLO v3.

A. EXPERIMENT PLATFORM
All experiments in this paper were carried out on the Ubuntu
16.04 system. The hardware configuration of the system is
Intel Core i5 9400 CPU, NVIDIA GTX1080 GPU, and 16G
RAM. The software platform for this experiment includes
Anaconda3, TensorFlow1.14.0, Keras2.1.5, Opencv-python
3.4.2.16 and Opencv-contrib-python 3.4.2.16.

B. PARAMETERS SETTING AND TRAINING PROCESS
We take into account that momentum can increase stability
and make the model learn faster. In training experiment of
this paper, the random gradient descent method of momen-
tum (SGD) is used to update the weight, and the momentum
parameter is set to 0.9, and the weight attenuation regular
term is 0.0005.According to the experience and conclusion
of YOLO series algorithms and the memory usage of GPU,
we set the batch size to 32.The total number of iterations is
set as 50000, and the segment learning rate is dynamically
set according to the number of iterations: the initial learning
rate is set as 0.001, and the exponential attenuation mech-
anism is adopted to achieve better convergence effect and
faster completion of training by using a smaller learning rate
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at the later stage of training. When the training iterations
reach 40000 times, the learning rate is set to 1/10 of the
initial learning rate, that is, 0.0001. When the training iter-
ations reach 45000 times, the learning rate is set to 0.00001.
The loss curve is shown in Figure 6. The setting of learn-
ing rate makes the training process get normal convergence
effect.

FIGURE 6. The average loss curve.

The training process is divided into two stages: The first
stage: Freeze part of the network and train only the underly-
ing weights. During training, the completed model weights
are stored every 3 epochs, and the storage mode is set to
save_weights_only and save_best_only; The second stage:
use the network weights that have been trained to continue
training, and set all the weights to be trainable. The fit data
of the above two stages both start from the 50th epoch and
train to the 100th epoch. When the condition is triggered,
it terminates early. After the second stage of training is
completed, the output network weight is the final model
weights.

C. VALUATION INDEX
This paper uses the commonly used model evaluation indica-
tors for target detection: mean average precision (mAP) and
average precision (AP), Precision (P), Recall(R) and compre-
hensive evaluation index f1-score. Among them, the calcula-
tion formulas of P and R are as follows:

Precision =
TP

TP+ FP
(3)

Recall =
TP

TP+ FN
(4)

In (3) and (4), Precision indicates the accuracy of classifi-
cation, that is, the proportion of samples classified as positive
cases that are actually positive cases; Recall represents the

proportion of all positive samples that are correctly predicted;
TP represents the number of positive samples predicted to
be positive, FN represents the number of positive samples
predicted to be negative. Further, on the basis of Precision
and Recall, we introduce f1 to comprehensively measure the
classification capability of the model. Its calculation formula
is as follows:

f1 =
2P · R
P+ R

(5)

For a certain category C, the Precision of C is represented
by PC , the number of pictures containing category C is
represented by NC (Total Images), and the total number of
categories is represented by N (classes). Then the calculation
formulas for APC and mAP are:

APC =

∑
PC

NC (Total Images)
(6)

mAP =

∑
AP

N (classes)
(7)

D. EXPERIMENT AND RESULT ANALYSIS
1) PERFORMANCE VERIFICATION AND COMPARISON OF
THE IMPROVED ALGORITHM
In order to verify the reliability of the network after adding
FCN-Densenet (D-YOLO), adding the fourth detection scale
(M-YOLO) and adding SPP module (FF-YOLO), we tested
them separately and compared them with YOLO v3, Refer-
ence23 and Reference 32. This group of experiments uses
the Pascal VOC2007 data set, which includes 5011 train-
ing sets and 4952 test sets. The types of objects in Pascal
VOC2007 are divided into four categories: Vehicle, House-
hold, Animal, and Person, and 20 small types. In order to
more accurately evaluate the classification capability and
detection performance of the model, f1-score and mAP were
used as evaluation indexes in this experiment. The test results
are shown in Table 1.

TABLE 1. Experimental results of improved algorithm in each stage.

Table 1 shows that: The algorithm proposed in this paper
at each stage can effectively improve the detection aver-
age accuracy and f1-score; Compared with YOLO V3,
D-YOLO’s mAP increased by 1.8% and F1score by 1.46%.
It can be seen that the addition of dense connection structure
enriches the expression ability of convolution features and
improves the classification ability of the model; After further
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optimizing the multi-scale prediction mechanism, the net-
work structure (M-YOLO) increased by 1.7% and 0.63%
compared with D-YOLO’s mAP and f1-score, respectively.
The mAP and f1-score of the multi-scale prediction model
FF-YOLO were significantly improved compared with those
of YOLO v3 and improved models of YOLO v3.

The experimental results show that the improvement of the
algorithm at each stage can improve the learning and predic-
tion ability of the model, which conform to the theoretical
analysis and is effective.

Based on the above experiments, the AP and mAP of
FF-YOLO in 20 categories of objects in the Pascal
VOC2007 data set were calculated. The specific results are
shown in Figure 7. It can be seen from the results that the
recognition accuracy of 11 categories is higher than the aver-
age level of the whole 20 categories. The algorithm has a high
recognition accuracy for common targets such as buses, cars
and bicycles in daily life. For targets with relatively small
size, such as cats and dogs, the detection accuracy is also high.
Through the data analysis of the two types of objects with
low detection accuracy of chairs and potted plants in the data
set, it is found that these two types of images lack obvious
texture and edge information, the color depth is not obvious,
and the target is similar to the background, which leads to the
decline of the algorithm’s ability to recognize these two types
of objects.

FIGURE 7. Test results of FF-YOLO on Pascal VOC2007.

2) VERIFICATION EXPERIMENT OF DETECTION EFFECT OF
DIFFERENT SIZE TARGETS
The COCO data set is used in this group of experiments,
which contains more than 140,000 images. The target classi-
fication reaches more than 80 categories, and there are more
than 5,000 instance objects in most categories. Compared
with Pascal VOC data set, images in COCO data set contain
richer semantic information and location information. There-
fore, COCO data set is used to conduct experiments to verify
the detection effect of the proposed algorithm on targets of
different sizes.

In this paper, the detection performance of FF-YOLO is
compared with the classical one-stage target detection algo-
rithms SSD (300) and YOLO v3. We used FF-YOLO, YOLO
v3 and SSD (300) to train 50000 batches on the images in
trainval of COCO data set, and run compute_ map. py to
calculate the mAP. Mark a point every 5000 times, and get
the comparison results as shown in Figure 8.

FIGURE 8. mAP of SSD (300), YOLO v3 and FF-YOLO.

In Figure 8, we can see the optimal training weight batches
of each algorithm. The overall mAP of FF-YOLO is better
than the other two algorithms. Save the weight file with the
highest mAP among 50,000 batches as the FF-YOLO optimal
model for subsequent follow-up experimental verification.

Further, the API tools in coco data set are used to calculate
the AP of FF-YOLO, SSD (300) andYOLOv3 for S,M and L
size targets respectively. Among them, ‘‘S’’ means the target
frame is smaller than 32 × 32 pixels, ‘‘M ’’ means the target
frame is larger than 32× 32 and smaller than 96× 96 pixels,
and ‘‘L’’ means the target frame is larger than 96×96 pixels.
The experimental results are shown in Figure 9.

FIGURE 9. AP of SSD (300), YOLO v3 and FF-YOLO for targets with
different sizes.

It can be seen from Figure 9 that FF-YOLO has signifi-
cantly improved the recognition accuracy of targets of differ-
ent sizes. The reasons are as follows:

SSD (300) extracts feature images of different scales for
multi-scale detection, but only uses the large-scale shallow
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FIGURE 10. Detection results of street view of urban roads (1).

feature maps to detect small targets. The semantic informa-
tion in the large-scale shallow feature images is not rich,
which leads to the poor detection effect of SSD (300) on small
targets.

YOLOv3 uses themulti-scale predictionmechanism based
on the idea of feature pyramid, and uses the feature layer
which combines the deep feature and the shallow feature to
predict. However, the extraction of the location information
in the shallow feature map is insufficient, and there is a large
positioning error in the process of small target detection,

FIGURE 11. Detection results of street view of urban roads (2).

which affects the detection effect of the algorithm for small
target;

The network FF-YOLO proposed in this paper has a strong
multi-scale target detection capability, which is mainly due to
the network structure of deep feature fusion, which integrates
the position information in the shallow feature map and the
semantic information in the deep feature map. By deepening
the feature extraction network, the detection performance
of the model for large targets is improved. In addition,
FF-YOLO overcomes the problem that SSD (300) and YOLO
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TABLE 2. The detection results of instance images.

FIGURE 12. Detection results of campus street view.

v3 have insufficient extraction of semantic information and
location information in the detection process, and enhances
the detection ability of targets of different scales through

multi-scale feature fusion model. As a result, the average
accuracy of the model is significantly improved despite the
different target sizes.

3) THE VERIFICATION EXPERIMENT OF THE DETECTION
EFFECT OF THE ACTUAL COMPLEX SCENE
In order to more intuitively verify the detection effect of
FF-YOLO on targets of different scales in complex scenes,
this group of experiments uses the COCO data set for training
and selects life images with complex scenes, including urban
road street scenes and school street scene images for testing.
The detection images of these actual scenes have the char-
acteristics of different background brightness and different
target sizes, which can well verify the robustness of the
improved network. Compare the detection effects of YOLO
v3, YOLO v4, and FF-YOLO in these detection images, and
the detection results are shown in Figure 10 to Figure 12.

Among them, Figure 10 and Figure 11 are the detection
comparisons of urban road street view maps, and Figure 12 is
the detection effect of campus street view map. After manual
confirmation, the test results of each example picture are
summarized as shown in Table 2. Among them, the detection
accuracy represents the proportion of correct results in the
number of all detected targets.

Firstly, the images with dense target distribution and over-
lapping targets are selected for detection. The results are
shown in Figure 10. It can be seen that FF-YOLO can also
accurately detect the less obvious target object in the picture,
such as the target chair in the lower right corner. In the
case of serious target overlapping, the detection accuracy of
FF-YOLO is 4.7% and 2.7% higher than that of YOLO v3 and
v4. Then, the detection accuracy of this algorithm is 9.1%
higher than that of YOLO v3 when the distribution of objects
to be detected is relatively close. As shown in Figure 11,
FF-YOLO can accurately identify the fuzzy targets person
in the bus without being disturbed by the complex back-
ground. Finally, as shown in Figure 12, FF-YOLO can accu-
rately identify the target fire-hydrant incorrectly identified by
YOLO v3 and the overlapping target car not identified by
YOLO v4, and the detection accuracy reaches 100%.

From the above 3 groups of comparative experiments,
we can see that compared with YOLO v3 and YOLO v4,
FF-YOLO has a higher sensitivity to small targets, which
reduces the missed detection rate of small targets and
provides more accurate detection results in the case of

127958 VOLUME 9, 2021



C. Baoyuan et al.: Research on Object Detection Method Based on FF-YOLO for Complex Scenes

overlapping or similar targets. That is because it integrates
richer feature information in the learning process and has
better adaptability to different detection target sizes, so as to
achieve accurate recognition of multi-scale targets.

IV. CONCLUSION
Aiming at the problem of low recognition accuracy of YOLO
v3 in the case of large target size difference or overlap, this
paper effectively combines dense connection structure, multi-
scale prediction and spatial pyramid pooling with YOLO
v3.In this way, without changing the high generalization
ability of YOLO V3, the structure of the model is improved,
so that the deep fusion of features in the network is strength-
ened, semantic information and location information can be
extracted and transmitted more effectively, so as to improve
the overall performance of the model. This paper conducted
experiments on PASCALVOC andCOCOdata sets andmade
quantitative and qualitative comparisons. The experimental
results show that the f1-score and mAP of FF- YOLO are
significantly improved compared with that of YOLO v3,
indicating that the improved network model has better robust-
ness. Through the detection experiment of example images,
it can be seen that FF-YOLO has better detection effect
for overlapping and small targets in complex scenes than
YOLO v4.

However, the improvement of this paper only starts
from the perspective of network structure, and does not con-
sider the problems of loss function and other aspects. In fact,
the large difference of target size also has a certain influence
on the regression accuracy of coordinates in training process.
So, using mean-square error (MSE) to calculate the loss func-
tion of coordinate regression cannot solve the scale sensitivity
problem in target detection. In the future, the model will
be improved in flexible selection of loss function and data
enhancement through amplification of data sets, so as to
further improve the detection performance of the network in
complex scenes.
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