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ABSTRACT This paper addresses the local minimum phenomenon, routing path enlargement, and load
imbalance problems of geographic routing in wireless sensor networks (WSNs) with holes. These issues
may degrade the network lifetime of WSNs since they cause a long detour path and a traffic concentration
around the hole boundary. Aiming to solve these problems, in this work, we propose a novel geographic
routing protocol for WSNs, namely, Q-learning Inspired Hole bypassing (QIH), which is lightweight and
efficient. QIH’s conceptual idea is to leverage Q-learning to estimate the distance from a node to the holes.
QIH makes routing decisions following the nodes’ residual energy, their estimated distance to the holes, and
their distance to the destination. We first confirm the effectiveness of QIH by theoretical analysis. Then,
we conduct extensive simulations of QIH in comparison to state-of-the-art protocols. The simulation results
show that QIH outperforms the other protocols in terms of network lifetime, packet latency, and energy
consumption.

INDEX TERMS Geographic routing, network lifetime, Q-learning, hole bypassing, energy efficiency.

I. INTRODUCTION
Awireless sensor network (WSN) has sensor nodes deployed
over a region of interest with various applications, such as
disaster management or agriculture monitoring [1]–[4]. Each
sensor node senses its surrounding environment and sends the
data via multiple hops to a destination (i.e., the sink). Many
WSN applications require full sensing coverage, where the
death of a single node may cause inefficacious network oper-
ations. Moreover, the time from the beginning until the first
node’s death (i.e., the earliest energy depletion) is defined as
the network lifetime. Hence, one of themost critical problems
in WSNs is maximizing the network lifetime. A sensor node
typically consumes its energy for computation and transmis-
sion tasks. The former energy amount is insignificant com-
pared to the latter [5], [6]. Specifically, the energy needed for
transmitting a single bit is approximately the same amount for
processing a thousand operations [6]. Therefore, an energy-
efficient routing protocol is essential to conserve energy.
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Since sensor nodes have limited resources, the routing
protocols for WSNs should be simple and energy-efficient.
In this aspect, geographic routing has been one of the most
popular approaches. The geographic routing protocol is state-
less and does not use routing tables. Instead, it exploits the
location information of 1-hop neighbors to make the routing
decision. Typically, the protocol starts with a greedy strategy
that selects the next forwarder among a node’s neighbors.
The chosen node has the smallest Euclidean distance to the
destination, which should be shorter than the current node’s
distance. It is worth noting that in geographic routing, it is
usually assumed that every node knows the location of its
1-hop neighbors, and the source node knows the location
of the destination (thus, the location of the destination is
inserted into the packet header). Therefore, to determine the
next node, the current node only needs to search its neighbor
table and find the node with the smallest distance to the
destination. The computational complexity for determining
the next node is only O(m), where m is the number of the
current node’s 1-hop neighbors. Geographic routing performs
well in dense WSNs but suffers from a severe drawback
called the local minimum phenomenon with the occurrence
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of holes [7]–[11]. A hole is a region without working sensors
that may be formed by either geographical obstacles or sensor
node failure (i.e., due to battery depletion or external impacts
such as fires or earthquakes). In such a case, the forwarding
process is stopped at the hole boundary because there is no
neighboring node closer to the destination than the current
node.

The hole-aware approach determines and broadcasts the
hole location in advance to the sensor nodes. When a node
wants to send a packet, it exploits the aware information
to create a routing path that avoids all the holes [12], [13].
In [14]–[19], the authors proposed a variation of hole-
awareness by introducing a forbidden area for routing packets
around every hole, which is a static regionwith a simple shape
such as circle [14], [15], ellipse [16], hexagon [17], or con-
vex hull [18], [19]. The forbidden area information is then
disseminated to nodes to establish hole awareness. Although
this approach can alleviate the local minimum problem, it suf-
fers from many additional severe issues. First, this approach
incurs a significant overhead caused by dissemination. Sec-
ond, in most of the protocols [14]–[17], the hole bypassing
paths tend to go around the forbidden areas’ boundaries. This
causes heavy traffic concentration on the nodes surrounding
the areas, resulting in quick energy depletion. Several proto-
cols, such as [20]–[23], can mitigate this traffic concentration
phenomenon at the trade-off of high complexity in determin-
ing the routing path, hence suffering from a high packet delay.

The heuristic approach exploits heuristic algorithms to
maintain the load balance between the nodes to extend the
network lifetime. The selection of next forwarders depends
on information such as the residual energy [24], [25] and
the distance to the destination [24], [26]. Recent works [27],
[28] show the applicability of reinforcement learning (i.e.,
Q-learning) for geographic routing in WSNs. By care-
fully designing the reward function, Q-learning can help to
advance geographic routing. In [27], the reward function is a
combination of the distance-to-destination and the link delay.
Meanwhile, in [28], the reward function is contributed by
the nodes’ residual energy. Unlike the hole aware approach,
the heuristic approach can eliminate the overhead of deter-
mining and disseminating hole information. In addition, this
approach does not require a source node to calculate the des-
tination’s full path, hence potentially shortening the packet
delay. Despite this improvement, few works in the heuristic
approach solve the hole problem thoroughly. Most of the
protocols in this approach still have issues such as high packet
drop ratios, especially for packets initiated at nodes staying
inside the holes’ concave regions.

This work aims to take advantage of both approaches
mentioned above in a lightweight, efficient routing proto-
col. In addition to the local minimum phenomenon, we have
also addressed two related problems: routing path enlarge-
ment and load imbalance. We then propose the Q-learning
inspired hole bypassing (QIH) protocol for solving the prob-
lem. In the QIH design, we observe that the local minimum
problem only occurs when the packet arrives at a node that

stays inside the convex hull of a hole. QIH alleviates the
phenomenon by determining the hole boundary as in the hole
aware approach but without broadcasting the information to
the whole network. QIH limits the disseminating region to the
inside of the convex hull. For the nodes on the outside, QIH
uses Q-learning to estimate their distances to the hole. QIH
also adopts Q-learning to avoid routing path enlargement and
to balance traffic among the nodes. To this end, QIH newly
includes the reward function, which is designed to combine
the residual energy information, the distance to destination,
and the estimated distance to the hole. To the best of our
knowledge, among the related works utilizing Q-learning in
WSN routing, this work is the first to consider the distance
to the hole in the reward function. The main contributions of
our paper are as follows.

• We propose QIH, a Q-learning-based routing protocol
for bypassing holes. QIH has a novel reward function
that considers three factors: residual energy, the distance
to the destination, and the distance to the hole.

• We newly introduce a lightweight hole information dis-
semination that only needs to broadcast hole information
within the scope of the so-called hole’s convex hull.
Moreover, we design a feedback mechanism that helps
a node outside a hole’s convex hull estimate the distance
to the hole.

• We perform a theoretical analysis to prove the loop-free
property of QIH.

• We conduct extensive experiments to evaluate the
impacts of key parameters in QIH. We then provide a
guideline for choosing the optimal parameters.

• We compare the performance of QIH to existing
approaches. QIH outperforms the others in terms of net-
work lifetime, packet latency, and energy consumption.

The remainder of the paper is organized as follows. Sec-
tion II provides preliminaries that help to better understand
the paper. Section III introduces the proposed QIH proto-
col. The theoretical analysis is in Section V. Section VI shows
the evaluation results. The related works are introduced in
Section VII. Finally, Section VIII concludes the paper.

II. PRELIMINARIES
This section first introduces the definitions and notations
used throughout this paper. Then, it presents the general
ideas used to achieve protocol design goals and a Q-learning
introduction.

A. DEFINITIONS AND NOTATIONS
We assume that each node knows its position and its
1-hop neighbors (e.g., by using positioning services [29]
and the neighbor notification packets, respectively). In addi-
tion, the source node knows the position of the destination
node. This assumption is legitimate in geographic routing
[8], [14]–[16], [18], [20], [21], [25], [30] We illustrate the
definitions in Fig. 1.
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FIGURE 1. Definition illustration (the red and blue lines represent the
convex hull boundary and the concave boundary, respectively). The two
red points indicate the gate, while the blue points indicate the cave door).

Definition 1 (Routing hole): A routing hole is defined as a
nonself-intersecting polygon that has all vertices as sensor
nodes (i.e., called hole boundary nodes) with two following
conditions. First, its interior does not contain any sensor
nodes. Second, the Euclidean distance between two consecu-
tive vertices is within their transmission range.
Definition 2 (Convex hull): The convex hull of hole H is

defined as a convex polygon that has all vertices as vertices
ofH.
Definition 3 (Concave region): Let Hk ,Hl be two consec-

utive vertices of the convex hull of H such that k < l − 1.
The polygon HkHk+1 . . .HlHk is defined as a H’s concave
region, of which Hk ,Hl are called gate-points. The cave-door
of a concave region is the midpoint of the segment connecting
the two gate points.
Definition 4 (Forbidden node): A node is called a forbid-

den node of a hole if it stays inside the convex hull of the hole.
Otherwise, the node is a non-forbidden node.
Definition 5 (Forbidden area): Given a destination D and

a hole H, the forbidden area of D with respect to H is the area
containing all points P such that DP intersects H’s interior.

The above forbidden area of D can be determined as fol-
lows. Let H1 and H2 be two vertices of H staying closest to
D such that

−−→
DH1 and

−−→
DH2 create the smallest and largest

angles with the x-axis; then, the forbidden area of D with
respect to H is the plane delimited by the rays DH1, DH2 and
H1H2. Figure 2 illustrates the definition of a forbidden area.
In Fig. 2(b), DH2 goes through another boundary node H3.
As H2 is closer to D than H3, the forbidden areas are defined
by the rays DH1, DH2, and H1H2.
Definition 6 (Bypassing hole): When a packet is being for-

warded by either HOLE-DETOUR or the HOLE-ESCAPE
mode concerning a hole H, it is said to bypass H.
Definition 7 (Hole bypassed): A packet is said to bypass

a hole H if it has been bypassing H, and currently, it is not
bypassing H.

FIGURE 2. Illustration of the definition of forbidden area.

B. PROTOCOL DESIGN CONCEPTS
We aim to design a protocol to address three problems: the
local minimum phenomenon, routing path enlargement, and
load imbalance. We observe that the local minimum phe-
nomenon occurs when the packet arrives at a node staying in
a concave region. Our idea to alleviate this phenomenon can
be described as follows. Initially, we consider two forwarding
packet cases based on node position (i.e., in a concave region
of a hole and outside of all holes’ concave regions). The
packet is first sent to a nearby cave-door in the former. It will
then be targeted to the destination. In the latter, the packet
is forwarded to avoid the vicinity of all the holes. We then
consider a packet initiated at a node staying outside of all
holes’ concave regions. The packet is forwarded to avoid the
vicinity of all the holes. We realize the forwarding strate-
gies in those cases by introducing three forwarding modes
(i.e., HOLE-ESCAPE, HOLE-DETOUR, and Q-GREEDY).
HOLE-ESCAPE is applied when a packet is at a node inside
a concave region of a hole. The objective of this mode is to
forward the packet toward the cave-door. Therefore, the next
forwarder in this mode tends to be the neighbor that is clos-
est to the cave-door. HOLE-DETOUR is applied at a node
that stays outside of all concave regions and near the hole’s
convex hull. This means that the node using this mode may
have neighbors staying inside a concave region. Therefore,
this mode aims to prevent the packet from approaching the
hole and alleviating the routing loop. Q-GREEDY is used
when the node holding the packet stays far from all the
holes. In this mode, the packet is always forwarded to a
node closer to the destination than the current node. The
details of the forwarding modes are detailed in Section III.
Despite the mode used, the routing decision is always made
based onQ-learning techniques.More specifically, it relies on
the Q-values of the neighbors. Q-learning’s reward function
is also designed to achieve our last design goals: alleviat-
ing routing path enlargement and balancing traffic over the
network.
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FIGURE 3. Q-learning framework.

C. Q-LEARNING TECHNIQUE
Q-learning is a reinforcement learning technique that lets a
system learn to achieve a specific goal based on experience.
Figure 3 illustrates the Q-learning framework, including an
environment, an agent, states, and actions. Each possible
action is assigned a Q-value at every state, representing the
action’s approximate goodness concerning the agent’s goal.
An agent chooses actions according to their Q-value and a
policy. After performing an action, the agent modifies its
policy to attain its goal. The Q-value is updated using the
following equation: Q(St ,At )← (1− α)Q(St ,At )+ α [Rt +
γ max

a
Q(St+1, a)] where Q(St ,At ) is the Q-value of the

current state St when action At is selected at time t . Rt
represents the reward of performing action At at state St , and
max
a

Q(St+1, a) is the maximum possible Q-value in the next
state St+1 for all possible actions a. α and γ are the learning
rate and the future reward discount factor, respectively. Their
values are set between 0 and 1.

In the routing context, a packet is considered an agent.
Moreover, a sensor node N represents a state in the state
set. A neighbor node B of N is considered a transitional
state of node N . An action a defines the packet transmission
from node N to node B. The reward function is critical to
Q-learning, which decides the performance of the agent. Our
routing protocol aims to alleviate the local minimum prob-
lem, routing path enlargement, and load imbalance. There-
fore, we design a reward function such that a node staying
further from the holes, close to the destination, and having
more residual energy will tend to receive a higher reward. The
details of the reward function are outlined in Section IV.

III. Q-LEARNING INSPIRED HOLE BYPASSING PROTOCOL
A. PROTOCOL OVERVIEW
We initially denote N and D as the current node and
the destination, respectively. When N wants to forward
a packet, it first determines a list of forwarder candi-
dates, a subset of its 1-hop neighbors. Then, among all
the candidates, the one with the highest Q-value is cho-
sen as the next forwarder. Moreover, the forwarder can-
didate selection depends on the packet’s forwarding mode
(i.e., Q-GREEDY, HOLE-DETOUR, or HOLE-ESCAPE).
In Q-GREEDY mode, the candidates are all 1-hop neighbors
closer to the destination than the current node. When the
current node is located near the hole, it may be a stuck
node (i.e., without neighbors with a shorter distance to the

FIGURE 4. This illustrates the next forwarder candidate selection scheme
in the HOLE-DETOUR mode. S2 is the 1-hop neighbor of N , staying outside
of the concave region and being closest to the destination D. The red
nodes are not candidates because they remain inside the concave region.
The gray nodes are not candidtaes since they do not stay on the same
side with S2. The black nodes are the next forwarder candidates.

FIGURE 5. An example of the data forwarding scheme.

destination), or the shorter-distance neighbors are stuck
nodes. In such a case, the HOLE-DETOUR mode is applied
to alleviate the local minimum problem. The next forwarder
candidate has to satisfy two conditions. First, it stays outside
of all concave regions of the hole. Second, it resides on the
same half plane with N ’s 1-neighbor that is outside of all the
concave regions and closest toD, with respect to

−→
ND. Figure 4

illustrates the next forwarder candidate selection algorithm in
HOLE-DETOUR mode.

The HOLE-ESCAPE mode is applied when the current
node stays inside a concave region. In this case, the next for-
warder candidates are either closer to the cave-door than the
current node or stay outside of the concave region. Figure 5
shows an example of routing a data packet from a source
node S to a destination node D. As S stays inside the con-
cave region, S uses the HOLE-ESCAPE mode and forwards
the packet towards the cave-door (i.e., G). When the packet
arrives at a sensor node G′ staying outside of the concave
region, the forwardingmode is switched to HOLE-DETOUR.
As the neighbor of G′ that is closet to the destination is on
the right side of the vector

−→
SD, the forwarder candidates must

also stay on the right side of
−→
SD. Accordingly, the packet is

routed along the blue path until it arrives at node O, which
has nonstuck neighbors that are closer to the destination.
O switches the forwarding mode to Q-GREEDY and greedily
forwards the packet towards the destination D.
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To support the data forwarding scheme, we need a con-
trol plane consisting of two steps. The first is to identify
the holes’ boundaries, and the second is to disseminate the
holes’ information. We broadcast the hole information only
for nodes inside the hole’s convex hull to reduce the control
overhead. Note that the number of nodes staying inside the
holes’ convex hulls is insignificant compared to the nodes’
total number. Moreover, we propose a mechanism for a node
outside of a hole’s convex hull to estimate the distance to the
hole. This mechanism is detailed later.

B. HOLE DETERMINATION
All nodes determine whether they are on the boundary of
a hole using the TENT rule1 described in [8]. Each hole
boundary node creates a hole boundary determination (HBD)
packet and sends it to its left neighboring node. These HBD
packets are then forwarded by the right-hand rule described
in [8] to determine the hole boundary. Suppose the current
hole boundary node is ti and its previous node is ti−1; then,
the right-hand rule determines node ti+1 as follows. Draw
a ray l with direction titi−1 and sweep it around ti counter-
clockwise; then, ti+1 is the first 1-hop neighbor of ti hit by l.
Figure 6 illustrates the right-hand rule.
Note that multiple HBD packets may be created for each

hole; thus, to avoid overhead, we eliminate the late-coming,
redundant packets. Consequently, for each hole, there is only
one HBD packet that can go around the hole without being
dropped by intermediate nodes. We denote the creator of this
HBD packet as H0. Then, H0 has the location information
about all nodes on the hole boundary. After the HBD packet
comes back to its creator, i.e., H0, we obtain a list of all the
hole’s coordinate vertices.H0 then determines the convex hull
of the hole and triggers the next step. In addition, H0 iden-
tifies the boundary nodes belonging to concave regions. The
information of all concave regions and the convex hull is then
embedded into the HBD message. We call this updated HBD
message the hole cave announcing (HCA) message.

C. HOLE INFORMATION DISSEMINATION
As the information of all the holes is disseminated in the
same way, in the following, we describe the dissemination
algorithm of one hole. H0 broadcasts the HCA message to its
one-hop neighbors. Upon receiving an HCAmessage, a node
performs the following tasks. If the node has already received
an HCA message or stays outside of the hole’s convex hull,
then it simply drops the message. Otherwise, the node must
stay inside or on the boundary of a concave region. Then,
it stores information of the hole’s convex hull and the concave
region (i.e., the location of all nodes on the boundary of
the concave region) contained before broadcasting an HCA
message to its neighbors. After that, all the forbidden nodes
and their 1-hop neighbors obtain the hole’s convex hull
information. The nodes inside the hole’s convex hull have

1p is a hole boundary node if it has two adjacent neighbors u, v such that
the center of the circumcircle of triangle puv is out of p’s transmission range.

FIGURE 6. This illustrates the right-hand rule in the hole determination
algorithm. In this figure, the black dots represent sensor nodes. Suppose
that ti−1 and ti are the previous and the current boundary nodes; then,
the next boundary node ti+1 is the 1-hop neighbor of ti such that

−−−→
ti ti+1

makes the smallest angle with
−−−→
ti ti−1 in a counterclockwise direction.

FIGURE 7. In this illustration of the hole information dissemination
scheme, the blue nodes receive and store information of hole boundary
nodes. The gray nodes receive and store the information of the hole’s
convex hull vertices. The blank nodes do not receive any information.

concave region information. This information is used to help
packets escape the hole in the HOLE-ESCAPE mode. Mean-
while, the convex hull information guides the packet in the
HOLE-DETOUR mode. The hole information is only dis-
seminated to nodes inside the hole’s convex hull instead of the
whole network in our approach. The nodes outside the hole’s
convex hull estimate the distance to the hole by updating the
parameter h in the local memory when receiving a feedback
message from a neighbor. In this way, we can significantly
reduce the number of broadcasting packets, as the number
of nodes inside the convex hull is much smaller than those
outside. Although this approach requires an updating param-
eter h, it is very lightweight, as its complexity is only O(1).
Moreover, according to [5], [31], the computing energy is
much smaller than the communication energy.

Figure 7 presents an example of the hole information dis-
semination algorithm.

D. DATA FORWARDING
Our data forwarding algorithms consist of three key points
below. First, we introduce three forwarding modes to cope
with the local minimum problem. Second, we propose a
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mechanism to avoid the routing loop. Third, we exploit
Q-learning to balance the traffic over the network and
alleviate the routing path enlargement. In the following,
we describe the forwarding modes and then present the
Q-value determination algorithm.

1) PACKET HEADER
The packet header contains the following fields.

• dest is the coordinates of the destination. This infor-
mation is initiated by the source node and remains
unchanged during the routing process.

• direction is either left or right. This field indicates the
direction of the routing path in the HOLE-DETOUR
mode. The forwarding direction is assigned when the
packet is switched to the HOLE-DETOUR mode and
remains unchanged after that.

• view_point_list contains the coordinates of viewpoints
of all the holes the packet has bypassed. Based on
view_point_list , an intermediate node can determine the
forbidden areas of the bypassed holes and thus alleviate
forwarding the packet into the forbidden areas. This field
helps to assure the loop-free property of the routing
scheme.

• convex_hull_vertices consists of coordinates of all ver-
tices of the convex polygon of the hole the packet is
bypassing. Intermediate nodes use this field to check
whether the packet stays inside the forbidden area.

2) FORWARDING MODES
LetN be an intermediate sensor node andD be the destination
of a packet to which N wants to forward. If N stays inside of
a concave region of a hole, then it uses the HOLE-ESCAPE
mode to escape the hole. The term escape the hole means
that the packet is forwarded to a nonforbidden node. When N
is outside of all concave regions, it considers the neighbors
satisfying conditions G-1, G-2, and G-3 described below. If
N has neighbors satisfying all the conditions, theQ-GREEDY
mode is applied. Otherwise, N uses the HOLE-DETOUR
mode. Algorithm 1 represents the pseudocode to select the
forwarding mode. After determining the forwarding mode,
N applies the algorithm described in the following to choose
the next forwarder.
HOLE-ESCAPEmode: The current nodeN with this mode

determines all of its neighbors whose shortest path to the
concave region’s cave-door is less than its path. If such
neighbors exist, then N forwards the packet to the one with
the highest Q-value. By doing so, the packet can gradually
escape the concave region. If there is no such neighbor, then
N is closer to the cave-door than all of its neighbors. It must
have a neighbor staying outside of the concave region. In this
case, N forwards the packet to the neighbor with the highest
Q-value outside the concave region.
Q-GREEDY mode:When the current node stays outside of

all concave regions, it determines whether any 1-hop neigh-
bor satisfies the following conditions.

Algorithm 1 Forwarding Mode Determination
Input: packet p
Output: packet p with determined forwarding mode
p← the packet
N ← the current node; D← the destination;
if N stays inside a concave region then

p.forwarding_mode = HOLE-ESCAPE
else

L← null for B ∈ N.neighbor_table do
if B is closer to the D than N then

flag1 = true
if B is not a forbidden node then

flag2 = true
for (V1,V2) ∈ p.view_point_list do

if B ∈ 6 V1DV2 then
flag3 = false
break

if flag1 and flag2 and flag3 then
L.append(B)

if L is not null then
p.forwarding_mode = Q-GREEDY

else
p.forwarding_mode = HOLE-DETOUR
p.convex_hull_vertices← current hole’s convex hull

Return p

• G-1. They are closer to the destination than the current
node.

• G-2. They are not forbidden nodes. This condition
can be checked by using the convex_hull_vertices
field in the packet header. Specifically, the nodes
staying inside the convex hull defined by vertices in
convex_hull_vertices are considered forbidden nodes.

• G-3. They do not belong to the forbidden areas of the
holes the packet has bypassed. This condition is checked
by using the view_point_list field in the packet header.

If such neighbors exist, the packet is forwarded by the
Q-GREEDY mode, where the next forwarder is the one
with the highest Q-value. Otherwise, N must have infor-
mation on the hole (as will be proven in Proposition 1).
Therefore, N determines the hole’s convex hull, inserts into
the convex_hull_vertices field, and switches the forwarding
mode to the HOLE-DETOUR mode.
HOLE-DETOUR mode: In the HOLE-DETOUR mode,

to avoid a routing loop, a packet is always forwarded in a
fixed direction (i.e., concerning the line connecting the cur-
rent node and the destination). In the following, we call this
direction the packet direction. The packet direction (stored
in the packet header’s direction field) is defined when the
packet is either initiated with or switched to the HOLE-
DETOUR mode. If the packet has bypassed other holes
before, then the viewpoints of all the bypassed holes are
stored in the view_point_list field. The current node then
checks whether the line connecting it and the destination
intersect any previous bypassed hole. If it does, then the
packet direction is kept at the same value when bypassing the
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last hole. Otherwise, the current node determines an anchor
for setting the direction of the forwarding packet. A similar
process is applied for the packet bypassing the first hole
(i.e., the view_point_list field is NULL). The anchor is the
neighbor outside of all concave regions of the current hole
and closest to the destination. The packet’s direction is set to
the anchor’s direction concerning the vector connecting the
current node and the destination. Expressly, the packet direc-
tion is set to right if the closest neighbor stays on the right side
of the vector and is set to left otherwise. The next forwarder
candidates are all the neighbors satisfying the following
conditions.

• D-1. They stay outside of all the concave regions of the
current hole.

• D-2. They reside on the same side as the packet direction
concerning the vector that connects the current node and
the destination.

• D-3. They stay outside of the forbidden areas of all the
holes that the packet has bypassed.

The current node then selects the node with the highest
Q-value among the next forwarder candidates and forwards
the packet. The details of the forwarding modes are presented
in Algorithm 2.

IV. Q-VALUE DETERMINATION
Every node maintains a Q-table that stores information about
the Q-values of its neighbors. Let us denote by N a sensor
node and B a neighbor ofN .N determines the Q-value of B as
follows. First, the Q-value of B is initialized at 0. Then, every
time afterN sends a packet to B,N updates B’s Q-value based
on the feedback information received fromB. We describe the
feedback mechanism below. After that, we detail the Q-value
updating algorithm.
Feedback mechanism: After N sends a data packet to B,

it may receive a feedback message from B. N can use feed-
back to update its neighbors’ status and modify its pol-
icy in choosing the next forwarder. Generally, the more
frequently the neighbor feeds to N , the more accurately
N can update. However, sending and receiving more feed-
back messages consumes more energy. In our protocol, after
receiving the packet from N , the neighbor B only sends a
feedback message to N if either of the following conditions is
satisfied.

• F-1. B cannot find any next hop to forward the packet,
and the packet has to be dropped at B.

• F-2. B is the destination.
• F-3. The residual energy of B is below a threshold. Let
ec, ep be B’s current residual energy and the one at the
moment when B sent the last feedback message to N .
Then, the condition for sending the feedback message
is ec < δe ∗ ep, where δe is a parameter ranging
in (0, 1).

The feedback message contains the estimated distance from
B to the nearest hole, hB, and the maximum Q-value of
B’s neighbors, QB. In addition, for the first two conditions,

Algorithm 2 Next Forwarder Selection
Input: packet p
Output: the next node to forward packet p
N ← the current node; D← the destination;
p← the packet; L← null;
if p.forwarding_mode = HOLE-ESCAPE then

for B ∈ N.neighbor_table do
if shortest_path(B, cave-door) < shortest_path(N ,
cave-door) then

L.append(B)

if L is empty then
for B ∈ N.neighbor_table do

if B stays outside of concave regions then
L.append(B)

else if p.forwarding_mode = HOLE-DETOUR then
if p.direction = null then

Anchor ← the neighbor of N , which stays outside of
all concave regions and is closest to the destination;
p.direction← the direction of Anchor with respect to
−→
ND;

for B ∈ N.neighbor_table do
for (V1,V2) ∈ p.view_point_list do

if B ∈ 6 V1DV2 then
flag1 = false
break

if B stays outside of all concave regions of the current
hole then
flag1 = true

if B stay on the same side as p.direction concerning
−→
ND then
flag2 = true

if flag1 and flag2 and flag3 then
L.append(B)

else
for B ∈ N.neighbor_table do

if B is closer to D than N then
flag1 = true

for H ∈ p.convex_hull_vertices do
if B ∈ H then

flag2 = false
break

for (V1,V2) ∈ p.view_point_list do
if B ∈ 6 V1DV2 then

flag3 = false
break

if flag1 and flag2 and flag3 then
L.append(B)

if L is empty then
Return −1

Return item of L whose Q-value is the highest

the message feedback includes a binary value indicating
whether the packet was dropped at B or B is the destination.
In the last case, the message consists of B’s residual energy,
denoted as Er (B).
Q-value updating:After sending a packet to B,N performs

the following tasks to update the Q-value of B (denoted as
QN (B)).
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• If N receives feedback from B, it first checks the infor-
mation of hB to update its distance to the nearest hole.
Then, it uses information in the feedback message to
update the Q-value of B. Specifically, let hN be the
distance from N to the nearest hole, which is estimated
so far (and stored in the local memory of N ); then,
hN is replaced by hB + 1 if hB + 1 < hN . Note
that the distance to the nearest hole of all sensors is
initially initiated by a very large positive number. After
the hole information dissemination phase, the distance
to the nearest hole of all hole boundary nodes is updated
to 0.

• Otherwise, N uses the latest information stored in its
local memory to update the Q-value of B.

Below is the formula for updating Q-value of B:

QN (B)← (1− α)QN (B)+ α [RN (B)+ γQB]

Based on the analysis presented in Section II-C, we propose
a novel reward function as follows:

RN (B)=


rstuck , if the packet is dropped at B. (1)

rdest , if B is the destination. (2)

−α1

(
1− Er (B)

Ei(B)

)
−α2

d(B)
s −α3

1
1+eh(B)

, otherwise. (3)

rstuck is the minimum reward, defined by a small negative
constant. As the Q-learning algorithm always chooses the
action with the highest Q-value, this reward prevents for-
warding packets to the stuck nodes. rdest is the maximum
reward achieved when B is the destination. rdest is defined
by a large positive constant. (3) is contributed by B’s resid-
ual energy, the estimated distance from B to the nearest
hole and the distance from B to the destination. Specifi-
cally, Er (B) and Ei(B) are the residual and initial energy of
B, so the first term in (3) (i.e., 1 − Er (B)

Ei(B)
) describes how

much energy N has consumed so far. Therefore, by applying
a negative factor −α1 to the first item, the neighbor with
higher residual energy will have a higher reward and have
more chance to forward the packet. d(B) is defined by the
distance from B to the cave-door if the forwarding mode
is HOLE-ESCAPE and the distance to the final destination
otherwise. Therefore, the second term leads packets to be
relayed from the source to the destination by a path that is as
short as possible. s is the total distance from all the neighbors
of the current node to the destination. h(B) estimates how
far B stay from the holes. Therefore, by introducing h(B)
to the reward function, our routing protocol can alleviate
the nodes surrounding holes and thus avoid the local mini-
mum problem and the traffic concentration around the hole
boundary.
α1, α2, and α3 are the weight factors, which define the

impact of the residual energy, the distance to the destination,
and the distance to the hole to the reward. α1, α2, and α3
are normalized such that α1 + α2 + α3 = 1. Intuitively,
increasing α1 will weight more on the energy balancing;
hence, the energy consumption of the nodes tends to be more
even. When α2 increases, the routing path length factor will

FIGURE 8. Illustration of the proof of Proposition 1.

be more prioritized (e.g., the routing path length tends to be
reduced). α3 is the weight of the distance to the hole. When
increasing α3, routing paths tend to stay further from holes.
This helps alleviate the local minimum phenomenon and
the traffic concentration around the hole boundary. However,
this may result in longer routing paths. According to the
guidelines and the experiments given in Section VI, we set
α1 = 0.3, α2 = 0.45, and α3 = 0.25.

V. THEORETICAL ANALYSIS
A. LOOP-FREE PROPERTY
In this theoretical analysis, we assume that the network is suf-
ficiently dense such that there are sensors everywhere apart
from the considered holes(∗). Given such an ideal situation,
we prove that every packet is forwarded to the destination by
our proposed protocol. We also denote N as the current node
and D as the destination.
Proposition 1: If N stays outside of concave regions and

all of its neighbors do not satisfy at least one of the three
conditions G-1, G-2, G-3 described in Section III-D2, then
N must stay inside the forbidden area of a hole. Moreover,
N has the information of the convex hull of that hole.
Proof 1: We illustrate the proof of Proposition 1 in Fig. 8.

In the figure, C1 is a R radius-circle, whose center is N .
Moreover, the C2 circle, which is centered atD, goes through
N . Let I be the intersection of C1 and C2 that stays outside of
the hole. It is obvious that all the nodes staying in I are closer
to the destination than N . Note that if the entire I belongs to a
hole’s forbidden area, N also stays inside the area. Therefore,
there must exist a portion of I , say I0, that does not belong
to the forbidden areas of all the bypassed holes. If I0 does
not intersect with the current hole’s concave regions, then
the nodes inside I0 satisfy all three constraints G-1, G-2,
and G-3. Therefore, I0 must intersect with a concave region
of the current hole. According to the hole information
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dissemination scheme, the nodes whose locations are inside
the intersection of I0 and the concave region must be involved
in the dissemination process. Moreover, such nodes have
broadcast hole information to N .
Proposition 2: If a packet has bypassed all the holes, it will

be forwarded to the destination using the Q-GREEDY mode.
Proof 2: Let D be the destination and N be the current

node. According to our routing mechanism, the next-hop for-
warder never falls into the forbidden area of a bypassed hole.
Therefore, after bypassing all holes, packets are forwarded to
nodes staying outside of all holes’ forbidden areas. Because
the sensors are located everywhere apart from the considered
holes, a neighbor of the current node satisfying conditions
G-1, G-2, G-3 is described in Section III-D2. Consequently,
the packet is forwarded by the Q-GREEDY mode to a neigh-
bor ofN that is closer to the destination than the current node.
The distance to the destination is decreased gradually. Thus,
the packet eventually arrives at the destination.
Proposition 3: Suppose that N bypasses hole H; then,

N will bypass H without a loop.
Proof 3: Without loss of generality, we assume that the

packet’s forwarding direction is right. The packet is then
forwarded to nodes on the right side of the array connect-
ing the current node and the destination. An illustration of
Proposition 3 is shown in Fig. 9. Let S0 be the first node in the
HOLE-DETOUR mode and S1, . . . , Sn be the next node. Let
H1 and H2 be the two view-points D with respect to H , and
suppose that H1 stays on the left side of the array

−−→
DH2. Let Si

be a node inside the forbidden area of hole H . We will prove
that the next node Si+1 creates a greater angle with

−−→
DH2 than

Si does. In this way, we show that the angles created by the
forwarding nodes in the HOLE-DETOUR mode with

−−→
DH2

gradually increase. Thus, the packet is eventually forwarded
to a node outside of the forbidden are of the hole H . As Si
is located inside the forbidden area of H ,

−→
DSi must stay on

the left side of
−−→
DH2 (1). Moreover, as Si+1 stays on the right

side of
−→
SiD,
−→
DSi must be located on the right side of

−−−→
DSi+1

(2). From (1) and (2), we deduce that
−→
DSi stays between

−−→
DH2

and
−−−→
DSi+1. Therefore, 6 H2DSi+1 > 6 H2DSi. Therefore,

the packet will eventually be forwarded to the node outside
of H1DH2.
Proposition 4: If a packet has bypassed hole H, it will

never be forwarded to a node inside the forbidden area
of H.
Proof 4: We consider the Q-GREEDY and HOLE-

DETOUR modes of packet forwarding. If the packet is in
the former mode, then it is not forwarded to a forbidden
area of any hole (1). If it is in the latter, the packet is not
forwarded to its bypassed hole’s forbidden area (2). From (1)
and (2), we deduce that the proposition holds if the packet
is in Q-GREEDY mode or HOLE-DETOUR mode (3). If the
packet is in the HOLE-ESCAPEmode, it is in the convex hull
of the current hole, say hole H1. It must then be initiated by
a node staying inside the convex hull. The proposition holds.
If not, the packet must enter the convex hull from a node,

FIGURE 9. Illustration of the proof of Proposition 3.

say N0, that belongs to the forbidden area of H1 and stays
outside the convex hull. As N0 stays outside of the convex
hull, it uses either the HOLE-DETOUR or Q-GREEDYmode
to forward the packet. Therefore, the next hop cannot stay
inside a convex hull of a hole.
Theorem 1: Every packet is forwarded to the destination.
Proof 5: According to Propositions 3 and 4, every packet

in QIH will eventually bypass all the holes. Moreover,
according to Proposition 2, once the packet has bypassed
all the holes, it will be forwarded to the destination by the
Q-GREEDY mode.

B. COMPUTATIONAL COMPLEXITY
In this section, we analyze the computational complexity
of our proposed routing algorithm. We denote by M the
maximum number of 1-hop neighbors of a sensor node.

1) Q-VALUE UPDATING
The Q-value is updated using the Hellman equation as
follows:

QN (B)← (1− α)QN (B)+ α [RN (B)+ γQB] .

QN (B) is retrieved from the Q-table; thus, the computational
complexity for this action is O(1). QB is the highest Q-value
of B, which is included in the feedback message from node B.
Therefore, the computational complexity of determining QB
isO(1). RN (B) is the reward calculated from three factors: the
energy consumption, i.e., Er (B)

Ei(B)
, the distance to destination,

i.e., d(B)
s , and the distance to the hole, h(B). To determine

the first factor, we need information about the initial energy,
i.e., Ei(B), and the remaining energy, i.e., Er (B) of B. As this
information is obtained from the feedbackmessage, this oper-
ation requires the complexity of O(1). The distance to the
destination is derived from two components: the Euclidean
distance from node B to the destination, i.e., d(B), and the
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total sum of all neighbors’ distances to the destination, i.e., s.
The computational complexity of the former and the latter
are O(1) and O(m), respectively, where m is the number of
the current node’s 1-hop neighbors. Accordingly, the total
computational complexity for determining the distance to the
destination factor is O(m). Finally, the distance to the hole
factor is decided by using the estimated distance from B to
the nearest hole, i.e., hB. As hB is contained in the feedback
message, the computational complexity for determining the
distance to the hole factor is O(1).

In conclusion, the total computational complexity for
updating a Q-value is given by O(1)+O(m)+O(1) = O(m).
This computational complexity is at most equal to O(M ),
where M is the maximum number of neighbors of a sensor
node.

2) HOLE BOUNDARY DETERMINATION
Let us consider a hole h that has b boundary nodes.We denote
by M the maximum number of 1-hop neighbors of a sensor.
According to our hole determination algorithm, every bound-
ary node initiates anHBD packet and sends this packet around
the hole boundary by using the right-hand rule. The compu-
tational complexity of the right-hand rule is as follows. Let ti
be the current boundary node that receives the HBD packet
and ti−1 be the previous boundary node. Then, ti searches
among its neighbors a node ti+1 such that −−→titi+1 makes the
smallest angle with −−→titi−1. The computational complexity for
determining ti+1 equals the number of ti’s neighbors. As the
number of ti’s neighbors does not exceed M , the computa-
tional complexity for the right-hand rule is upper bounded by
O(M ). Moreover, as the HBD packet travels through at most
m nodes, the computational complexity of the hole boundary
determining algorithm does not exceed O(m×M ).

VI. EVALUATION RESULTS
In this section, we conduct two main experiments. The first
experiment evaluates the impacts of parameters α1, α2, α3,
α, and γ on the performance of Q-learning Inspired Hole-
bypassing (QIH). Based on the first experimental results,
we determine the parameters’ optimal values and perform
a second experiment that compares QIH to three existing
works (i.e., CBMH [21] and EDGR [25], and BSMH [23]).
CBMH [21] and BSMH follows the hole-aware approach,
while EDGR [25] uses a heuristic routing algorithm. Table 1
describes the parameters of QIH. We run experiments with
network topologies that are generated as follows. First, from
Google Earth data, we extract maps, including obstacles.
Each map is then embedded into a 1000× 1000 m2 network
area. We randomly scatter approximately 4000 nodes within
the area by dividing the network into a 63 × 63 square grid.
Finally, we remove all sensor nodes staying inside the obsta-
cles. The details of the topologies are represented in Table 2.
Figure 10 shows Google Earth’s real images, from which we
create five network topologies, as shown in Fig. 11. In the
topologies, we use the most common communication model
of WSNs that contains one destination and multiple sources.

TABLE 1. Parameters of QIH.

TABLE 2. The details of simulated network topologies.

TABLE 3. Parameters of a sensor node.

The destination is placed near the boundary of the network.
The sources are randomly chosen such that 1) the line con-
necting each source with the destination intersects the hole
and 2) the sources contain both nodes inside and outside of
the hole’s convex hull. We set the number of sources in each
topology at 150. The simulation time is 1500 seconds. In the
following, the plotted values are the average of 10 simulation
runs along with a 95% confidence interval. The experiments
are conducted using the NS-2 simulator and on a computer
with an Intel Core i5-4570 3.2 GHz x 4 CPU and 8 GB of
RAM running Ubuntu 14.04 64-bit. To study the protocols’
energy consumption, we used the energy model suggested by
Shnayder et al. [32]. The sensor nodes’ parameters are listed
in Table 3.

We investigate the following metrics.
• Network lifetime: the network lifetime is defined as the
time duration until the first node dies.

• Average end-to-end delay: the average time to route
from sources to the destination of all data packets that
successfully arrive at the destination.

• Packet delivery ratio: the delivery ratio is the ratio of
the number of data packets successfully arriving at the
destination to the total number of data packets sent by
the sources.

• Average energy consumption per packet: the average
consumed energy is the ratio of all nodes’ total energy
consumption to the total number of packets successfully
delivered.
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FIGURE 10. Real maps obtained from the Google Earth.

FIGURE 11. Network topologies (the blue circles represent the sensors. The red diamonds represent the sources, and the blue triangle represents the
destination).

FIGURE 12. Impacts of α1 on network performance.

A. IMPACTS OF WEIGHTS ON REWARD FUNCTION
This section studies the impacts of α1, α2, and α3 on the
reward functions in three scenarios. In the first one, we vary
the value of α1 from 0.1 to 0.9. With each value of α1, we set
α2 = α3 =

1−α1
2 . Similarly, in the two others, we vary the val-

ues of α2 and α3 from 0.1 to 0.9. We perform experiments on
the five topologies shown in Fig. 11 to evaluate the impacts.
In the evaluation, we consider two metrics: the network life-
time and the average stretch. We omit the observation con-
cerning the packet delivery ratio, as it has been theoretically
proven to be 100% in Section V. We also eliminate the end-
to-end delay and the average energy consumption per packet
since they can be derived from the average stretch.

1) IMPACTS OF α1
Let us reiterate that α1 defines how significantly the sensors’
residual energy impacts the routing decision. In other words,
the greater the value of α1 is, the more priority the residual

energy gains. Therefore, when α1 increases, the neighbors
with higher levels of residual energy have a higher probability
of being selected as the next forwarder. This will make the
energy consumption of all the nodes more even. As a result,
the network lifetime tends to be extended when increasing
the value of α1. As in Fig. 12(a), the network lifetime has
increased in all the investigated topologies. However, the α1
increment frequently changes on the routing paths, which are
often not the shortest paths. Therefore, the average stretch is
proportional to the increase in α1. This observation can be
clearly seen in Fig. 12(b). From the evaluation results, we can
see that α1 should be set to moderate values from 0.2 to 0.4.

2) IMPACTS OF α2
The α2 value reflects the path length’s weight in making the
routing decision of QIH. When we increase the value of α2,
the shorter paths to the destination are prioritized. The aver-
age stretch values in relation to α2 are shown in Fig. 13(b).
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FIGURE 13. Impacts of α2 on network performance.

FIGURE 14. Impacts of α3 on network performance.

We can see that the average stretch gradually decreases when
the value of α2 increases. Fig. 13(a) presents the impacts
of α2 on the network lifetime. With a higher value of α2,
the network lifetime tends to decrease. This is because QIH
prefers to choose shorter paths when making routing deci-
sions. As a result, the traffic load tends to concentrate on
the nodes along several specific paths. When we consider
the trade-off between the network lifetime and the average
stretch, the suitable value of α2 should be in a range from 0.2
to 0.5.

3) IMPACTS OF α3
In the case of α3, its value is associated with the priority of the
distance to the hole. The impacts ofα3 on the network lifetime
and average stretch are shown in Fig. 14. In Fig. 14(b),
the average stretch decreases when α3 increases. This is
because when the value of α3 becomes larger, the packets
bypass the hole earlier. In other words, when the α3 value
is high, the packets will be forwarded along the routing paths
that stay far from the hole. These routing paths are also far
from the shortest paths because the shortest path goes through
the hole’s convex hull. Fig. 14(a) illustrates the variation of
the network lifetime when we change the value of α3. The
network lifetime tends to decrease when α3 is large. The
reason is that the large value of α3 causes longer routing

paths and thus imposes more traffic on sensors. From the
experimental results, α3 should be set to a moderate value
from 0.2 to 0.4.

In summary, we deduce that

• The network lifetime increases if we increase α1 or
decrease α2, α3,

• The average stretch decreases if we decrease α1 or
increase α2, α3.

From the results described above, we choose the following
values of α1, α2, and α3 to perform experiments to compare
the performance of the proposed protocol with the other
benchmarks, α1 = 0.3, α2 = 0.45, and α3 = 0.25.

B. COMPARISON WITH OTHER APPROACHES
1) NETWORK LIFETIME
Figure 15 shows the network lifetime achieved by the pro-
tocols. As shown, QIH significantly improves the network
lifetime compared with CBMH, EDGR, and BSMH. Specif-
ically, QIH extends the network lifetime more than 16%,
12%, 15% in comparison with EDGR, CBMH, and BSMH,
respectively. In most of the cases, CBMH has the second-best
performance, and EDGR achieves the worst performance.
The reasons for QIH’s improvement over the hole-aware
protocols (i.e., CBMH and BSMH) are as follows. First,

VOLUME 9, 2021 123425



P. L. Nguyen et al.: QIH: Efficient QIH Routing Protocol for WSNs

FIGURE 15. Network Lifetime.

FIGURE 16. Number of dead nodes.

QIH disseminates hole information for only nodes inside the
concave regions. Therefore, QIH can reduce the overhead
caused by the dissemination phase. Second, thanks to the
proposed reward function, QIH can balance the energy con-
sumption between nodes and alleviate long routing paths.
On the other hand, although both EDGR and QIH consider
residual energy in making a routing decision, QIH is bet-
ter. This is because QIH optimizes the global energy cost
over the whole routing path, while EDGR only optimizes
the local energy consumption at each node on the routing
path.

To thoroughly evaluate how well our protocol can balance
the energy consumption of nodes, we plot the number of
dead nodes over simulation time in Fig. 16. Figure 16 depicts
the number of dead nodes from 1000 s to the end of the
simulation concerning Topology 4. It can be seen that the
number of dead nodes caused by EDGR, CBMH, and BSMH
increases rapidly upon 1200 s. In contrast, QIH results in
a very small number of dead nodes. Specifically, until the
simulation ends (i.e., 1500 s), only 4 nodes die when using our
routing protocols. The total number of dead nodes when using
EDGR, CBMH, and BSMH are 192, 84 and 98, respectively.
This result again proves that our protocol can balance traffic
much better than the other protocols and thus can prolong the
network lifetime.

2) ROUTING PATH STRETCH
The average stretch of routing paths is depicted in Fig. 17.
BSMH attains the best performance in all cases, followed by

FIGURE 17. Average stretch.

FIGURE 18. Average end-to-end delay.

CBMH and EDGR. CBMH attains the second best perfor-
mance in topology 1, 3 and 5, QIH attains the second best
performance in topology 2 and 4, and EDGR does not attain
the best performance in any case. As shown in Figure 11,
the source nodes in topology 1, 3, and 5 are concentrated in
small regions with high density, and the routing path stretch
of QIH is also longer than that of other topology. This is
for the purpose of load balancing, i.e., packets route farther
paths to reduce the network load at the source node concen-
tration regions. In addition, all protocols tend to have higher
routing path stretching when the network topology is more
complex, i.e., in topology 1 and 5, where the routing hole has
a large concave region, or the network has multiple holes with
various sizes.

3) AVERAGE END-TO-END DELAY
Figure 18 depicts the average end-to-end delay of all success-
fully delivered packets. As shown, the average end-to-end
delay of QIH is much smaller than that of EDGR, CBMH
and BSMH. The average end-to-end delay achieved by QIH
is always smaller than 47% of that achieved by CBMH, 30%
of that achieved by EDGR, and 51% of that achieved by
BSMH. Interestingly, although BSMH outperforms QIH in
terms of routing path stretch, its average delay is much more
significant than that of QIH. The reasons for the improvement
of QIH can be explained as follows. The packet delay is
composed of two components. The first component is the
computational time spent to determine the routing path, and
the second component is the transmission time for transmit-
ting the packet from the source to the destination. In EDGR,
the routing decision is made mainly based on the energy
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FIGURE 19. Delivery ratio.

information of the nodes. This means that EDGR does not
consider the routing path lengthwhen determining the routing
path. Consequently, the routing path attained by EDGR may
be very large and lead to a large delay. In contrast, although
CBMH and BSMH can guarantee all routing paths’ constant
stretch, they require a complicated process for a source node
to determine the routing path. Hence, CBMH and BSMH also
suffers from a high packet delay. Thanks to the simplicity of
the Q-learning technique, the computational time is reduced
significantly in our protocol. Moreover, since our reward
function is designed to prioritize the short routing path, QIH
can improve the transmission time.

4) PACKET DELIVERY RATIO
The values of the packet delivery ratio achieved by the pro-
tocols are shown in Fig. 19. It can be seen that all of the
four protocols achieve a delivery ratio of approximately equal
to 100%. In EDGR, CBMH, and BSMH, the source node
predetermines a Euclidean path, avoiding all the holes. Thus,
they can alleviate the local minimum problem and success-
fully deliver most of the packets. In QIH, the local minimum
phenomenon is solved by introducing the HOLE-ESCPAE
and HOLE-DETOUR forwarding modes. The first mode
helps a packet escape from the holes’ concave regions, and
the second mode prevents packets from approaching the hole
boundaries.

5) AVERAGE ENERGY CONSUMPTION PER PACKET
Figure 20 shows the comparison of average energy consumed
to deliver one packet. In all five topologies, QIH outperforms
EDGR, CBMH, and BSMH by consuming significantly less
power. More specifically, the average energy per packet con-
sumed by QIH is always smaller than 62%, 51% and 21% of
that consumed by CBMH, EDGR, and BSMH, respectively.
As the packet delivery ratios are almost the same for all three
protocols (as shown in Section VI-B4), the gap between the
energy consumption of the protocols is decided by the total
energy consumption. QIH outperforms the others because
QIH has a small packet header size and a very lightweight
routing path determination algorithm.

In summary, QIH shares the delivery ratio with the existing
protocols, which approximately equals 100%. However, our
protocol outperforms the existing protocols in terms of the

FIGURE 20. Average energy consumption per packet.

network lifetime, the average end-to-end delay, and energy
consumption.

VII. RELATED WORK
Initially, we discuss geographic routing protocols using the
hole-aware approach. In [12], [14]–[18], [20]–[22], [33],
the authors used the concept of the forbidden area around
every hole from which all the packets are kept to stay away.
Fucai Yu et al., proposed a routing scheme wherein the
forbidden area is a circle covering the hole [14]. The nodes
on the hole boundary are identified using the bound hole
algorithm [8], which creates a virtual circle exactly covering
the hole. The circle’s information is then disseminated to all
nodes on the hole’s boundary. When a source node S wants
to communicate to a destination node D, it first sends the
packet along the line SD. The node on the hole’s boundary
will inform S about the virtual circle upon receiving the data
packet. Then, S calculates an anchor location, which is the
intersection of two tangent lines from S and D to the virtual
circle. S forwards the data packet to the node closest to the
anchor location, and this node will forward the data packet
to D. Similarly, the authors in [17] and [16] proposed using
the forbidden area as a hole covering hexagons and ellipses,
respectively. Currently, Muhammad A. et al. [34] focused
on the hole avoidance problem in underwater WSNs. The
authors proposed two algorithms to minimize the void hole
occurrence ratio, thereby improving the packet delivery ratio.
The main idea was to deploy fixed backup node deployment
at different strategic locations. In [35], the authors studied
how to bypass dynamic holes. They proposed a protocol that
is a combination of a geographic routing protocol proposed
in [36] and a dynamic hole detection algorithm proposed
in [13].

The protocol in [37] can guarantee that the route stretch has
an upper bound by 2(c), where c is the shortest path length.
In this protocol, the forbidden area is the convex hull of the
hole, through which vertices the packets are routed from the
source to the destination. The authors then extended the work
to address the problem of routing between nodes inside the
concave regions of the holes [18]. In [18], they described the
hole by a polygon whose vertices are all the nodes staying
on the hole boundary. The routing path is then determined
by the graph, which is formed from the holes’ vertices. The
upper bound stretch was proven to be 2

(
D
γ

)
, where D is the
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diameter of the network and γ is the communication range of
sensor nodes. Although these two protocols can provide the
stretch upper bound, they still suffer from the same problem,
i.e., traffic concentration around the forbidden area, as the
other protocols described above. In [30], the proposed pro-
tocol used a dynamic forbidden area with a circle shape.
The protocol can alleviate the traffic congestion around the
forbidden area, but it still incurs the routing path enlargement
problem. In our previous work [20], [21], [23], our routing
protocol could alleviate both the traffic concentration and
routing path enlargement problem. However, it suffers from a
large control overhead in broadscasting information and high
computational complexity in determining the routing path.
Thus, it may result in high packet delay and high energy
consumption.

Regarding the heuristic approach, Huang et al. exploited
energy information in making routing decisions in
EDGR [25]. Before sending data packets, each node sends
two so-called burst packets towards the destination for hole-
bypassing purposes. The first and second packets sequentially
go along the right-hand and left-hand sides of the holes. These
packets collect information on two anchor lists along the rout-
ing path. Upon arriving at the destination, the burst packets
are pushed back to the source with the anchor lists embedded.
When a source node sends a packet, it randomly chooses an
anchor list and embeds the anchors’ locations into the packet
header. The packet is then gradually forwarded towards the
anchors, where the next hop is chosen based on the neighbors
and residual energy. EDGR incurs a high energy overhead,
as it requires nodes to broadcast beacons to update the energy
information periodically. Yu et al. [38] proposed a scheme to
avoid the local minimum problem by identifying the nodes
staying inside the concave areas and preventing them from
participating in data delivery. Although these schemes can
shorten the routing path, they continue to suffer from traffic
congestion surrounding the hole. In [24], the next forwarder
node was chosen based on a so-called forwarding factor. This
factor is proportional to the residual energy and inversely
proportional to the distance to the neighbors’ destinations.
Accordingly, neighbors with higher residual energy and the
shortest distance to the destination are more likely to be
chosen. The authors in [27], [28] proposed routing protocols
based on the Q-learning technique. In [27], the reward was
decided by the so-called packet travel speed, which is the
ratio of advancement to the destination to the packet travel
time. In [28], the reward combined the nodes’ residual energy
and the distance to the destination. Unfortunately, none of the
heuristic routing algorithms proposed so far target the hole
problem.Wemake an effort to solve this problem thoroughly.
An earlier version of this work has appeared in [39]. In this
version, we have newly added the theoretical analysis section
and new evaluation results.

VIII. CONCLUSION
In this paper, we studied how to prolong the network life-
time under hole occurrence. We exploited the Q-learning

technique to propose QIH, which is a lightweight routing
protocol for WSNs. Our proposed protocol simultaneously
solved three critical problems that shorten the network life-
time: 1) the local minimum phenomenon; 2) routing path
enlargement; and 3) load imbalance. We performed theo-
retical analysis and proved that every packet is forwarded
to the destination by QIH. We conducted extensive experi-
ments to study the impacts of the parameters on QIH per-
formance. Moreover, we provided a guideline for choosing
the optimal parameters. We also performed extensive experi-
ments to compare QIH with the state-of-the-art methods. The
evaluation results showed that QIH outperforms the existing
methods in terms of the network lifetime, packet latency, and
energy consumption.
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