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ABSTRACT Hand bone age, as the biological age of humans, can accurately reflect the development
level and maturity of individuals. Bone age assessment results of adolescents can provide a theoretical
basis for their growth and development and height prediction. In this study, a deep convolutional neural
network (CNN) model based on fine-grained image classification is proposed, using a hand bone image
dataset provided by the Radiological Society of North America (RSNA) as the research object. This
model can automatically locate informative regions and extract local features in the process of hand bone
image recognition, and then, the extracted local features are combined with global features of a complete
image for bone age classification. This method can achieve end-to-end bone age assessment without
any image annotation information (except bone age tags), improving the speed and accuracy of bone age
assessment. Experimental results show that the proposed method achieves 66.38% and 68.63% recognition
accuracy of males and females on the RSNA dataset, and the mean absolute errors are 3.71 ± 7.55 and
3.81 ± 7.74 months for males and females, respectively. The test time for each image is approximately
35 ms. This method achieves good performance and outperforms existing methods in bone age assessment
based on weakly supervised fine-grained image classification.

INDEX TERMS Bone age assessment, deep learning, convolutional neural network, fine-grained image.

I. INTRODUCTION
The concept of bone age was first proposed and applied in
the medical field to monitor the development and growth of
children. Bone age is an abbreviation of skeletal age. X-ray
images of the left hand and wrist are generally taken for
bone age assessment (BAA) [1]–[5]. A doctor observes the
development of the ossification center of the left metacarpal
phalanx, carpal bone, and the lower end of the radius and
ulna through X-ray images to determine bone age [6]. The
hand bones at different stages have different morphological
characteristics. Therefore, BAA can more accurately reflect
an individual’s growth and development level and maturity.
It can not only determine the biological age of children but
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also understand the growth and development potential of
children and the trend of sexual maturity through the bone
age.

At present, BAA methods are divided into the TW scoring
and G-P atlas methods [7]. The TW method evaluates and
scores each part of the hand by analyzing relevant bone mor-
phological characteristics and finally accumulates the scores
of the different regions to obtain the final bone age. The G-P
atlas method is an image comparison method. This method
compares the evaluated image with a standard image, and the
bone age of the standard image with the highest similarity
to the evaluated image is its estimated value. The scoring
method of the TW method is more objective than that of the
atlas method, and therefore, the TW method is considered to
have higher reproducibility than the G-P atlas method [1], [2].
Figure 1 shows the regions of interest (ROIs) of the entire
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hand image in the TW method, where the red box is the
metacarpophalangeal region, and the green box is the carpal
region.

The abovemethods require an orthopedic expert to perform
a manual evaluation. Manual reading is time-consuming and
laborious, and the evaluation results are subject to the subjec-
tive influence of the evaluator. Therefore, a fast and real-time
automatic BAA technology is required.

FIGURE 1. ROIs used in TW method.

Research on automatic BAA systems mainly focuses on
two types of methods, that is, traditional machine learning
methods and deep learning (DL)-based methods. Traditional
BAA includes the CASAS system, CASMAS, the BoneXpert
system [1], neural network analysis based on the epiphyses
and carpal, and the royal orthopedic hospital skeletal aging
system [8].

In recent years, DL technology has gradually been applied
to the field of medical image analysis owing to its good
performance, and convolutional neural network (CNN)-based
image classification models have become popular. The task
of automatic BAA can be regarded as a classification prob-
lem of dividing hand X-ray images into the corresponding
bone age category, and CNNs have the advantages of feature
extraction and classification, which can greatly simplify the
entire BAA process [9]. Therefore, researchers have begun
applying CNNs to automatic BAA. Stem et al. [10] used
a traditional image processing method to extract the cor-
responding sub-region feature from hand MRI images and
then feed each sub-region to CNNs for training, and finally,
the results of all CNNs are synthesized to obtain the predicted
bone age. However, this model requires manual extraction of
ROIs and separate training, preventing it from being a fully
automatic evaluation method. Lee et al. [11], [5] fine-tuned
the pretrained GoogLeNet model on the ImageNet dataset to
obtain a deep neural network model suitable for hand bone
images. However, this is a transfer learning strategy, and the
accuracy of bone age prediction is only 60%. Similar transfer
learning methods have also been presented by Han et al. [12],
Tang et al. [13], and Wenxiang [14]. They extracted SIFT
and HOG features from an X-ray image, combined the two
features, and fed them to a CNN for automatic BAA. This is
a typical two-stage method. Another two-stage approach is
a combination of U-Net and VGGNet [15], [16], where the
U-Net network is used to segment the hand region, followed
by a VGG network for feature extraction and classification.
An attention mechanism is incorporated into a VGG network

to improve the accuracy of the model, achieving a mean
absolute error (MAE) of 6.1 months. B.Liu et al. [17] com-
bined U-Net and an adversarial generation network (GAN)
for BAA, achieving an MAE of 6.05 months. Ren et al. [18]
proposed a regression CNN for automatic BAA. First, a faster
R-CNN is used to detect the hand region, then a Hessian
filter is used to filter the image and generate a fine-grained
attention map, and finally, the coarse-fine attention map is
feed to the regression network to obtain the bone age, achiev-
ing an MAE of 5.2 months. Wu et al. [19] first used Mask
R-CNN to segment the hand region, and then, a residual
attention network was used to estimate the bone age, achiev-
ing an MAE of 7.38 months. Li et al. [20] first uses an
unsupervised method for the entire hand segmentation, then
MobileNetV3 for feature extraction, and finally multi-layer
perceptron for bone age estimation. The MAE is 6.2 months.
Salim and Hamza [21] proposed a RidgeNet model, which
uses a Mask-RCNN for hand segmentation, Ridge regres-
sion to complete bone age estimation, and VGG19 as the
backbone.

The structure of two-stage models is complex: it requires
not only preprocessing operations on the image but also
training multiple deep networks, all of which require manual
labeling, and algorithm execution efficiency and real-time
performance are poor.

Another type of BAA method is the end-to-end method.
Spampinato et al. [22] proposed a six-layer Bonet CNN
model and used a deformed layer to calibrate the position
of the hand bone. It is an end-to-end bone age predic-
tion method, achieving an MAE of 0.79 years. Souza and
Oliveira [23] proposed an end-to-end BAA method based
on residual learning, achieving an MAE of 6.44 months.
Ji et al. [24] proposed a network called PRSNet. The network
consists of part relation and selection modules. The part
relation model uses multi-scale context information to accu-
rately find the underlying correlation between the different
parts of the hand bone; the part selection model ranks the
importance of the part relation and selects the most important
part to assist in BAA, which is an end-to-end model. He and
Jiang [25] used SE-ResNet and a regressionmodel to estimate
the bone age. A compression step was added to the beginning
of the model, achieving an MAE of 6.04. However, this kind
of method often requires an additional preprocessing step,
such as removing characters, normalizing gray levels, and
calibrating images.

Although the above methods have achieved relatively
good results, they still have some shortcomings. The prob-
lems are mainly concentrated on two aspects. (1) Although
the two-stage method uses a CNN, it needs to be com-
bined with traditional machine learning methods and can-
not achieve end-to-end BAA, and its real-time performance
is poor. (2) Some related studies still require prepro-
cessing operations, even when they achieve end-to-end
functions, or their proposed networks cannot focus on
informative regions; thus, the networks cannot extract deeper
features.
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Unlike natural image classification tasks, automatic BAA
can be regarded as a classification problem of subcate-
gory images (bone age) with the same category (hand bone
images), which requires the classification model to be able
to find more subtle local features to achieve more accurate
results. The fine-grained classification network is divided
into two types: strong supervision and weak supervision [26].
Strongly supervised classification requires the addition of
image category labels and additional information such as
object labeling boxes during model training [27], whereas
weakly supervised classification networks do not need to add
any labeling information other than image-level tags [28].
In this study, a weakly supervised CNN model based on
NTS-Net [29] is proposed for the automatic assessment of
adolescent bone age. This network can automatically locate
the ROIs during the image recognition process. The local
features of ROIs and global features of the entire hand image
are fused, and the fused features are used to classify the hand
bone age.

II. METHODOLOGY
The task of BAA can be regarded as the process of dividing
the hand bone image into image categories of certain bone
ages. The main difficulty in this task is the high similarity
of hand bone images to different bone ages. The features
used by CNNs for classification are all detailed features,
and they only exist in local regions such as the wrist and
metacarpal epiphyses. Thus, the primary problem to be solved
is how to automatically locate local information-rich regions.
This research is mainly based on the NTS-Net network,
which is called the Navigator-Teacher-Scrutinizer Network.
Figure 2 shows the network architecture of automatic BAA
based on the NTS-Net network.

A. ARCHITECTURE OF BONE AGE ASSESSMENT
As shown in Figure 2, the hand bone image X is first sent
to the feature extractor module (Resnet-50), then informative
regions are detected by feature pyramid networks (FPN) in
the navigator agent, and the informativeness of the regions
is calculated. Subsequently, these informative regions are
sent to the teacher agent to evaluate the confidence of these
regions, and the confidence C of the regions and the informa-
tiveness I are kept in the same order to optimize the location
of the informative regions. When the order is consistent,
the features of the informative regions and that of the entire
image are together sent to the scrutinizer agent, and it uses
these fused features to make predictions.

1) NTS-NET MODEL
The model designs a new training paradigm, consisting of
three parts: a navigator agent, a teacher agent, and a scruti-
nizer agent. The navigator agent can detect the most infor-
mative sub-regions under the guidance of the teacher agent.
Then, the scrutinizer agent carefully scrutinizes the features
of the sub-regions suggested by the navigator and uses them
to make the prediction. Figure 3 is a schematic diagram of

FIGURE 2. Architecture of bone age assessment based on NTS-net
network.

FIGURE 3. NTS-net framework.

the NTS-Net network description. The navigator agent is
responsible for finding the most informative regions (ROIs,
represented by a rectangular box), whereas the teacher agent
evaluates and provides feedback on the ROIs proposed by
the navigator agent. After that, the scrutinizer agent carefully
scrutinizes these ROIs and uses them to make predictions.

2) NAVIGATOR AGENT
The main function of the navigator agent is to find the infor-
mative sub-regions from the hand bone image. The principle
is based on the FPN. The network mainly solves the multi-
scale problem, and the detection performance of small objects
or details is better. Because the epiphysis at the joints of
the hand bones is an important information for bone age
assessment. The navigator agent uses top-down horizontal
connection architecture to detect multi-scale regions. The
convolutional layer is used to calculate the feature hierarchy
layer by layer, followed by the ReLU activation function
and maximum pooling. After the pooling operation, a series
of feature maps with different spatial resolutions will be
obtained. The network uses lateral connection to merge the
up-sampling results and bottom-up feature maps, and uses the
high-resolution of low-level features and semantic informa-
tion of high-level features. Figure 4 is a diagram of the nav-
igator agent. Using multi-scale feature maps with different
hierarchies, informative regions can be generated with differ-
ent scales. In the parameter setting of the module, a feature
map with a size of {14 × 14, 7 × 7, 4 × 4} is used, which
corresponds to a region with a size of {48 × 48, 96 × 96,
192 × 192}, and the parameter in the module is expressed
as WI.

3) TEACHER AGENT
A confidence function is defined in the teacher agent, which
calculates the confidence of each informative region. After
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FIGURE 4. Navigator agent.

receiving the M scaled normalized informative regions {R1,
R2, . . . ,RM} from the navigator agent, the teacher agent out-
puts the confidence to help the navigator learn. The teacher
agent, in addition to the shared layer in the feature extrac-
tor, has a fully connected layer with 2048 neurons, and the
parameter in this module is expressed as WC.

4) SCRUTINIZER AGENT
After receiving the top-K informative regions from the nav-
igator agent, the scrutinizer agent first resizes these regions
to a predefined size (224 × 224 in our experiments) and
then sends these regions into the feature extractor (Resnet-
50), which generates the feature vectors of these regions,
each of which has a length of 2048. Finally, the scrutinizer
agent combines these K features with the feature of the
entire image and feeds them into a fully connected layer with
2048 × (k + 1) neurons. This module uses the function S
to represent the composition of the transformations, and the
parameter is denoted as WS.

B. PRINCIPLE OF BONE AGE ASSESSMENT
1) PRINCIPLE OF THE MODEL
Unlike the traditional CNN, to focus on the informative
regions, the main body of the model adopts the residual
network baseline (Resnet-50), and a learning ranking model
is developed. This method is based on the assumption that
regions with larger informativeness improve the network’s
target recognition performance. If the features of regions with
large informativeness are fused with the global features of
the entire image, the fused features can be used for target
recognition, improving classification performance. There-
fore, the core function of the network model is to automat-
ically locate the informative regions in the X-ray image and
order these regions based on their confidence. For the input
image X, it is assumed that all informative regions are rect-
angular areas, and A represents the set of all ROIs in a given
hand bone image. R ∈ A represents the ROIs in the set. This
method uses the function I to calculate the informativeness
of ROIs and uses the function C to evaluate the confidence
that a region belongs to the ground truth. Generally, more
informative regions should have higher confidence, so the
following condition should hold:
∀R1,R2 ∈ A, if C (R1) > C (R2) , then I (R1) > I (R2) .

(1)

In this model, the navigator agent is used to approxi-
mate the information function I, and the teacher agent is
used to approximate the confidence function C. In sum-
mary, this method selects M regions AM in the sub-region
space A. Then, the navigator agent evaluates the informative-
ness I(RM) of the selected M regions, and the teacher agent
evaluates their confidenceC(RM). The network optimizes the
navigator agent so that {I(R1), I(R2), . . . , I(RM)} and {C(R1),
C(R2), . . . ,C(RM)} have the same order.
In summary, the network represents the M most

informative regions predicted by the navigator agent as
R = {R1, R2, . . . ,RM}, the informativeness corresponding
to the region R is expressed as I = {I1, I2, . . . , IM}, and
the confidence predicted by the teacher agent is expressed as
C = {C1, C2, . . . ,CM}. Finally, among the M regions with
the most informativeness, we select the top-K regions with
the most informativeness and feed the features of these K
regions, along with the global features of the entire image,
to the scrutinizer agent for classification, thereby completing
the bone age prediction process.

2) LOSS FUNCTION
We need to optimize these informative regions R to make the
confidence functionC and the information function I have the
same order. The loss function used in the optimization process
includes the navigator and teacher loss functions, as shown
in (2) and (3).
The navigator loss function is as follows:

L (I ,C) =
∑

(i,s):Ci<Cs
f (Is − Ii), (2)

where the function f is a non-increasing function. If Cs > Ci,
courage Is > Ii, and f is the hinge loss function.
The teacher loss function is as follows:

LC = −
∑M

i=1
logC (Ri)− logC (X). (3)

The loss function penalizes the reversed pairs between
I and C and encourages I and C to keep the same
order. When the navigator navigates to the most infor-
mative region {R1,R2, . . . ,RK }, the scrutinizer agent
provides a fine-grained recognition result Pi. Pi =

S (X ,R1,R2, . . . ,RK ), and we use the cross-entropy loss as
the classification loss.

L = −
∑N

i=1
yilog (Pi), (4)

where N represents the number of categories, yi represents an
indicator variable, and Pi is a prediction probability.

C. FAST SCANNING ALGORITHM
The dataset consists of hand and wrist radiographs with bone
age labels. The radiograph shows high variability, includ-
ing different acquisition methods and variations in bright-
ness, contrast, resolution, and even aspect ratio. Most of the
images in the dataset are obtained through computed radiog-
raphy (CR) or digital radiography (DR), and only a small part
of the images are obtained from the film, as shown in Figure 5.
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FIGURE 5. Sample radiographs available on the RSNA. (a–d) Images
acquired through CR or DR. (e–h) Images digitized from traditional film
(irregular samples).

These images obtained from the film have a large invalid
region, except for the hand. They are called irregular samples
in this study. These invalid regions are useless for bone age
recognition. On the contrary, they will increase the burden of
data processing. To remove these invalid regions, this study
proposes a fast scanning algorithm based on scan lines to
extract valid regions of the hand images. Valid regions are
defined, as indicated by the green box in Figure 6. The steps
of the scanning algorithm are given below and the principle
is shown in Figure 7.

Procedure Fast Scan Algorithm
Input: An original image I and a threshold T;
Output: An image Ivr with a valid region;

Begin
1. Determine the scanning direction (Row or Column);
2. Start scan;
3. Compute intensity L of each pixel on the scan line;
4. Compute max intensity difference Llim on this scan line;
5. Compare Llim with T, if Llim > T to 6, else return to 2;
6. Stop scan;
7. Record the position of the scan line (Xleft, Xright, Ytop,
Ybottom);

8. Compute the center X0, Y0 and the height H, width W of
the valid region;

9. Output the image Ivr with valid region;
End

The working process of the fast scanning algorithm is as
follows: in the row direction of the image, the algorithm scans
the pixels one by one from the top to the bottom until it
reaches the high pixel value point on the top of the finger.
In the same way, the algorithm scans the pixels one by one
from the bottom to the top until it reaches the high pixel
value point at the end of the wrist. In the column direction
of the image, the algorithm scans the pixels one by one from
left to right until it reaches the high pixel value point on the
leftmost edge of the hand, and then scans from right to left

FIGURE 6. Valid region extraction. (a–d) Original images. (e–h) The valid
region images by the scan algorithm.

FIGURE 7. Illustration of the fast scan algorithm.

FIGURE 8. Irregular samples digitized from traditional film.

until it reaches the high pixel value point on the right edge of
the hand. Where, L represents the gray value of the image,
Llim represents the maximum gray difference on a scan line
(step 4).

The purpose of developing the fast scanning algorithm is to
verify whether a simple preprocessing step can improve our
model’s performance.

III. RESULTS
A. DATA PREPROCESSING
1) DATA ACQUISITION
This research uses the RSNA 2017 Pediatric Bone Age
dataset as the research dataset. The dataset contains
6833 male and 5778 female X-ray images of the hand, rang-
ing in age from 1 to 228 months. Each image was manu-
ally labeled by experts. Some samples have invalid regions,
as shown in Figure 8. We selected 150 male and 157 female
irregular images for preprocessing necessity analysis. There-
fore, the final dataset used for training and testing includes
6683 male and 5621 female hand bone images. The sample
distribution of the dataset is shown in Figure 9.
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FIGURE 9. Age and gender distribution in the RSNA dataset.

Figure 9 shows that the number of hand images in the
RSNA dataset is unbalanced in different age categories. The
number of samples is only 1 in some bone age, and the
maximum is 718 in others. Such a distribution will signifi-
cantly reduce our model’s classification accuracy. Therefore,
the dataset needs to be augmented to balance these samples.

2) DATA AUGMENTATION
DL is a standard data-driven method. As a black-box deep
network, it strongly relies on a large amount of data to solve
a problem. The sample distribution of the dataset in this study
is unbalanced, so the dataset needs to be augmented.

Data augmentation methods typically include affine trans-
formation methods such as translation, rotation, mirroring,
and elastic deformation [30]. Because hand radiographs have
high consistency, such as the location of the hand and the
background color in the image, if we choose the augmen-
tation method arbitrarily, this consistency will be destroyed.
In our experiments, five methods of scaling, translation,
rotation, shearing, and elastic deformation are used to aug-
ment the samples to approximately 60 images for each class.
Ultimately, 12,501 images of males and 10,461 images of
females were obtained. Figure 10 shows the data augmenta-
tion method and the results.

We use 80% of the augmented data as the training set, and
the remaining 20% of the samples are used for testing. A ran-
dom strategy is used to generate the training/test set samples,
and the result is the average of the results of five experi-
ments (different training/testing samples). Data augmentation
parameters include image rotation in the range of −45◦ to
45◦, image translation ranging in the ratio of 0-0.1, image
scaling ranging in the ratio of 0.8-1.1, image shear ranging
from −8◦ to 8◦, and image elastic deformation with alpha
ranging from 90◦ to 105◦ and sigma of 20. Table 1 shows the
distribution of the augmented dataset.

B. PARAMETERS SETTING
Our experiments were run on a machine with a 3-GHz
CPU and 24-GB RAM, equipped with two Nvidia Titan XP
GPUs. The system environment is Ubuntu 14.04, the pro-
gramming language is Python3.6, and the DL framework
used is PyTorch.

TABLE 1. Distribution of dataset images.

TABLE 2. Experimental results.

The parameters are set as follows. The number of local
regions is K= 4; that is, the features of four local informative
regions and those of the entire image are all fed to the final
classification network. The pretrained model of ResNet-50 is
loaded and set ‘‘pretrained= true,’’ a batch size of 16 images
was used for each step, and the weight decay rate of 10−4

was used to prevent overfitting. The learning rate is set to
0.001 at the start and then decays at a decay rate of 10%
every 25 epochs. The pretrained ResNet-50 is used as a
feature extractor, and stochastic gradient descent is used for
optimization. The test model is saved every epoch during
the training process. The test model size is approximately
113 MB. We trained the model for 100 epochs.

C. EXPERIMENT RESULTS
1) ACCURACY OF BONE AGE ESTIMATION
Weused the top1 accuracy,MAE, and root-mean-square error
(RMSE) as performance metrics. Their formulas are given
below.

MAE =
1
N

∑N

i=1

∣∣yi − ŷi∣∣ , (5)

RMSE =

√
1
N

∑N

i=1

(
yi − ŷi

)2
, (6)

where N represents the number of test data points, and yi
and ŷi denote the ground truth and the predicted bone age,
respectively.

The results of the prediction accuracy, MAE, and RMSE
are shown in Table 2.

The data in Table 2 are the average value of the five
experiments. The test model corresponding to the epoch
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FIGURE 10. Data augmentation methods.

FIGURE 11. Loss and accuracy curve of training set (male).

FIGURE 12. Loss and accuracy curve of test set (male).

with the highest accuracy during the training process was
saved. The fluctuations in the loss and the test accuracy
value during the training process of the experiment are shown
in Figures 11, 12, 13 and 14 respectively. The line with the
triangle mark represents the loss rate, and the line with the
square mark represents the top1 accuracy. The curve value is
the average of five training/testing experiments.

For the male data set, the number of iterations for each
epoch is 625 (batch size= 16), and themodel training process
requires a total of 62500 iterations. For the female data set,
the number of iterations is 523 per epoch, and a total of 52,300
iterations are required for the model training process.

FIGURE 13. Loss and accuracy curve of training set (female).

FIGURE 14. Loss and accuracy curve of test set (female).

Our method achieved a top1 accuracy of 66.38% for males
and 68.63% for females on the test set, and an MAE of 3.71
and 3.81 months for males and females, respectively, was
obtained. Compared with previous studies, our model shows
the best performance in the fine-grained weakly supervised
object classification algorithm, which also illustrates the
effectiveness of the self-supervision mechanism.

2) BONE AGE PREDICTION ACCURACY OF IRREGULAR
SAMPLES
The irregular samples mentioned in section II.C may be
caused by an unsuitable angle of film shooting. These sam-
ples have large invalid areas, which significantly degrade
bone age recognition. This study uses the fast scanning algo-
rithm to remove these invalid regions and then estimates the
bone age of valid regions to verify the necessity of the image
preprocessing step. In the study, irregular samples with and
without preprocessing were tested, and the results are shown
in Table 3. The data in the table are also the average of the
same five test models in section C.

TABLE 3. Bone age estimation results of irregular samples (MAE
(months)).

As illustrated in Table 3, compared with that of the orig-
inal images, the estimated bone age MAE of the prepro-
cessed images for males and females increased by 13.83%
and 17.53%, respectively. This study shows that performing
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TABLE 4. Comparison of different deep learning-based methods.

only a simple preprocessing step (the scan line scanning
algorithm) can improve our model’s bone age estimation
accuracy.

D. ALGORITHM COMPARISON
For algorithm comparison, this study’s results are compared
with the results of DL-based BAA algorithms published in
the literature. The comparison results are shown in Table 4.

Based on the comparison results in Table 4, our method
outperforms the existing methods. The method proposed
in this study is an end-to-end method. The model directly
receives an original image as input and outputs the bone age.
The method in this study is a typical end-to-end bone age
estimation algorithm based on weak supervision. The method
lso proves the effectiveness of this self-supervised training
paradigm for fine-grained image classification.

IV. DISCUSSION
In this study, a fine-grained image recognition network
was used to automatically estimate the bone age, and rela-
tively satisfactory results were obtained on the RSNA public
dataset.

We use the attention map of a neural network to illus-
trate the superiority of the algorithm proposed in this study,
as shown in Figure 15.

The figure shows that our algorithm is divided into two
branches. The first branch (denoted as¬) extracts the features
of the complete image directly using ResNet, and the sec-
ond branch (denoted as ) generates four part images, with
features extracted for each part. Finally, the feature maps of
the two branches are concatenated (denoted as ®), and the

FIGURE 15. Illustration of the merit of our proposed method using
attention map: (a) input image; (b) part images proposed by the navigator
module; (c) attention map of the part images; (d) attention map of the
original image; and (e) concatenation attention map.

FIGURE 16. Attention map of images: (a) original image and the attention
map; (b) attention map of full images; and (c) attention map of the fused
features.

fusion feature map of the hand bone image is obtained. The
algorithm uses the combined features to classify the hand
bone age. From the attention map in Figure 15, the combined
feature map (e) pays attention to more regions and detailed
information than the image (d). The red area indicates a
high attention degree. In addition, Figure 15 (e) pays more
attention to the carpal region, which mainly contributes to the
part images. Compared with the phalangeal region, the carpal
region has significant differences in features between dif-
ferent bone ages. Therefore, clinicians typically pay more
attention to this region when reading radiography. This is also
the reason for the higher accuracy of our algorithm because
the algorithm pays more attention to the carpal regions.

Figure 16 shows the comparison of the combined
feature visualization (c) and the original image feature
visualization (b).

The first row (a) represents the original image. The second
row (b) represents the class activation map (CAM) of the full
image extracted by ResNet-50, and the bottom row (c) rep-
resents the visualization CAM results of the fused feature.
Figure 16 shows that the red area for each image in row c is
greater than that in row b, which means that the fused feature
pays more attention to hand bone information.
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FIGURE 17. Attention map of single feature and fusion feature:
(a) original image; (b) full image attention map in a; (c) attention map of
fusion features.

In addition, when the hand bone image is sampled irregu-
larly, the method can still focus on the hand region, as shown
in Figure 17 (row c). If we use only the features from the full
image, the attention areas will be located outside the hand
region, completely deviating from the target, as shown in row
b in Figure 17.

Our algorithm also has some disadvantages. First, in the
algorithm execution process, the selection process of the part
images (ROIs) is complicated. It needs to complete a region
proposal network process, compute the amount of informa-
tion for each region, and calculate each region’s confidence
and the ranking score of regions, so the computational cost
is high. A research topic to be studied in the future is how to
develop a simpler method for locating the key regions (such
as the carpal area).

Second, different bone age estimation methods use differ-
ent datasets, making a fair comparison difficult. Even when
using the same dataset (RSNA2017), it is difficult to achieve
a completely fair comparison owing to differences in data
augmentation methods, training/test split ratios, and abnor-
mal sample preprocessing steps. As shown in Table 4, in the
case of a slight difference in the data size, the method in this
study can still achieve a smaller MAE value than can studies
in the literature [8]–[11] and [12].

Finally, although the residual network (ResNet) used in the
model has good feature extraction capabilities, the number of
parameters generated by the 50-layer residual network during
training is greater than that of the DenseNet network, which
also has good feature extraction capabilities.Wewill consider
replacing the residual network with a DenseNet network in
the future.

V. CONCLUSION
In this study, a new deep CNN based on fine-grained image
recognition is used to predict the bone age of adolescents.
This network can automatically extract the local features of
hand radiographs and fuse these features with those of the full
image to estimate bone age. It is an end-to-end BAAmethod.
The model in this study uses a random strategy under a fixed
training/test ratio (8:2) to generate training/test sets, and a
total of five test models under different training/test samples
are obtained. The mean value is calculated by performing

five experiments to ensure the reliability of the experimental
results. Ultimately, the model achieved a prediction accuracy
of 66.38% for males and 68.63% for females on the RSNA
public dataset. MAE values of 3.71 and 3.81 months were
obtained for males and females, respectively. The results
outperform those in existing literature [5], [8]–[12]. The algo-
rithm in this study has a fast convergence speed and a high
bone age estimation accuracy. The average time for bone
age estimation is approximately 35 ms per image. From an
application viewpoint, this model can be used to develop
a BAA system, with rapid real-time BAA, meeting clinical
requirements.
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