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ABSTRACT Recent studies have recently exploited knowledge distillation (KD) technique to address time-
consuming annotation task in semantic segmentation, through which one teacher trained on a single dataset
could be leveraged for annotating unlabeled data. However, in this context, knowledge capacity is restricted,
and knowledge variety is rare in different conditions, such as cross-model KD, in which the single teacher
KD prohibits the student model from distilling information using cross-domain context. In this study, we aim
to train a robust, lightweight student under the supervision of several expert teachers, which provide better
instructive guidance compared to a single student-teacher learning framework. To be more specific, we first
train five distinct convolutional neural networks (CNNs) as teachers for semantic segmentation on several
datasets. To this end, several state-of-the-art augmentation transformations have also been utilized in training
phase of our teachers. The impacts of such training scenarios are then assessed in terms of student robustness
and accuracy. As the main contribution of this paper, our proposed multi-teacher KD paradigm endows the
student with the ability to amalgamate and capture a variety of knowledge illustrations from different sources.
Results demonstrated that our method outperforms the existing studies on both clean and corrupted data in the
semantic segmentation task while benefiting from our proposed score weight system. Experiments validate
that our multi-teacher framework results in an improvement of 9% up to 32.18% compared to the single-
teacher paradigm. Moreover, it is demonstrated that our paradigm surpasses previous supervised real-time
studies in the semantic segmentation challenge.

INDEX TERMS Autonomous vehicles, convolutional neural networks, knowledge distillation, semantic

segmentation, semi-supervised learning, corruption robustness, machine vision.

I. INTRODUCTION

Convolutional neural networks (CNNs) are now regarded as
the state-of-the-art solutions for the bulk of computer vision
applications, such as object detection [1], [2] and semantic
segmentation [3], [4], thanks to the advancements in their
deep learning designs. CNNs can conduct excellent feature
extraction and pattern recognition by virtue of their power-
ful feature parameter sharing and dimensionality reduction.
However, most of these models are trained by employing
an entirely supervised learning approach and relying on
human-labeled data. Compiling full human annotations for
a large-scale dataset is an exceedingly time-consuming pro-
cedure [5]. This restriction has motivated the researchers to
substitute the supervised learning perspective with various
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other techniques, such as the semi-supervised learning [6]
approach, multi-source domain adaptation [7], and weakly
supervised semantic segmentation [8], to take advantage of
unlabeled data.

Recently, several works have employed knowledge distil-
lation (KD) to transfer knowledge from a deep CNN, con-
sidered a teacher, to a compact student model. With this
approach in mind, a teacher network is initially trained on
a dataset containing labeled images. The trained network is
then used to annotate a large amount of unlabeled data, called
pseudo labels. Finally, the student network learns the desired
features from the teacher-annotated dataset. The student-
teacher KD performs in a variety of ways. For example,
in several studies, the weights are updated by means of pseudo
labels generated from the same self-training model [9].
In other papers, networks are simultaneously trained with
both pseudo-labeled and labeled images for various tasks
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such as image classification [10] and object detection [11].
Additionally, in some iteration-based research works [12],
a trained student becomes the new teacher and generates a
new set of pseudo labels. These new labels are then leveraged
to train the next student.

The majority of KD student networks rely solely on
the expertise of a single teacher [13], [14]. Even with
outstanding deep learning architectures such as ESP-
Netv2 [15], Ghost-UNet [16], UNet++ [17], DeepLab [18],
and DeepLabv3+ [19], the pseudo labels generated by a
single teacher may fail to offer the high-level information
required to train a robust student. This conclusion is based
on the examination of two critical criteria: generalization
and robustness. Compared to the single-teacher framework,
multi-teacher KD has a higher chance of generalization to any
desired image domain that the student network is expected to
learn. If there is a significant domain shift between training
data and new data, the model may not operate reliably on such
data.

To address this issue, the presence of multiple informative
and instructive teachers to aggregate their knowledge could
effectively weaken the domain-shift related to model gener-
alization. Autonomous vehicles are a great example of this
application since they travel in various environments and con-
sequently experience severe domain shift. Moreover, these
images could contain specific noises against which the model
may not be robust; resulting in an inferior segmentation per-
formance. Since annotating new data by an expert teacher is
mainly without human supervision; therefore, a student could
promptly learn from falsely-annotated images, resulting in
erroneous weight updates.

In this paper, we propose a new multi-teacher knowledge
distillation (MTKD) method for semi-supervised learning,
in which several teachers share their information on every
pixel. As such, when one teacher fails to yield a high-
precision segmentation, the remaining teachers could refine
and enhance the label index and cancel out the effect of
adverse errors. Our approach involves five DABNet [20]
teacher architectures that have been trained using a variety
of datasets, including Berkeley Deep Drive (BDD100K) [21],
Mapillary [22], and Indian Driving Dataset (IDD) [23]. These
datasets cover numerous and varied domains to ensure that
the teacher models can be adequately generalized to unseen
environments. Besides, a unique technique is implemented to
boost the robustness of each teacher against various synthetic
image corruptions.

Although the teacher architectures are identical, the train-
ing phase for each teacher aims to cover a different
domain. Having trained the teachers with different train-
ing scenarios, we leverage such teachers to instruct the
FastSCNN model [24] in KD procedure using the Cityscapes
dataset [25]. It is mandatory to note that we do not use
any determined annotation in the Cityscapes dataset; instead,
the teachers provide pseudo labels with the FastSCNN model
on fine and coarse images. The performance of our teachers
and students is evaluated on clean (without any corruption) as
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well as corrupted data in order to find out the impact of each
training scenario on network robustness.

Finally, in our proposed multi-teacher approach, all the
teachers simultaneously distill their information for the
semantic segmentation challenge in a new lightweight stu-
dent. Using a special score weight (SW) system, different
scores are assigned to the teachers in a specified class based
on their performances on clean and corrupted data. The output
of this scoring system will determine the label of the desired
pixel. Since multiple teachers are involved in generating these
scores, a student will no longer acquire fine-to-coarse spatial
features from a single restricted network. Therefore, auto-
generated labels are more informative and instructive due to
the knowledge aggregation of multiple teachers.

The main contributions of the present work can be summa-
rized as follows:

o Implementing different training scenarios, including
style transfer and data augmentation techniques on
teacher models and employing each teacher model to
train individual students.

o Using clean and corrupted images to investigate the
effects of these training scenarios on both teacher and
student networks in order to find out which scenario
yields a more robust model for KD in a semantic seg-
mentation task.

o Proposing a multi-teacher method for semi-supervised
learning, which is a simple yet practical approach to train
a robust student network based on our SW system.

« Presenting comprehensive evaluations of the proposed
multi-teacher framework based on different factors such
as student architectures, number of teachers, and teacher
permutations.

The rest of this paper is organized as follows. First, a brief
literature review focusing on single- and multi-teacher KD
is presented in Section II. Subsequently, model robustness
against different image-based corruptions is also discussed
in this Section. Afterward, Section III describes the selected
datasets, networks, and scenarios used in this paper. Our eval-
uation results and the outputs of the multi-teacher learning
approach are given in Section IV, and the influence of dif-
ferent student networks and the MTKD framework with dif-
ferent numbers of teachers are also discussed in this Section.
Finally, Section V concludes the paper and presents future
aspects in addition to the growth potentials of the framework
proposed in this study.

Il. RELATED WORK

This section presents the literature review related to central
aspects of this paper, including KD in deep learning, multi-
teacher KD, and the robustness of CNNs against different
corruptions.

A. KNOWLEDGE DISTILLATION

Deep neural networks (DNN5s) require large-scale and high-
quality data to perform well, especially when dealing with
various perturbations. Transferring knowledge from one
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expert source to another untrained source is a typical policy
for coping with labeled data scarcity in the training stage [13].
In semi-supervised learning, a small set of labeled data is
used in conjunction with a huge set of unlabeled data to
train a network. KD is a type of semi-supervised learning
that aims to train a student network so that it can compete
with the accuracy of deep teacher models requiring less
computational resources. Such a network would be appro-
priate for applications used in mobile devices [26]. Many
studies have taken advantage of KD in a variety of computer
vision tasks [14], [27]-[35]. For example, class probabilities
generated by a sophisticated model have been employed to
train a lightweight model [36]. KD has also been imple-
mented to transfer the intermediate feature maps in an image
classification task [37].

Furthermore, KD can be found in other tasks such as
3D object detection [37], pedestrian re-identification [38],
and semantic segmentation [39]. Peng et al. [40] considered
cross-modal and cross-domain challenges of KD and inves-
tigated a visual-textual life-long KD to address these issues.
A one-step training procedure with a unified ensemble struc-
ture has been proposed in the KD field [41]. Another chal-
lenge in KD is incremental learning, where models need
to learn new tasks while remembering the old ones. This
challenge is analyzed in semantic segmentation, and the net-
work updates its weights so that it learns new features from
the new set of data while maintaining the knowledge of the
prior key features [42]. The teacher model also needs to be
dependable in order for the student network to learn from
it effectively. This is investigated by Tan et al. [43], where
authors presented an inter-class correlation regularization for
training the mentioned reliable teacher.

Regarding single teacher KD, Liu et al. [44] adopted pixel-
wise distillation in the semantic segmentation task and ana-
lyzed the efficiency of pair-wise and holistic distillation
on different datasets. By pointing to computational com-
plexity and domain shift issues, Kothandaraman et al. [45]
employed domain adaptive KD for autonomous vehicles
application. Another category of studies in KD aim to tackle
the issue of model efficiency while maintaining high accuracy
[28], [46]-[48]. He er al. [46] apply KD on a compact stu-
dent network to address the mentioned problem and take
advantage of a pretrained autoencoder for feature similar-
ity optimization. There also exist other variations of single
teacher KD algorithms, which propose novel approaches to
distilling knowledge, such as intra-class feature variation [49]
or contextual-relation consistent domain adaptation [50].

B. MULTI-TEACHER KD

The student-teacher KD framework has made significant
progress in transferring knowledge from one sophisticated
teacher architecture to a lightweight student network. How-
ever, knowledge capacity and diversity may be constrained
in some instances, such as cross-model KD [51]. To cope
with this issue, the training of a portable student network
by several teachers has been investigated [52]. In this study,
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a student learns to execute the same or different task from
several teachers, rather than just one. With this strategy,
students can assimilate different forms of knowledge gained
from diverse teacher networks and build a comprehensive
knowledge system.

In 2019, Mirzadeh et al. [53] demonstrated that any
desired teacher network is only capable of distilling knowl-
edge to a student model with a specific threshold of parame-
ters. If the size of the model is less than that threshold, the KD
procedure may not be compelling. Therefore, the authors take
advantage of a multi-step KD context to mitigate the stated
issue. In contrast to two-phase distillation approaches, on-
the-fly Native Ensemble [54] is proposed, which encounters
training procedure as a one-stage online distillation. In 2020,
Xiang et al. [55] proposed a novel framework called Learn-
ing From Multiple Experts. In the definitions proposed by
authors, "Experts’ refer to the models which extract features
on less imbalanced data distribution. They exploit Self-paced
Expert Selection and Curriculum Instance Selection as learn-
ing schedules for a reliable knowledge transfer from Experts
to the student networks. Various works take advantage of KD
with multiple teachers in different applications of computer
vision, such as person re-identification [56], skin disease
classification [57], and video action recognition [58].

C. MODEL ROBUSTNESS

In the wild, various corruptions concerning rotation and blur-
ring and different adverse weather conditions might occur
and impact the performance of trained CNNs. Owing to the
vulnerability of CNNs, this can cause a noticeable drop in
network performance. Su et al. [59] provided an in-depth
investigation regarding the accuracy and robustness trade-
off of numerous CNN models. So far, different benchmarks
have been proposed with a focus on model robustness and
robustness enhancement [60]. A simple way to improve the
robustness of a machine learning model is data augmenta-
tion [61]. However, even though corrupted data can enhance
the robustness of CNN models in semantic segmentation [62],
introducing corrupted data into the training domain largely
diminishes the model accuracy on uncorrupted data.

It worth noting that various types of corruption influ-
ence one another. One research perspective is to enhance
model robustness with uncertainty estimation through various
ways, such as style-transfer [63]. Furthermore, recent studies
have assessed the robustness of CNNs against domain shift
effect [64]. Hassaballah et al. [65] reported a detailed bench-
mark related to the performance of CNN models when facing
various weather conditions, including snow and fog. In addi-
tion, they introduced a new dataset regarding challenges of
vision-based self-driving cars in adverse weather conditions
called DAWN. Kamann and Rother [66] demonstrated that
model robustness is influenced by elaborate architectural
designs as well as common image corruptions. There is also
more variety of research activities regarding the subject of
model robustness against adverse weather conditions [67],
night scenes [68], and rain [69].
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While there are many single-teacher KD standpoints,
as discussed in subsection II-A, we look into KD using a
multi-teacher approach. This allows us to combine the exper-
tise of several different teacher networks into a single student
model. Our student model enjoys key features collected from
teacher networks trained by means of different large-scale
datasets. Despite the fact that plenty of studies also utilized
multi-teacher KD frameworks, the research community has
way less attention to the robustness of CNNs against image
distortions. This paper aims to enhance the performance of
the student model in noisy environments by means of a novel,
easy-yet-effective multi-teacher KD approach. It is worth
noting that most multi-teacher frameworks require high com-
putational complexity for knowledge aggregation procedures.
However, our multi-teacher KD deals with this issue since
lightweight CNNs are only adopted for teacher models. This
is due to the fact that we train and benchmark each teacher
network on an individual basis. In the next step, utilizing our
MTKD framework (which will be discussed in section III),
we train our student CNN based on the knowledge of all
teacher models. Therefore, since only one CNN is trained in
each step, there is no need for high-end GPUs to process large
data tensors from multiple teachers simultaneously. Another
distinction between our technique and other multi-teacher
approaches is that we educate each teacher with a distinct
training scenario to robustify them against various noises in
the wild. Our student network learns convolutional feature
maps from all of these models, allowing it to generalize effec-
tively and retain its performance in semantic segmentation
tasks despite different kinds of corruptions.

Ill. THE PROPOSED APPROACH

In this section, we propose our central idea and elucidate the
details of our MTKD method. Our approach includes four
easy-to-implement operations, which can be summarized as
follows: 1) Training teacher models on labeled data, 2) Evalu-
ating the performance of each teacher on both clean and noisy
data to determine which network is more robust in segment-
ing specific classes, 3) Using the teacher evaluation results to
establish the SW system, and 4) Training a student network
based on the SW system to determine the corresponding
labels. Fig. 1 depicts an overview of our proposed method.
As demonstrated in Fig. 1, first, a unique training scenario
will be used to train each of the five individual teachers as
thoroughly as feasible.

In the next step, these teachers will be employed to segment
the unlabeled data. Then, exploiting our SW system, which
will be discussed in subsection III-E1, optimized labels will
be generated for the unlabeled dataset and used to train a
robust student.

In this experiment, the teacher dataset should be in a certain
form to ensure the generalization of models. Despite this,
there could be a noticeable domain shift between unlabeled
data and training images, compromising the generalization
of CNNs. This motivates us to select a mixture of datasets
that can provide large-scale domains for our teachers while
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TABLE 1. The datasets and methods used in each scenario to enhance
the robustness of teacher models.

Dataset Scenario Technique
Mapillary BDD100K IDD AdaIN Augmix Pretrain Painting-by-Numbers

Scenario #1 v
Scenario #2 v
Scenario #3
Scenario #4
Scenario #5

Scenario Index

v
4
v
v v

AN
AN

yet allowing adequate domain shift for unlabeled data to
challenge the MTKD technique.

The training datasets for the teachers include BDD100K,
Mapillary, and IDD. Afterward, we will exploit the
Cityscapes urban dataset for the semantic segmentation task;
which contains unlabeled data and offers the desired domain
shift compared to teacher training images. A number of
selected images in Fig. 2 illustrate the severity of domain
shift between labeled and unlabeled datasets. It is crucial to
point out that the dataset for each teacher varies regarding
different circumstances to enhance its robustness against
various noises. Table 1 summarizes the datasets employed
for different scenarios. The datasets have been downsized to
the 480 x 360 resolution to speed up the training process due
to the large number of training images.

Even though any desired CNN architecture can be easily
implemented in the multi-teacher technique, we have used
DABNet and FastSCNN as teacher and student networks,
respectively. Containing 0.76 and 1.14 million parameters,
respectively, both of these networks are in the category
of lightweight models. In this study, we have not utilized
deep CNN architectures such as DeepLabv3+ to examine
the practicality of the multi-teacher technique since KD
still occurs between lightweight teacher and student archi-
tectures. Considering an ensemble of teachers with deep
CNN architecture for KD consumes lots of resources and
delays the training stage, which can confine the applica-
tion of KD. In addition, it is proved that deeper CNNs do
not necessarily make better teachers for lightweight stu-
dents in that the students fail to mimic deep teachers due
to capacity mismatches [14]. This is due to the fact that
the resemblance between student and teacher models highly
correlates with the ability of the student model to imitate
the teacher. When the student model has the comparable
capacity to the teacher model, its outputs will resemble the
outputs of its teacher. By taking a lightweight architecture
such as DABNet, training the multi-teacher framework with
a wide range of large-scale datasets would be more feasi-
ble in comparison with deep CNNs such as DeepLabv3+,
and we manage to alleviate the mismatch between stu-
dent and teacher capacities. Based on the conducted exper-
iments, DABNet consistently achieves a higher accuracy
even with fewer parameters, and alternatively, FastSCNN
leads to a substantial reduction in run-time, making it more
suitable for mobile device applications like autonomous
vehicles.

To train a robust student on unlabeled data, we need to
train each teacher model by means of a distinct training
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FIGURE 1. Overview of the multi-teacher technique and SW system.

scenario. These training scenarios vary based on our needs
and criteria. In our experiment, we adopted five different
scenarios to accomplish multi-teacher learning. In our study,
various teachers provide the student networks with multiple
sources of information. By doing so, the student will be able
to observe multiple forms of knowledge and generalize more
effectively while also enjoy complementary information from
each of the teachers. The reasoning for this may be described
by the cognitive process of human learning. In fact, a stu-
dent does not learn from a single teacher; rather, a student
learns from different illustrations of knowledge better when
numerous teachers on the same task or separate tasks are
adopted.

Mentioned training scenarios are as follows: 1) consol-
idated BDDI00OK and Mapillary datasets (No data aug-
mentation), 2) painting-by-number data augmentation [70],
3) AdalN fast style transfer [71], 4) Augmix augmenta-
tion [72], and 5) pretraining a teacher on an unstructured
dataset (in our case, IDD). Each scenario will be discussed
separately in subsequent sections.
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A. SIMPLE BDD100K AND MAPILLARY DATASETS (Sci)
Scenario 1 is the baseline of this study. We train the
DABNet model with a combination of BDD100K and Map-
illary datasets without any unique augmentations. However,
we adopt basic augmentation techniques like flipping or ran-
dom image scaling to improve the performance of the model.
In this scenario, 25000 images are used in the training pro-
cess; out of which 7000 images are related to the BDD100K,
and the rest belong to the Mapillary dataset.

B. PAINTING-BY-NUMBER (Sc2)

Painting-by-number is an easy-to-use augmentation tech-
nique for robustness enhancement in semantic segmentation
tasks. However, because this technique requires accessing the
ground-truth of images first, it may not be the ideal solution
for a new dataset with totally unlabeled photos. Having the
ground-truth labels, we can construct a texture-free repre-
sentation of an image by attributing random colors to each
label; which is unlikely to occur in the wild. In the next
step, we alpha blend the original image with the texture-free

119053



IEEE Access

A. Amirkhani et al.: Robust Semantic Segmentation With MTKD

(c)

(d)

FIGURE 2. Sample images of each dataset; (a) BDD100K, (b) Mapillary, (c) IDD, and (d) Cityscapes.

version, based on Eq. 1.

Pnwylaug) = aPg y(pbd) + (1 — a)Pp,w(orig) (1)

In the above equation, Py, w)(aug), Pn,w)(pbd), and
P,y (orig) respectively denote the augmented, texture-free,
and the initial intensities of a particular pixel of width w and
height A. As stated in [70], variable « (with a random value
between 0.7 and 0.99) is a blend parameter for reducing the
texture bias of CNN models.

We apply painting-by-number augmentation to 25% of
our training dataset. However, for an unbiased comparison
between the considered scenarios, we do not add the aug-
mented images to the training dataset in order to eliminate
the enhancement effect of additional training data. Instead,
we replace the original images with the augmented ones (in
all training scenarios).

C. AdalN FAST STYLE TRANSFER (Sc3)

The AdaIN method [71] duplicates the content of an input
image in the style of another. By adopting the AdalN style
transfer technique and alleviating the bias of a model, we can
prevent our network to learn the features from image tex-
tures and make it focus better on image shapes. Similar
to scenario 2, we replace 25% of our dataset with AdaIN
style transfer outputs. Our style source for this scenario is
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the Kaggle painter-by-number dataset [73], and the styliza-
tion coefficient has been set to 0.5 for all image samples.
Yim et al. [74] stated that AdaIN could not be found benefi-
cial for semantic segmentation tasks since it distorts image
structures. Although it is crucial in semantic segmentation
to retain image content structure during the style transfer
process, we believe that AdaIN could be practically used
since it does not necessarily distort image patterns. From our
perspective, by choosing a proper stylization coefficient and
an appropriate style source, the AdaIN approach can be reli-
ably applied to style a dataset in semantic segmentation task.
In this work, we set the stylization coefficient to 0.5 since
higher values increase the stylization strength and massively
distort the image structure. Meanwhile, lower values decrease
the model robustness since it does not make enough changes
to the texture of the image.

D. AUGMIX AUGMENTATION (Sc4)

In the Augmix method [72], various augmentations are sam-
pled arbitrarily and applied to an image. Since Augmix is
based on random augmentations, it creates a dissimilarity
between augmented images and, therefore, inhibits a model
from memorizing the augmentation pattern. Like previous
scenarios, we augment 25% of our dataset with the Aug-
mix augmentation approach. For implementing the Augmix
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FIGURE 3. Sample images of our different training scenarios for enhancing the robustness of teacher models. The images from top to bottom belong to
AdalN fast style transfer (first row), Augmix augmentation (second row), and painting-by-number (last row) scenarios.

procedure in this scenario, we have randomly selected one to
three individual operations, including brightness, posterize,
sharpness, auto contrast, equalize, solarize, and contrast.

E. UNSTRUCTURED PRETRAIN (Sc5)

In contrast to the considered training domains, autonomous
vehicles will eventually be driven in entirely diverse environ-
ments. In unstructured environments, such as off-road trails,
there is a significant domain shift, and therefore model may
face a severe performance drop. In this scenario, we seek to
pretrain a model on an unstructured dataset and then fine-
tune its weights on a structured one. In this regard, we take
advantage of IDD as the unstructured dataset and com-
plete the training procedure by using merely the BDD100K
dataset. Note that we do not finetune the Mapillary dataset
as other scenarios because the total number of images is
not comparable with other scenarios. To be more specific,
IDD and BDD100K datasets contain 12872 and 7000 images,
respectively.

Fig. 3 exhibits some sample images subjected to painting-
by-number, AdalN, and Augmix training scenarios. To inves-
tigate the effects of various scenarios on a student network,
each teacher directly trains its relevant students, and then their
results are compared.

‘We train each network until the convergence, ensuring that
the student model learns sufficiently and can avoid simul-
taneous overfitting. The model convergence is verified on a
regular basis by comparing the accuracy and loss plots of the
train and test sets. In this paper, the number of classes has
been set to 15, which is the same as in all four datasets. These
classes include road, sidewalk, building, traffic light, traffic
sign, terrain, vegetation, sky, person, rider, bus, car, caravan,
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motorcycle, and truck. Random scales and random mirror
augmentations have been applied in all training procedures
to guarantee that the models are as generalizable as possible.
The initial learning rate has been set to 0.0005, which dimin-
ishes during training. We adopt the Adam optimizer [75] with
batch sizes of 32 and 64 for teacher and student networks,
respectively. Note that except for scenario 5, which includes
pretraining and finetuning steps, the teacher and student net-
works are trained from scratch in the remaining scenarios.
Our loss function is the 2D cross-entropy function presented
in Eq. 2.

I'=—(gilog (pi) + (1 — g)log (1 — pi)) (@)

where g; and p; represent the ground-truth and the model
prediction for pixel i, respectively. The experiments were also
repeated with the Focal loss function [76]; however, there was
not much difference between the outcomes.

1) SCORE WEIGHT SYSTEM

In our MTKD framework, the SW system facilitates teacher
communication and determines which label the student
model should be trained on for a specific pixel. Since robust-
ness enhancement in KD is the primary goal of our MTKD
approach, we first need to analyze the robustness of each
model separately. We employ various synthetic image cor-
ruptions to corrupt our test data. Such corruptions include
shot noise, impulse noise, Gaussian noise, elastic transform,
Gaussian blur, motion blur, defocus blur, pixelate, spatter,
saturate, frost, glass blur, and zoom blur. In addition, four
severity levels are considered for image corruptions in our
experiments, ranging from level 1 (light corruption) to level 4
(severe corruption).
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FIGURE 4. Visualization of image corruptions in each severity level applied on the cityscapes validation set.

Each class gets an exclusive SW in each network based on In Eq. 3, SW(; ) is the score weight for network i and
its segmentation accuracy on both clean and corrupted data. class j. N and n are maximum and current severity levels,
Eq. 3 illustrates how to calculate SW using mean intersection respectively. Since our work examines four different levels of
over union (mloU) as the accuracy measure. corruption, N is set to 4. A severity level of n = 0 represents

clean and uncorrupted data evaluation. In addition, 1 < n < 4
N is related to corrupted images and noisy environment in which
Z mloU? the higher value of n indicates a greater degree of corruption.

0 Fig. 4 demonstrates several clean and corrupted images to
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(a) (b) (<)

FIGURE 5. Sample images from the Mapillary validation set and the corresponding segmentation outputs of teachers; (a) original image,
(b) ground-truth, and the outputs of (c) scenario 1, (d) scenario 2, (e) scenario 3, (f) scenario 4, (g) scenario 5.

visualize each severity level in detail. Since the applied noises
in this study are all synthetic corruptions, therefore the choice
of severity levels should have a higher chance of occurrence
in the wild. As a result, we only evaluate our student models
on severity levels ranging from 1 to 4, as depicted in Fig. 4.
It is worth highlighting that the SW system is not limited to
the mloU accuracy metric and could be defined by means
of any other metrics. Having determined all the SW entries,
we define the SW matrix according to Eq. 4. We consider a
C x 1 vector (score map) with zero elements for all given
pixels, where C is the number of classes. When network
i predicts class j, we add the SW(; ;) value to row j of the
score map vector. After repeating the mentioned method for
all adopted teachers, the SW system chooses the maximum
argument of the score map vector as the label output.

[ SWa,y SWapy - SWa—ny SWay ]
SWa,n - SWei-ny SWa))
SW = : : : : )
SWi—1,1) SWi—1,2) - -+ SWi-1,)
L SWany  SWaoy - SWij-1y SWaj

IV. EVALUATION RESULTS

All the teacher networks are evaluated on clean and cor-
rupted data to identify which scenario boosts the robustness
of models the most. Moreover, we repeat the same procedure
to determine the impact of each scenario on the robustness
of the trained student model. Ultimately, we assemble a SW
matrix for each scenario by which we train the robust students
on unlabeled data. Comprehensive evaluations regarding our
MTKD framework are presented in this section to prove the
efficiency of our approach in both clean and corrupted data.
Additionally, assessments are replicated by means of different
real-time architectures to substantiate the compatibility of our
method with other student networks.

A. EVALUATION OF TEACHER MODELS

Tables 2 and 3 illustrate the accuracies of teacher net-
works related to Mapillary and BDD100K validation sets,
respectively. Also, Tables 4 and 5 show how teacher models
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perform in terms of robustness across all severity levels.
Note that shrinking our teacher networks to save training and
assessment time would lead to information loss in the training
phase, thereby hurting the final accuracy. Fig. 5 displays
the segmentation outputs of the teacher models for all five
scenarios. Below, we will discuss the performance of each
scenario in detail.

1) SCENARIO 1

Tables 2 and 3 depict that the basic model (scenario 1) per-
forms well on clean data, with overall mIoU values of 60.8%
for Mapillary and 57.3% for BDD 100K datasets, respectively.
However, when faced with corrupted images, the perfor-
mance of the baseline model drops dramatically; indicating
that the model is not robust against these synthetic corrup-
tions. At maximum severity level (s = 4), the accuracy of
this model reduces to 22.54% (a drop of 62.93%) for the
Mapillary and 20.61% (a drop of 64.03%) for the BDD100K
validation set. The model learns better features in the Map-
illary domain since the number of training examples is more
extensive and hence achieves 3.5% higher accuracy on clean
data.

2) SCENARIO 2

The painting-by-number approach can substantially adjust
the texture of an image since the alpha-blend coefficient has
a minimum value of 0.7. Although this is an effective method
for emphasizing the shape-bias of a model, it leads to a
slight performance drop on clean data. According to Tables 2
and 3, by applying this method, model accuracies on clean
validation sets of Mapillary and BDD 100K decline by 4% and
3.9%, respectively, compared to the baseline model. These
modest accuracy drops are accompanied by a noticeable gain
in robustness. For severity levels of 1 to 4, this model yields
performance increases of 6.7%, 5.29%, 6.17%, and 5.44% on
BDDI100K and 4.5%, 4.56%, 4.82%, and 4.52% on Mapillary
evaluation.

3) SCENARIO 3
Based on Tables 2 and 3, AdalN surpasses the painting-by-
number approach and attains superior accuracy on clean data.
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TABLE 2. Accuracies of teacher networks in all training scenarios for mapillary validation set.

o} = g = Q
<] o =] o0 .6 2D = o) = 5
= = =) = g = - < =) - v
£ E g % S > < g g = 3 = 2 5 g S
% S 22 M & = > =
Scl 60.8 822 543 794 433 520 549 843 967 483 229 605 827 364 533
Sc2 568 80.0 519 777 374 474 513 825 964 410 161 529 802 297 509
Se3 575 811 517 779 387 482 50.1 825 965 450 151 545 80.7 31.1 520
Sc4 603 822 553 796 43.1 525 528 84.0 96.7 476 21.8 538 826 359 563
ScS 4677 687 259 703 286 378 305 767 945 420 6.5 371 759 213 376
TABLE 3. Accuracies of teacher networks in all training scenarios for BDD100K validation set.
) = 5 = 2
= ] =] = .20 .20 o =] Q
5 £ §¥ T £ 49 9w § % 5 g £ &8 &5 5 %
= =} > = Q Q ) - 4 = < 2] = 5
$ T <% 2 E £ § & 3 2 ® 5 & 9 g F
s S
%) e () M & = > =
Scl 573 89.1 53,6 787 383 304 427 822 922 496 212 649 849 332 418
Sc2 534 873 507 769 309 261 399 809 920 41.8 124 650 828 244 3638
Sc3 560 887 51.8 774 334 274 40.6 806 927 473 19.7 68.0 84.0 303 41.6
Sc4 579 880 513 788 368 309 390 82.0 925 50.0 36.1 675 841 323 422
Sc5 553 883 519 768 335 299 390 80.8 91.5 483 9.2 64.1 842 295 47.1

According to Tables 4 and 5, AdaIN enhances model robust-
ness; supporting our assertion in relation to the effectiveness
of the proposed method. Despite the fact that maintaining
the pattern and structure of an image during style transfer is
the top concern in semantic segmentation tasks, AdaIN could
still be utilized in a manner that does not lead to undesirable
distortion. This, of course, is in contrast to the assertion
made by Yim et al. [74] related to AdalN fast style transfer.
Compared to the painting-by-number scenario (Sc2), AdaIN
exhibits an average accuracy gain of 1.65% on clean data.
Regarding robustness evaluation, at the maximum severity
level (s = 4), AdaIN improves mloU values for the Mapillary
and BDD100K domains by 9.4% and 10.09%, respectively,
at the highest severity level (s = 4).

4) SCENARIO 4

There is a trade-off between the Augmix augmentation
method (Sc4) and AdalN fast style transfer (Sc3). Augmix
outperforms AdalN on the clean dataset, and it also has a
higher accuracy gain at severity level 1. However, AdaIN
is more robust than the Augmix scenario at severity levels
of 2, 3, and 4. This is due to the fact that Augmix is a type
of augmentation algorithm, and AdalN is a style transfer
method. When an image is augmented with Augmix, the style
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remains the same as the original image, allowing the Aug-
mix to perform better on clean data. However, when high-
level image corruptions distort an image structure, AdaIN
can deal better with such perturbations. Compared to the
baseline teacher, AdaIN has a slightly higher performance
(0.6% higher) on clean data. When it comes to the model’s
robustness, there are more apparent gains of 7.7 and 7.8% for
the Mapillary and BDD 100K datasets, respectively.

5) SCENARIO 5

Our evaluation dataset does not contain unstructured images.
Thus, we do not expect scenario 5 to compete with other
scenarios. The IDD pretrain scenario has a performance
reduction of 2% on BDD100K clean data; however, its per-
formance for the Mapillary test increases to 14.1% since it is
not trained in the Mapillary domain. The primary objective of
this scenario is to keep the multi-teacher approach effective
in unstructured environments such as off-road routes.

B. EVALUATION OF STUDENT MODELS

In this subsection, the student models are evaluated, and their
robustness is compared to the similar models trained via
supervised learning to determine whether our teacher models
could be an appropriate substitute for human annotation and
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TABLE 4. Teacher robustness evaluations related to the mapillary validation set.

o) = g o )
9 > ) = en .20 .20 o 9] = B
= = = g s £ B=! S g a4
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: 1 457 685 384 679 23.1 384 362 625 851 344 114 427 707 200 408
g 2 375 603 302 582 119 31.8 299 506 76,5 29.6 6.8 30.5 60.0 152 331
5 3 305 523 244 450 6.0 245 261 39.6 694 245 6.0 244 498 9.5 25.1
A 4 225 416 174 340 3.1 16,5 19.5 312 60.1 15.3 2.6 153 358 3.2 20.1
(;' 1 502 748 409 69.7 346 454 426 655 822 410 153 430 763 266 454
g 2 420 68.1 329 598 274 374 312 519 759 348 119 324 670 212 365
5 3 353 613 270 495 214 300 276 418 726 288 104 254 550 16.1 27.0
A 4 27.1 505 21.0 394 141 173 223 344 686 20.0 6.5 142 414 10.0 193
"03 1 522 76.1 444 733 336 445 431 771 944 398 121 457 76.0 257 454
g 2 463 700 376 667 292 387 369 713 90.1 349 8.2 340 69.2 231 375
5 3 39.7 646 330 544 235 299 341 647 79.0 310 8.2 199 622 193 325
A 4 319 57.0 252 404 159 221 273 523 746 231 3.0 135 519 152 246
: 1 53.1 762 437 724 362 47.0 43,1 756 925 42,0 13.1 456 777 28.1 497
g 2 456 706 363 647 309 41.6 345 647 88.0 347 9.0 306 69.2 239 399
5 3 38.1 653 310 554 240 342 285 505 8.0 278 6.2 21.7  61.1 16.8  29.3
A 4 302 559 254 439 166 241 270 393 743 214 6.0 11.6  49.6 8.8 19.2
‘g 1 394 62.1 199 60.1 198 306 241 675 878 34.1 5.9 272 660 14.6 31.8
g 2 33.1 564 168 477 154 251 202 584 824 269 34 21.7 513 161  22.1
5 3 26.8 520 144 360 114 192 154 S51.1 768 18.0 2.7 120 41.1 9.1 16.6
A 4 20.1 426 10.0 26.8 6.0 11.5 11.8 40.0 696 112 0.3 6.2 29.2 5.8 10.2

TABLE 5. Teacher robustness evaluations related to the BDD100K validation set.
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: 1 414 758 399 66.1 140 193 292 622 799 28.1 8.7 46.0 733 7.0 30.8
g 2 356 658 345 574 5.8 149 253 495 726 259 10.5 409 648 5.2 254
5 3 274 571 259 452 34 119 19.1 36,5 632 17.1 1.8 289 543 2.0 17.3
A 4 20.6 445 17.8 338 1.6 9.6 141 28.0 525 115 2.2 22.8 405 0.0 9.7
(;' 1 48.1 81.7 450 696 303 257 329 673 806 384 154 567 787 155 36.1
g 2 409 741 379 600 250 21.1 27.6 531 745 297 166 448 704 6.1 31.9
5 3 336 667 313 503 197 172 243 399 705 17.8 16.1 31.5 60.1 0.4 24.6
A 4 26.1 549 249 40.8 133 8.9 184 31.8 657 122 9.5 19.5 47.6 0.1 17.3
"03 1 499 82.1 456 723 274 236 36.6 751 90.1 378 179 536 789 193 378
g 2 442 756 40.1 651 249 204 323 687 856 31.6 9.8 45.1 735 144 325
5 3 363 69.5 337 532 205 17.1 284 589 745 241 4.3 29.6 64.5 3.3 26.2
A 4 308 620 29.1 414 13.6 126 216 473 699 167 150 26.8 56.3 2.6 16.0
: 1 499 813 434 712 295 251 329 724 865 39.6 29.1 571 793 151 376
g 2 433 749 376 636 264 209 258 60.8 81.5 323 244 453 723 7.3 329
5 3 354 68.8 319 54.1 199 169 219 469 753 21.1 127 348 64.1 2.3 25.3
A 4 284 598 267 436 129 112 202 364 684 149 9.1 26.6  53.7 0.6 13.8
‘g 1 445 795 429 668 276 230 31.0 71.8 853 355 3.1 36.5 769 54 37.7
g 2 382 699 353 545 228 19.1 239 622 79.0 290 7.1 324 652 8.5 26.2
5 3 308 612 277 414 163 153 141 514 731 19.1 23.1 194 519 0.4 16.6
A 4 21.8 485 20.1 31.7 6.9 9.1 103 38.1 659 146 0.1 136 394 0.2 7.5
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relieve the labeling burden. Table 6 presents the performance
of the FastSCNN model on the Cityscapes dataset for each
scenario. The severity level of zero in Table 6 stands for clean
data evaluation.

With mloU values of 58.4% and 58.3%, respectively,
painting-by-number (Sc2) and Augmix (Sc4) approaches
attain first-rate accuracies on clean data. They demon-
strate 1.3% and 1.2% improvements over the mloU of the
same model trained using a supervised method, respectively.
AdalN fast style transfer (Sc3) also beats the models trained
on the ground-truth annotations with a modest performance
gain of 0.5%.

Expectedly, Scenario 1 and IDD pretrain (Sc5) both exhibit
accuracy decreases of 1.1% and 11.1%, respectively. Sce-
nario 1, in particular, cannot compete with a supervised
approach since it is trained using a semi-supervised method
and no special methodology is taken to enhance its perfor-
mance. Scenario 5 is identical to the baseline model. Since
in Scenario 5, we first pretrain our model with the IDD
dataset, which contains severely unstructured settings, such
as off-road paths. This results in a substantial domain mis-
match between structured test scenarios in the Cityscapes
data and unstructured pretraining scenes in the IDD data.
Though in this stage, our model has even been finetuned by
the BDD100OK dataset, the teacher fails to train a reliable
student using BDD100K data due to the significant domain
shift between test set data and pretraining data.

In terms of robustness performance, scenarios 2 and 4
rank first. Compared to the supervised learning technique,
the mloU values for these scenarios are 2.4% and 2.3%
higher, respectively. With the assistance of AdalN fast style
transfer, scenario 3 also outperforms the baseline model.
At severity levels 0 to 3, it demonstrates accuracy gains
of 1.6%, 3.8%, 2.8%, and 2.7%, respectively. However,
at severity level 4, the model’s mloU value is 0.5% lower
than the baseline model, attributed to severe synthetic image
corruptions.

In terms of particular classes, the most prevalent classes
considered in the Cityscapes dataset are roads, buildings,
greenery, automobiles, and the sky. This prevalence gives
rise to superior accuracy and robustness in all the models in
that it provides a considerable amount of pixels with these
labels, compared to other classes. With a mloU accuracy
of 91.2%, the Augmix scenario beats the other models. The
supervised method, with 81.5% accuracy on clean data, ranks
last in this class; and as for robustness evaluation, there is
a noticeable gap of 4.5% in robustness evaluation between
the supervised method and the Augmix model. Results indi-
cate that the semi-supervised approach equipped with the
appropriate augmentation technique can train a more versatile
student capable of predicting challenging domains and being
more robust against natural and synthetic distortions in the
outdoors.

The performance of the supervised model in the sky class
supports this assertion. According to Table 6, the ground-truth
and scenario 1 models reach 96.4% and 96.2% accuracies
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FastSCNN (student model) accuracy vs severity levels
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FIGURE 6. mloU accuracies of FastSCNN for all the considered KD
scenarios as well as the supervised approach. The results are associated
with the Cityscapes dataset with 480 x 360 image resolution.

for the reference class, respectively, which are greater than
the remaining scenarios. Nevertheless, the performances of
these models drop to 42.8% and 47.5% on synthetically
corrupted data since none of these scenarios contain any
robustness approach. Even though scenarios 2 to 4 initially
experience a slight performance drop on clean data, they
gain greater robustness evaluation accuracy. The painting-by-
number approach attains an accuracy enhancement of 9.9%
(23.13% gain) in comparison with the supervised model.
Fig. 6 shows the overall accuracy of each model evaluated
in this subsection.

C. EVALUATION OF THE MULTI-TEACHER METHOD

The results of the multi-teacher learning method are pre-
sented and discussed here. As described in subsection III-E1,
having computed all the SW elements and constructed the
SW matrix, we take the SW matrix to train a robust student
network with all the five teacher models at the same time.
Note that in this phase, we employ five teacher models that
have been trained by means of five scenarios in Section III.
The performances of the multi-teacher technique on clean
and corrupt data have been listed in Table 7. In addition,
Fig. 7 displays several segmentation outputs of our proposed
method.

Table 7 reflects that our proposed multi-teacher learning
approach surpasses the supervised and the student models
trained in different scenarios. On clean data, the multi-teacher
learning approach achieves a 6.67% gain in the mIoU metric
compared to scenario 2; which indicates the best performance
among all our experiments. Compared to the supervised
model, this gain rises to 9.1%; proving the advantage of the
multi-teacher learning approach.

In terms of robustness criterion, the MTKD still maintains
its merits at all severity levels. To be more specific, for
scenarios 1 to 5, Table 7 indicates accuracy gains of 12.19%,
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TABLE 6. Performances of student models on clean and corrupted data for Cityscapes dataset.
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8 3 238 61.0 244 47.1 3.7 7.4 16.3 51.8 51.3 12.3 0.6 2.5 40.4 0.8 13.0
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57.1 815 542 771 356 440 526 820 964 413 242 503 783 304 51.7
384 692 358 665 161 175 160 658 663 325 138 333 666 4.1 344
330 61.8 31.7 585 126 124 162 540 615 273 119 226 577 2.1 322
259 545 259 471 102 94 155 404 545 210 7.0 134 421 1.6 207
187 496 19.1 371 6.9 4.8 95 309 428 13.0 49 63 262 22 9.1

Supervised
AW —O

TABLE 7. Results of applying the multi-teacher learning approach on the Cityscapes dataset. Severity level zero indicates the evaluation of clean data.
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0 623 942 69.1 843 336 441 510 876 899 507 277 547 877 339 638
1 445 785 496 652 220 293 334 575 732 391 143 301 702 165 449
2 365 722 441 571 163 228 213 469 676 335 104 163 610 73 347
3 310 661 403 497 126 183 203 388 646 259 61 119 483 65 243
4 230 580 316 412 77 126 106 328 529 175 41 60 313 87 76

9%, 15%, 9.5%, 32.18%, and 23% in robustness metric, in enhancing network communication, increasing the bur-
at the maximum severity level (s = 4). This corrobo- den on computing resources. Armed with the SW matrix,
rates that our proposed SW matrix plays a substantial role we can determine whether a network’s predictions are
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() (b)
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FIGURE 7. Random sample images of Cityscapes validation set and their corresponding segmentation
outputs; (a) original image, (b) ground-truth, (c) multi-teacher learning segmentation, (d) supervised

approach segmentation.

valid and whether an inaccurate annotation should be
rejected.

D. EVALUATING MTKD WITH DIFFERENT NUMBER OF
TEACHERS

In this paper, the total number of teacher models has been
set to five concerning the presented robustness scenarios. It
is worth noting that increasing the number of teachers would
increase the computational cost associated with the training
phase of different teacher models. As a result, we suffice to
employ at most five teacher models in our study. According
to section III, the total number of teacher models is one of
the key factors in MTKD. This subsection aims to analyze the
performance of the proposed MTKD technique with different
numbers of teacher models. We experiment with different
settings for the teacher network quantity parameter and recon-
struct the relevant SW matrices. By doing so, we manage to
conduct an in-depth analysis of the influence of this parame-
ter in the MTKD framework.

We replicate the student training procedure with two,
three, and four teacher models and compare the evaluation
results with five teacher MTKD discussed in subsection I'V-C.
Furthermore, the permutation of teacher networks is also
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taken into consideration to investigate the impact of each pro-
posed scenario. Concerning the results demonstrated in Fig 6,
it is worth noting that Scenario 5 has not been employed
in this subsection since its unstructured environment is sub-
jected to a large domain shift compared to our test domain.
Therefore, scenario 5 is only adopted by the five teachers
in KD. The accuracy of the student network in relation to
the MTKD framework with varied teacher models number is
shown in Table 8.

As demonstrated in Table 8, MTKD, even with two com-
pact teacher models, is able to outperform the similar student
network trained on ground-truth labels. This is due to the reli-
able SW system, making MTKD generate pseudo labels for
unseen images constantly. With respect to the average accu-
racies reported in Table 8, the MTKD framework has enjoyed
the minimum gains of 4.04%, and 8.96% and maximum gains
of 10.98%, and 11.56% compared to the supervised approach
with two and three teacher models, respectively. Adopting
MTKD with four teacher networks raises this gain to 12.42%.
Even with the existence of severe domain shift in structured
environment, the adopted scenario 5 pertaining to the teacher
model still improved the gain from 12.42% to 13.87%. This
demonstrates that the SW system can retain the robustness of
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TABLE 8. Effect of the number of teacher networks on the performance
of the student model.

Student Accuracy

0 1 2 3 4

58.8 399 334 269 21 36
58 44 361 30 205 377
58.5 437 36 294 209 377

Number of Teachers ~ Scenarios

Average

PR
A WA WN

2 60.4 43.6 358 29.8 20.6 38
61.1 42.1 358 282 213 37.77

, 61 442 362 30.1 208 384

1,2,3 589 435 391 30 219 386

1,2,4 59.4 432 354 288 223 378

3 1,3,4 58.6 438 352 303 206 377
2,3,4 60.6 433 354 302 215 382

1,2,3,4 621 44 358 304 223 389

5 1,2,3,4,5 623 445 365 31 23 39.4
Supervised 57.1 384 33 259 187 346

CNN student even when a teacher model is not applicable in
the specific target domain. This is due to the fact that the SW
matrix continuously weighs down the corresponding label of
the erroneous teacher network by utilizing the other teacher
models. Nonetheless, this teacher can produce true positive
labels on random pixels of the unseen image, which assists
the SW system in choosing the correct label.

Analyses reveal that the choice of scenarios also dramat-
ically impacts the robustness of the student model against
synthetic corruptions. For instance, the accuracy of a student
network trained with two teacher models ranges from 36% to
38.4%. This is due to the fact that scenario 1 suffers from the
lack of a robustness enhancement approach. The combination
of scenarios 3 and 4 can train a more robust network since
both scenarios include a distinct approach to improve the
robustness of the CNNs. Note that when utilizing the SW
system with only two teacher networks, teacher selection
causes a larger variety on student accuracy. To be more
precise, when a teacher network with the higher impact in
the SW matrix outputs an erroneous label, another network
is not able to refine the label to the corresponding ground-
truth. This variety decreases from 2.4% to 0.9% in MTKD
with three teacher networks, as reported in Table 8, in that
the other two networks have a greater chance to change the
label to the desired one.

E. MTKD RESULTS WITH OTHER ARCHITECTURES

In previous sections, FastSCNN is adopted in training sce-
narios as the student model. However, the proposed approach
of this paper can be adopted with different CNN models
due to the general structure of the SW system. For the sake
of compatibility, in this subsection, the MTKD framework
is utilized with different CNN architectures to analyze the
efficacy of the approach in other relevant models. It should
be noted that the model selection is based on compact real-
time networks due to the computational complexity criterion,
which should be satisfied in autonomous vehicles. To this
end, ESPNetV2 [15] and LEDNet [77] are utilized for student
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TABLE 9. Results of adopting different student architectures via the
MTKD framework. All models with the training procedure label of MTKD
are trained with knowledge aggregation of five DABNet teachers.

Architecture Student Accuracy

Training Procedure

1 2 3 4  Average
FastSCNN [24] MTKP 623 445 365 31 23 3946
Supervised 57.1 384 33 259 18.7 34.62
ESPNetV2 [15] MTKD 609 423 31.8 266 20.8 3648
Supervised 55.6 36.5 287 223 168 3198
MTKD 66.8 49.2 40 345 26.1 4332

LEDNet [77] .
Supervised 61.1 427 363 279 224 38.08

networks. The mentioned architectures are trained on the
Cityscapes dataset via the MTKD with all five teachers. For
fair comparison, in all experiments, knowledge is aggregated
with the same teacher architecture. The learning policy and
training hyperparameters for these networks are similar to
FastSCNN, discussed in Section III. Furthermore, training
and evaluation phases are carried with 480 x 360 image
resolution to ensure an unbiased comparison. Each model is
also trained with a supervised approach with the same setting
in a manner that the comparison can represent the efficiency
of the proposed MTKD approach.

Table 9 illustrates the overall results of all networks.
As it can be observed, the proposed framework proved to be
impactful for knowledge aggregation in all evaluated models.
This demonstrates the functionality of the SW system and val-
idates that this approach can be effectively adopted to enhance
the robustness of any desired CNN architecture. Occasion-
ally, robustness improvement with data augmentation may
contribute to the reduction of accuracy in the noise-free envi-
ronment. However, the experimental evaluations indicate that
MTKD can ameliorate the model robustness against image
distortions and enhance the segmentation accuracy on the
clean data simultaneously.

Based on the results of Table 9, the trained models by
means of our proposed MTKD framework outperform the
similar model with a supervised training procedure. In over-
all evaluations, MTKD leads to improvements of 4.84, 4.5,
and 5.24% in FastSCNN, ESPNetV2, and LEDNet archi-
tectures, respectively. Therefore, our evaluations validate the
efficiency of SWS for KD in the semantic segmentation
task. In terms of synthetic noises, all student networks also
verify robustness enhancement in all severity levels. More
specifically, performance improvements of 3.7 up to 4.3% are
yielded for each network in the maximum severity level. The
results validate that in the realm of vision-based autonomous
vehicles, MTKD is a valuable framework for robustness
enhancement of CNNs in noisy environments.

V. CONCLUSION

This paper proposed a novel, yet easy-to-implement, multi-
teacher-based KD method for training a robust student net-
work in semantic segmentation challenge. We initially train
each teacher individually and then desired evaluation condi-
tions are adopted for the evaluation phase. In our experiments,
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these conditions were constructed for benchmarking the
robustness of our distilled students on both clean and cor-
rupted data. Then, the SW matrix can be formed through
specific evaluation metrics. When a teacher accomplishes
a pseudo label assignment, the SW matrix adds the corre-
sponding score to the score map, by which the label with the
highest score would be picked for training the student model.
Extensive experiments demonstrate that the proposed method
beats all single student-teacher strategies, even when different
augmentation and style transfer techniques are employed.
Furthermore, compared to a fully-supervised model trained
on ground-truth labels, the MTKD has superior accuracy and
robustness. We also investigate the influence of our MTKD
framework on a variety of teachers and various permutations
of teacher selections. The promising results demonstrate that:
1) Defining distinct training scenarios yield higher robust-
ness of student network against a variety of synthetic image
corruptions, 2) MTKD remains working satisfactorily even
when the teacher fails to generalize well in the new target
domain, 3) SW system verifies to be a highly effective way
to exploit massive unlabeled data through semi-supervised
learning fusion in that it constantly chooses appropriate cor-
responding labels concerning the evaluation of all teacher
networks, 4) Even with a limited number of lightweight
teacher networks, MTKD can easily surpass its competitors
in supervised learning, and 5) Our framework yields impres-
sive performance on both clean and corrupted data without
requiring high computational resources. Moreover, due to the
general structure of our framework, it can be applied to other
vision tasks such as object detection and image classification.
In the future, we will apply the MTKD framework to other
computer vision applications, such as object detection and
instance segmentation. Additionally, the functionality of the
proposed approach could be examined for intra- and cross-
domain robustness, which remains a challenge in vision-
based autonomous vehicles.
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