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ABSTRACT Adaptive Navigation (AN) control strategies allow an agent to autonomously alter its trajectory
based on realtime measurements of the environment. Compared to conventional navigation methods, these
techniques can reduce required time and energy to explore scalar characteristics of unknown and dynamic
regions of interest (e.g., temperature, concentration level). Multiple Uncrewed Aerial Vehicle (UAV)
approaches to AN can improve performance by exploiting synchronized spatially-dispersed measurements
to generate realtime information regarding the structure of the local scalar field, which is then used to inform
navigation decisions. This article presents initial results of a comprehensive program to develop, verify, and
experimentally implement mission-level AN capabilities in three-dimensional (3D) space using our unique
multilayer control architecture for groups of vehicles. Using our flexible formation control system, we build
upon our prior 2D AN work and provide new contributions to 3D scalar field AN by a) demonstrating a
wide range of 3D AN capabilities using a unified, multilayer control architecture, b) extending multivehicle
2D AN control primitives to navigation in 3D scalar fields, and c) introducing state-based sequencing of
these primitive AN functions to execute 3D mission-level capabilities such as isosurface mapping and plume
following. We verify functionality using high-fidelity simulations of multicopter drone clusters, accounting
for vehicle dynamics, outdoor wind gust disturbances, position sensor inaccuracy, and scalar field sensor
noise. This paper presents the multilayer architecture for multivehicle formation control, the 3D AN control
primitives, the sequencing approaches for specific mission-level capabilities, and simulation results that
demonstrate these functions.

INDEX TERMS Adaptive navigation, autonomous navigation, cluster-space control, contour mapping,
cooperative control, extrema seeking, formation control, level set mapping, modifiable formation, plume
following, plume tracing, source seeking.

SUMMARY OF SYMBOLS
Symbol Description

n Number of vehicles in cluster
m Degrees of freedom per vehicle
GxiGyiGziGψi ith vehicle coordinates and heading
DxDyDz Vehicle level drag components
VxVyVz Wind disturbance velocity components
KuKv Vehicle gain matrices
M Vehicle mass
mf Air mass flow rate
σ Sensor noise standard deviation
Eggrad Estimated 3D gradient vector
gxgygz Estimated 3D gradient components

The associate editor coordinating the review of this manuscript and
approving it for publication was Jenny Mahoney.

ES Measured scalar field values vector
si ith measured scalar field value
S Cluster translational speed
R Cluster rotational speed
dextrema Extrema following direction
dorbit Isosurface mapping direction
Ksurf Isosurface mapping gain
P Number of propellers (per vehicle)
k Propeller correction coefficient
ρ Air density
A Propeller disc area (per propeller)
τ Propeller axial thrust (hovering)
ER Vehicle specific variables vector
EC Cluster specific variables vector
J Jacobian matrix
EDdiff Differential signals vector
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Kp Proportional gain matrix
QQ′ Complementary selector

matrices
X̂cŶcẐc Cluster frame unit vectors
Ri ith vehicle reference frame
Gn̂ Navigation reference

vector
ndes Mapping plane and Gn̂

intersection
ncluster Cluster position (mean of

vehicles)
nthreshold Cluster to mapping plane

distance
1n Isosurface mapping planes

delta
GXBGYBGZB Cluster coordinates for

4-robot cluster
GXCGYCGZC Cluster coordinates for

9-robot cluster
G8C

G2C
G9C Cluster roll/pitch/yaw

GxnGynGzn Vehicle n coordinates
Gψn Vehicle n heading w.r.t

global frame
C9n Vehicle n heading w.r.t

cluster frame
L12L13LB4 4-robot cluster formation

lengths
LC2L23LC4L45LC6L67LC8L89 9-robot cluster formation

lengths
αβξ 4-robot cluster shape

angles
α3α4α5α6α7α9 9-robot cluster shape

angles (α)
β3β4β5β6β7β9 9-robot cluster shape

angles (β)
ζ 9-robot cluster shape

angle (ζ )
Kn Mapping constraint plane

gain
⇀

PB Cluster point B position
vector

PB_proj
⇀

PB projected onto Gn̂
sdes Desired scalar value of

isosurface
scluster Mean of scalar field

measurements
sthreshold Scalar field threshold for

isosurface
sprom threshold Plume following start

threshold
sterm threshold Plume following end

threshold
δthreshold Distance between map

start / end
ρthreshold Angle between map

start / end

γthreshold Angle between Eggrad and
Gn̂

1threshold Differentials magnitude
threshold

9Cthreshold Cluster alignment
threshold

Krot_hold Cluster rotational gain

I. INTRODUCTION
Conventional navigation techniques involve user-provided
waypoints or a predefined trajectory for an agent to follow
over time. In contrast, Adaptive Navigation (AN) methods1

allow an agent to autonomously alter its trajectory or direction
based on realtime measurements of the environment.

The most basic form of adaptive navigation requires spec-
ifying the destination explicitly while allowing the control
system to alter the vehicle’s path, such as rerouting to avoid
obstacles or traffic congestion. More advanced AN systems
do not require user specified destinations in any form such as
enemy evasion while being pursued or autonomously deter-
mining the optimal escape route. A third and more sophisti-
cated form of AN, enables one or more agents to navigate
to or along features of interest within a continuous scalar
field without prior knowledge of the region, such as finding
a local maximum of temperature, light intensity, or pollution
concentration level.

Scalar field features represent significant phenomena
in a wide range of applications such as environmental
monitoring/characterization, disaster response, and explo-
ration. Table 1 summarizes a number of these features and
their applicability in the environmental monitoring domain.
A detailed discussion of scalar field features is provided
in [1]. For any application, AN can dramatically reduce the
time and/or cost of locating and characterizing these fea-
tures compared to conventional methods requiring exhaustive
mapping of an entire region, particularly when the field is
time-varying.

A. ADAPTIVE NAVIGATION IN 2D SCALAR FIELDS
Two-dimensional (2D) scalar field navigation techniques
have been proposed using a wide variety of control strategies
with single and multiple planar vehicles.

1) EXTREMA SEEKING
The elementary task to autonomously locate a local source
(i.e., maxima seeking) in a planar scalar field, without prior
knowledge of its location, has attracted an immense amount
of interest. Prior research using a single vehicle has suc-
cessfully simulated this task by assuming simplified vehicle
kinematics or point mass models, with control strate-
gies based on the gradient [2], directional derivative [3],

1Although the term ‘‘adaptive navigation’’ is used routinely in the litera-
ture and by the authors, the scope of work discussed in this article focuses
primarily on guidance laws that allow one or more robots to move to or along
features of interest in a scalar field.
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TABLE 1. Applicability of scalar field features.

slidingmode [4], [5], stochastic approximations [6], or hybrid
approaches [65], [66].

Experimentally, [7] demonstrated scalar field AN with
a single planar vehicle in a small indoor testbed (∼8 m2)
controlledwith a lineminimization-based algorithmwhile [8]
used a bioinspired fuzzy inference algorithm to control a
wheeled robot equipped with a gas sensor. In [9], a single
AirRobot AR-100-B UAV held at fixed altitude, was used to
locate a gas source outdoors (∼320 m2) using three different
bioinspired spatial dithering algorithms.

In order to improve performance by taking distributed
synchronizedmeasurements of the field while also improving
resiliency under failure scenarios, multiple vehicle systems
have been proposed. The use of multiple, spatially distributed
vehicles overcomes the primary drawback to many single
vehicle AN control approaches, which is the need to exe-
cute time-consuming spatial dithering maneuvers in order to
obtain local field information upon which navigation deci-
sions aremade [9]–[12]. However, thesemultivehicle systems
require increased system sophistication due to the additional
complexity associated with group control. Previous research
with simulations, assuming negligible agent dynamics and
external disturbances, successfully demonstrated this task.
Some used gradient-based control strategies for agents in
leader-follower roles [13], [14], fixed formations [15], [71] or
bioinspired swarms [17]–[19]. Another team [16] simulated
this task by proposing a loosely controlled formation using a
probabilistic gradient-estimation control strategy, while [11]
dithered vehicle motion with amplitudes proportional to the
square of the source location estimation error. [67] performed
source seeking with a multivehicle swarm controlled with a
Quantum-Leading-Following-Based optimization algorithm
which directed robot motion while allowing for obstacle
avoidance. Research with simulations using detailed dynamic
models successfully demonstrated 2D source seeking [70]
using a leader-follower gradient-based control strategy.

Experimentally, source seeking in 2D with multiple
planar vehicles has been performed in controlled indoor
environments with a limited workspace. In [20], three EPFL
E-puck wheeled robots in a fixed formation using a gradient
based control strategy, demonstrated light source seeking
within a small-scale testbed (∼4 m2). A bioinspired swarm

of two K-Team Khepera III wheeled robots in an indoor
area (∼9 m2) [21] used a nonexplicit gradient estimation
strategy to seek a light source, while [22] implemented a
Bayesian-based motion planning algorithm with three iRobot
Create wheeled robots seeking a gas plume source in an
indoor area (∼36 m2). [72] utilized a particle swarm control
strategy using seven TurtleBot3 wheeled robots in an indoor
area (∼25 m2) to seek a time-varying and moving source.

2) CONTOUR FOLLOWING
The more complex task to track/trace a level set (i.e., con-
tour following) at a pre-specified value in a 2D scalar field
without prior knowledge of its location, has also attracted
significant research interest and requires a further increase
in AN sophistication. Prior research using a single vehicle
simulated this task assuming simplified vehicle kinematics
with sliding mode [23], variational Bayesian-based [24], and
hybrid level set tracking with obstacle avoidance [69] control
strategies.

Planar level set tracing/tracking has also been explored
experimentally with single vehicle systems. [25] used a
wheeled robot to track illumination level in a small-scale
indoor testbed (∼2 m2). [26] and [27] completed plume
tracing of Rhodamine dye by deploying an Autonomous
Underwater Vessel (AUV) at a fixed depth in outdoor field
applications (∼30km2) controlled with a moth-inspired strat-
egy. [28] used sliding-mode control to perform a hybrid
experiment using an Activ-Media Pioneer 3-DX wheeled
robot navigating with respect to a simulated scalar field (com-
puted, not sensed) in a small indoor testbed (∼7 m2). [29]
simulated contour mapping and used a single quadcopter to
experimentally demonstrate fixed altitude holding with an
anti-windup PI-controller.

Extending level set tracking/tracing in 2D to multiple
vehicle systems necessitates a further increase in system
sophistication to manage group control. Previous research
with simulations using multivehicle systems controlled with
a wide array of schemes have successfully demonstrated
this task assuming negligible agent dynamics and external
disturbances. The method demonstrated in [30] used a single
vehicle control approach in parallel within a group of robots.
Individual robots already stationed around a time-varying
elliptical contourmoved independently tomaintain their posi-
tion on the contour; robots then shared their location to col-
lectively generate an estimate of the contour. [31] performs
cooperative filtering using Hessian information to move a
robot group along noisy level curves with active forma-
tion shaping to minimize gradient estimation error. In [32],
a moth-inspired control strategy directed a lead robot along
a plume using single robot movement strategy with two
other robots flanking the leader; as the leader moves out of
the plume, a flanking robot would theoretically remain in
the plume and become the new leader. Other teams have
also demonstrated this task with fixed, circular formations
of agents using a gradient-based control strategy [33], [34].
A concern for any multivehicle system is ensuring safety
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through the inclusion of collision avoidance laws; a wide
range of such strategies exist in the literature, such as [74].

Experiments have also been performed with UAVs at
fixed altitudes in small indoor testbeds. [35] implemented
gradient-based control of three DJI Flamewheel 450 UAVs in
fixed circular formations to demonstrate moving light source
seeking and three Crazyflie 2.0 UAVs to perform level set
tracking/tracing about a simulated scalar field (computed,
not sensed) in a small enclosed area ∼2 m2. [73] used
seven Crazyflie 2.1 UAVs at fixed altitudes to swarm towards
simulated scalar field sources (computed, not sensed) in a
region ∼12 m2.

3) PRIOR 2D AN WORK AT SANTA CLARA UNIVERSITY
Prior work by this research group has presented AN control
strategies for both locating local extreme points and fol-
lowing contours, and has demonstrated these in simulation,
lab experiments, and field demonstrations. Furthermore, this
prior work has proposed new AN objectives to include mov-
ing along ridges/trenches, locating saddle points, and navi-
gating along fronts; all of these control capabilities have been
verified in both simulation and experiment [1], [47], [48].

B. ADAPTIVE NAVIGATION IN 3D SCALAR FIELDS
Compared to 2D techniques, research on 3D AN techniques
is significantly less developed.

1) EXTREMA SEEKING
Single vehicle simulations assuming simplified vehicle
kinematics or point mass models have demonstrated
extrema seeking with strategies utilizing gradient follow-
ing [36], [37], hybrid-sliding mode control [38], and forward
and angular velocity regulation as the robot approaches
the source [39]. Experimentally, [12] demonstrated source
seeking of a dynamic gas plume with a single UAV under
fuzzy-logic control-based spatial dithering, in a small indoor
testbed (∼9 m2).
3D source seeking with multirobot systems has been

demonstrated in simulation studies that assumed negligible
agent dynamics and external disturbances. In [10], the authors
proposed a formation that adapts to its environment to opti-
mize gradient climbing. In [40] a bioinspired swarm using
a Speeding Up and Slowing Down strategy synchronized
the direction of motion of the robots by varying the speed
of each vehicle based on the measured scalar field value.
Others utilized symmetric and fixed formations to navigate
based on the collaborative estimation of gradient and Hessian
information using noisy measurements [41]. [43] provided a
comprehensive survey of ‘‘plume tracing and mapping via
swarm robots’’ which we classify as extrema finding since
it involves agents moving towards a source.

2) CONTOUR FOLLOWING
2D contour/level set tracking becomes navigation within an
isosurface when extended to a 3D implementation. A single
vehicle strategy for this was explored in simulation [42] by

assuming a simplified kinematic robot, no external distur-
bances, and minimal system noise. The gradient free strat-
egy utilized the vehicle’s pose, the instantaneous scalar field
reading, and the time derivative of that signal to generate
yaw control for a nonholonomic agent, allowing it to orbit
a desired isosurface while cycling vertically between two
predefined altitudes at a constant speed.

Multivehicle contour / level set tracking in 3D (e.g., iso-
surface navigation) has also been demonstrated in simulation
typically assuming negligible robot dynamics and limited
external disturbances. Using a leader-follower strategy ini-
tially published in [15], another research team [44] simu-
lated the task of 2D planar contour mapping on a highly
simplified 3D radiation field (i.e., an extruded ellipse). The
3D aspect entailed holding each of the two UAVs at different
fixed altitudes and performing concurrent contour mapping
in parallel planes. In [45], Jacobi transform based formation
control (to decouple the dynamics of the formation’s center
from its shape) utilized Hessian information to move a robot
group along noisy 3D level set curves to track principal lines
of surface curvature. In [46], two vessels in a fixed formation,
in which one agent functioned as the sensor and the other as
the tracker, simulated dynamic plume front (i.e., time-varying
level set) tracking while assuming ideal sensor measurements
and an exponentially decaying external disturbance.

C. CONTRIBUTIONS TO 3D SCALAR FIELD ADAPTIVE
NAVIGATION
This paper presents initial results of a comprehensive pro-
gram to develop, verify, and experimentally implement
mission-level AN capabilities in three-dimensions. We build
upon our prior work and contribute to 3D scalar field AN by:
• demonstrating a wide range of diverse 3D AN capa-
bilities using a single, unified, multilayer control
architecture;

• defining new four- and nine-robot formation geometries
specific to the needs of the new 3D AN primitives,
to include the derivation of their associated forward and
inverse kinematic transforms;

• extending our 2D multivehicle scalar field AN control
primitives to 3D space in order to implement local
extrema finding, navigation within isosurfaces, and nav-
igation along plumes;

• introducing the state-based sequencing of different
AN control primitives to execute mission-level capabil-
ities such as isosurface mapping and downstream plume
following;

• verifying the functionality of these aforementioned
capabilities using high-fidelity simulations which
account for vehicle dynamics, outdoor wind gust dis-
turbances, position sensor inaccuracy, and scalar field
sensor noise.

Because our focus in this article is to present new
3D AN capabilities, we have made a number of simple
implementation choices. For example, our proposed con-
trol laws are composed of basic proportional control terms.
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Furthermore, we have used minimally-sized groups of robots
that allow instantaneous characteristics of the scalar field to
be computed and guidance decisions to be made for the proof
of concept capabilities presented. Without question, more
sophisticated controller approaches are possible in order to
improve performance; such improvements are proposed as
future work.

Section II describes the individual vehicle-level dynamic
model, external wind disturbance model, and sensor noise
models that our high-fidelity simulations are built upon.
Section III discusses the multilayered control architecture
and provides details of each layer. Section IV presents
the control architecture used to implement local extrema
seeking (both static and time-varying), the definition of
the required multivehicle cluster, the gradient estimation
method, the proposed control primitive, and high-fidelity
simulation results. Section V presents the implementation
of isosurface navigation and mapping within the archi-
tecture, a description of the proposed control primitives,
the state machine used to perform state-based sequencing
for ‘‘mission-level’’ functions, and high-fidelity simulation
results. Section VI presents the downstream plume following
(away from a source) implementation, the definition of the
required multivehicle cluster, the proposed control primitive,
the state machine used to perform state-based sequencing
for ‘‘mission-level’’ functions, and high-fidelity simulation
results. Finally, Section VII discusses broad questions, issues
and challenges while Section VIII summarizes this work and
discusses ongoing and future research efforts.

II. VEHICLE DYNAMICS AND CONTROL
The work presented in this paper simulates a cluster of
AR.Drone quadcopters, which are consumer-grade UAVs
manufactured by Parrot, Inc. Given the use of an onboard
autopilot for platform stabilization with limited pitch and
roll angles, we consider only the remaining degrees of free-
dom (DOF) with the relevant position and velocity state of
the ith quadcopter as defined in (1).

⇀

Ri =


xi
yi
zi
ψi

 , ⇀̇Ri =

ẋi
ẏi
żi
ψ̇i

 (1)

The four DOF dynamicmodel for an individual quadcopter
is shown in (2), where values for the diagonal matrices Ku
and Kv have been experimentally determined [51]–[53] and
wind disturbance forces have been included.M is the vehicle
mass (0.42 kg),

⇀̇

Ri com is the vector of commanded velocities,
and [Dx , Dy, Dz]T are the drag force components. Additional
details of the UAV dynamic model and its validation are
presented in Appendix A.

⇀̈

Ri = Ku
⇀̇

Ri com − Kv
⇀̇

Ri +
1
M


Dx
Dy
Dz
0

 (2)

A Von Kármán turbulence model with a mean wind speed
of 5 m/s is used to induce normal forces (i.e., ram/momentum
drag) on each UAV propeller [54] as a function of mass
flow rate mf and wind velocity [Vx ,Vy,Vz]T. Equation (3)
illustrates the drag computation with model parameters sum-
marized in Table 2 and with typical wind gust time histories
shown in Fig. 1.DxDy
Dz

=P · mf ·
VxVy
Vz

=P · k · (ρA√ τ

2ρA

)
·

VxVy
Vz

 (3)

TABLE 2. Von Kármán wind turbulence model parameters.

FIGURE 1. Von Kármán turbulence model simulated wind gusts.

Sensor noise is simulated using band-limited white noise
to generate normally distributed random numbers which are
scaled by a constant factor. For the vehicle position sensors,
manufacturer supplied RMS accuracy values can be approx-
imated as one standard deviation σ when there is zero mean
error [55], [56].

Scaling the simulated noise to attain a standard deviation
equal to the RMS value allows us to achieve a 98% Accuracy
Distribution (AD) [57] as shown in (4).

98%(AD) = 2.8 · (RMS) = 2.8 · σ (4)

Since typical UAV mounted consumer-grade GPS
receivers advertise positional accuracies from 1.0 m to 1.8 m
RMS [58], [59], the higher end value is used as the simulated
position sensor noise standard deviation target. Similarly,
electronic noise for vehicle mounted air pollutant sensors
(e.g., NO2, SO2, CO) use a scaling factor based on the
sensor manufacturer’s provided standard deviation [60], [61].
For comparison, this method generates larger sensor noise
amplitudes compared to those used in other high-fidelity
simulations [42], [46], [52], [68].

III. MULTIROBOT CONTROL ARCHITECTURE
Our approach to implementing ‘‘mission-level’’ multirobot
AN uses a multilayer control architecture, shown in Fig. 2.
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FIGURE 2. Multilayered control architecture block diagram.

This architecture is general in the sense that it is applica-
ble to different numbers and types of robots, operating in
different domains, and performing different types of adap-
tive navigation functions. This section discusses the overall
control architecture and provides details of the modeling and
control implemented in each layer for multiple UAV clusters
performing 3D AN.

A. CLUSTER-SPACE FORMATION CONTROL
Within the architecture, the Cluster-Space Controller layer
responds to commands regarding the desired geometry and
motion of the cluster by issuing translational and rotational
velocity commands to each vehicle in the system. The con-
troller uses a full-DOF operational-space framework, manag-
ing themotion and geometry of the group of robots as a virtual
articulating mechanism whose shape, size, and orientation
can be reconfigured in-flight [49]. The ability to implement
a particular geometry allows for precise, spatially dependent
scalar field measurements, tunable for (in)sensitivity to cer-
tain spatial frequencies.

For a system with an n number of robots, we represent the
‘‘robot-space’’ pose and velocity vectors as a concatenation
of the individual robot position and velocity, as shown in (5).

⇀

R =



⇀

R1
...
⇀

Ri
...
⇀

Rn


,
⇀̇

R =



⇀̇

R1
...
⇀̇

Ri
...
⇀̇

Rn


(5)

Within the Cluster-Space Controller layer, however, we use
a formation-specific representation of the motion state of the
system. The ‘‘cluster-space’’ positions, represented by the
pose vector EC , typically include the position and orientation

of the overall cluster, variables describing the cluster geome-
try, and variables that specify the relative orientation of each

vehicle. The cluster velocity vector
⇀̇

C is the time derivative
of EC .

A set of kinematic relationships relate the robot-space and
cluster-space vectors as presented in (6) and (7), where n is
the number of robots in the cluster, m is the number of DOF
per robot, and J is the system’s Jacobian matrix.

EC =


c1
c2
...

cmn

 = KIN
(
ER
)
=


f1 (r1, r2, · · · , rmn)
f2 (r1, r2, · · · , rmn)

...

fmn (r1, r2, · · · , rmn)

 (6)

⇀̇

C =


ċ1
ċ2
...

ċmn

 = J
(
ER
)
⇀̇

R =


∂f1
∂r1

∂f1
∂r2
· · ·

∂f1
∂rmn

∂f2
∂r1

∂f2
∂r2
· · ·

∂f2
∂rmn

...
∂fmn
∂r1

...
. . .

∂fmn
∂r2
· · ·

...
∂fmn
∂rmn

 ⇀̇

R

(7)

Cluster-space position variables are generally nonlinear
functions of robot position variables, while the cluster veloc-
ity vector is an instantaneously linear function of robot
velocities as expressed by a Jacobian matrix. The exact
nature of these functions depend on the specific cluster
definitions used.2 For the work presented in this article,
we use two different cluster definitions which are detailed
in Section IV.A and VI.A.

2The cluster designer has a great deal of flexibility in defining the ‘‘loca-
tion’’ of the cluster. Fundamentally, the position and orientation of the cluster
frame is defined as a function of robot positions and orientations, and these
definitions constitute several of the cluster pose functions in the forward
kinematic functions in (6). The frame can be assigned to be coincident with
one particular robot, or it could be defined as a function of two or more of the
cluster’s robots. There are ramifications to this choice in terms of the level
of (de)centralization that can be achieved in controlling the cluster.
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The Cluster-Space Controller layer receives instantaneous
cluster mobility and geometry setpoint commands in the
form of desired values of ECdes and ĖCdes, which are pro-
vided by the Adaptive Navigation control layer. Cluster-space
error signals are generated by subtracting estimates of real-
time cluster-space values from these setpoints. These esti-
mates are generated by applying the kinematic transforms to
robot-space position and velocity commands.3

For this study, the control law itself is a simple, error-
driven, resolved-rate, proportional controller that computes
compensation commands in the cluster-space. This conver-
sion is computed by use of the cluster’s inverse Jacobian
transform and robot commands consist of instantaneous
translational and rotational velocity setpoint commands.4

Overall, the set of instantaneous robot-space velocity com-
mands for each vehicle is computed as specified by (8), where
Kp is a diagonal matrix of proportional gains appropriate for
the variables being controlled. For this study, these gains were
empirically developed to achieve the desired performance; in
prior work, we demonstrate the use of a control law design
process using a partitioned, nonlinear, model-based method.

⇀̇

Rcom = J−1 ·
⇀̇

Ccom

= J−1 ·
[
Kp ·

[
Q ·

(
ECdes − ECact

)
+Q′ ·

(
ĖCdes− ĖCact

)]]
(8)

B. ADAPTIVE NAVIGATION CONTROL
The next layer in the control architecture, the Adaptive Nav-
igation layer, issues cluster shape and mobility commands to
the Cluster-Space Controller layer. It does this based on the
position andmeasured local scalar field value from each robot
as well as the selected ‘‘primitive’’ AN strategy of interest.
As shown in Fig. 3, these primitives use robot positions ER and
sensor readings ES (vector of the measured scalar field values
from Robots 1 through n) to compute relevant characteristics
of the local scalar field, such as the gradient or differential
measurements across various baselines within the cluster.
Based on these characteristics, the primitive control law
provides instantaneous setpoint commands for the cluster’s

position ECdes and velocity
⇀̇

Cdes in order to guide the cluster
to/along scalar field features of interest.

More specifically, the AN controller provides a setpoint
command for the position or velocity (e.g., not both) relating
to each cluster-space parameter. In implementing each AN
control primitive, complementary diagonal selector matrices,
Q and Q′, are used to designate which cluster pose variables
are position- vs. velocity-controlled. For each cluster-space

3Alternatively, it is possibly to make direct measurements of some or all of
the cluster-space variables, such as the distance between vehicles. Although
we do not use that approach in this study, we have implemented such relative
sensing in prior work.

4In prior work, we have used a variety of other cluster-space control
laws, including full PID and nonlinear control laws, dynamic controllers that
issue force/torque commands, etc. We have also defined stability criteria and
demonstrated the incorporation of robust collision avoidance behaviors and
singularity handling strategies.

FIGURE 3. The adaptive navigation layer.

variable, a value of 1 or 0 on the diagonal of the Q and Q′

matrices specify position or velocity control, respectively.
For 2D AN, we have demonstrated ‘‘primitive’’ controllers

capable of implementing extrema finding, contour following,
saddle point positioning, ridge descent/trench ascent, and
front following [1]. For this study, we introduce primitive
AN controllers for 3D extrema finding, isosurface navigation,
and downstream plume following.

C. MISSION-SPECIFIC STATE CONTROL
Adaptive navigation primitives are designed to perform a very
specific navigation task. In some cases, such as with extrema
seeking, the primitive might be all that is required for certain
applications, such as finding a local signal source. More
complex activities, however, may demand control beyond the
execution of a single primitive, requiring a) the combination
of an AN primitive with another controller to achieve parallel
objectives, b) the cycling of different control parameter values
over time for a single AN primitive, and/or c) the sequencing
of different AN primitives, based on task and performance.
As shown in Fig. 2, our control architecture implements such
complex functionality through the use of a state machine.

In this work, two specific ‘missions’ of interest for
3D scalar fields are described. The missions showcase each
of the three aforementioned cases of tailoring the use of
the available suite of AN primitives. Simulations of these
missions are provided in Sections V.D and VI.D.

IV. LOCAL EXTREMA SEEKING
Local extrema seeking is valuable for a wide range of appli-
cations. Examples include tasks such as finding emitters,
sources of pollution or leaks, anoxic areas in bodies of
water, and so on. In this work, we implement local extrema
seeking by using a single AN control primitive. This uses
distributed synchronized sensor measurements from each
vehicle, in order to compute an estimate of the local field
gradient as a reference direction for motion. Commanding
the cluster to move in the direction of the gradient results
in moving towards a local maximum/source within the field,
while traveling in the opposite direction guides a cluster to a
local minimum/sink in the field.
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For the work presented in this article, we use a four-robot
cluster in a tetrahedron-style formation; a shape with the min-
imum number of robots required to compute an instantaneous
3D field gradient. This allows AN to be implemented without
requiring extraneous motions necessary to characterize the
nature of the local field. The cluster is sized based on the
considerations discussed in Section VII and detailed in [1].

In this section, we present the four-robot cluster defini-
tion, the gradient estimation approach, and the gradient-based
AN control law; taken together, this provides all information
necessary to implement the local extrema finding capability.
We demonstrate the functionality of this primitive by provid-
ing results of high-fidelity simulations for a static scalar field
as well as a time-varying field that is translating.

A. FOUR-ROBOT TETRAHEDRON CLUSTER
A four-robot cluster in a nominal tetrahedron shape is shown
in Fig. 4, where R1 through R4 represent the origins of the
individual vehicle frames. Note that this definition is used for
the local extrema seeking AN primitive and in Section V, for
isosurface navigation and mapping.

FIGURE 4. Four-robot virtual structure lengths and internal angles.

The pose of each robot in the figure is represented
by its robot-space position and orientation variables listed
in Table 3. The robot-space pose vector of the group,

⇀

R4R,
contains all of these variables for each of the four robots. The

robot-space velocity vector,
⇀̇

R4R, is the time derivative of
⇀

R4R.

TABLE 3. Four-robot formation robot-space variables.

The cluster definition used for this study placed the origin
(Point B) of the cluster frame C4R at the centroid of the
triangle formed by Robots 1 to 3, where ẐC is perpendicular
to that plane and X̂C is pointed towards Robot 1. The six
cluster shape variables, which include three distances and
three angles that define the cluster’s geometry, are shown

in Fig. 4 and listed in Table 4; this includes a side-angle-side
description of the base triangle as well as a distance-
azimuth-declination description of Robot 4with respect to the
cluster origin. The cluster-space position vector

⇀

C4R consists
of the variables in Table 4 while the cluster-space velocity

vector
⇀̇

C4R is the time derivative of
⇀

C4R. The full listing of
the vectors

⇀

R4R and
⇀

C4R are provided in Appendix B.

TABLE 4. Four-robot formation cluster-space variables.

The forward position kinematic equations of the form
described in (6) which transform ‘‘robot-space’’ pose vec-
tor

⇀

R4R to the ‘‘cluster-space’’ vector
⇀

C4R are presented
in Appendix B.

These equations are used in the Cluster-Space Controller
layer in order to estimate realtime cluster pose, which is
an input to the cluster controller. The inverse Jacobian rela-
tionship J−1 is used to transform cluster control velocity
commands to individual robot commands. This 16×16matrix
has not been included given its cumbersome nature.

B. GRADIENT ESTIMATION
Equation (9) generates the cooperative estimated gradi-
ent [15] at the robot formation’s geometric center where
Gxi, Gyi, Gzi, are the ith robot position coordinates,
s1 through s4 are the measured scalar field values from
Robots 1 through 4, and gx , gy, gz are the components of the
gradient vector as presented in (10).

gx
gy
gz
1

 =


Gx1 Gy1 Gz1 1
Gx2 Gy3 Gz2 1
Gx3
Gx4

Gy3
Gy4

Gz3
Gz4

1
1


−1

·


s1
s2
s3
s4

 (9)

⇀ggrad =

 gxgy
gz

 (10)

C. ADAPTIVE NAVIGATION CONTROL PRIMITIVE
The gradient-following control primitive generates transla-
tional cluster velocity commands to guide the cluster with
a speed S in the direction of or opposite to the gradient by
setting dextrema to +1 or -1, respectively, as shown in (11).

⇀̇

C4R (1 : 3) =

 ẊB des
ẎB des
ŻB des

 = S · dextrema ·


gx∥∥∥⇀g grad∥∥∥
gy∥∥∥⇀g grad∥∥∥
gz∥∥∥⇀g grad∥∥∥

 (11)

While cluster translational velocity commands are con-
tinuously varied based on the estimate of the local field

VOLUME 9, 2021 122633



R. K. Lee et al.: Multiple UAV AN for 3D Scalar Fields

gradient, all other cluster orientation and geometry variables

designated by
⇀̇

C4R(4 : 16) are controlled to specified posi-
tion setpoints through the use of a proportional position
controller. This blending of proportional velocity and posi-
tion control is achieved by the resolved-rate cluster-space
controller expressed by (8) given the selector matrix Q′ =
diag(1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0) and its complement Q.
Given the empirical tuning used in this study, this fully

specifies the control law for the four-robot cluster in order to
move along the local gradient of a field in order to navigate
to the local minimum or maximum of the field.

D. SOURCE SEEKING SIMULATION RESULTS
This section presents high fidelity flight simulation
results demonstrating the capabilities of the 3D AN
gradient-following primitive, which implements an extrema
finding behavior. These simulation results incorporate the
verified vehicle dynamics model presented in (2), with wind
gust disturbances and system/sensor noise. The velocity com-
mand for each vehicle in the four-robot cluster is specified

by (8), where
⇀

C4R des and
⇀̇

C4R des are specified as described in
Section IV.C, the gradient estimate is computed as described
in Section IV.B, and the four-robot formation and its kine-
matic transforms used to specify the instantaneous vehicle
velocity commands are described in Section IV.A.

Plots of 3D flight paths, time histories of relevant variables,
and error metrics serve to illustrate the system performance
during mission execution. The simulated scalar fields in this
section are documented in Appendix D.

For these simulations, the four-robot cluster is held in a
tetrahedron formation with shape variables shown in Table 5
and with fixed relative cluster attitude angles. Cluster trans-
lational speed was 3 m/s, and navigation occurred in a cubic
workspace with 800 m length sides.

TABLE 5. Four-robot formation shape variables.

E. STATIONARY SOURCE SEEKING IN A STATIC FIELD
SIMULATION
First, we demonstrate a four-robot cluster navigating to a
stationary maximum point within a time-invariant scalar
field simulated as a vertically oriented directional field with
a broad beam-width. Note that in [62], we demonstrated
time-invariant source seeking without dynamic robot mod-
els, wind disturbances, or system noise. For our new work,
Fig. 5 illustrates the resulting cluster paths for four different
trials, each with a different starting point. As seen in the
figure, the cluster successfully navigates to the source in each
trial.

FIGURE 5. Multiple simulation runs showing flight paths of a four-robot
cluster seeking a stationary and time-invariant source, starting from
different initial cluster locations.

As an example of performance, for trial IV, Fig. 6 shows the
average sensed scalar field value of the formation increasing
as expected over time, while the cluster navigates to the
source. Given that the AN law directs the cluster to move
in the direction of the gradient, Fig. 7 shows the angular
deviation of these vectors over time; the RMS error for this
period was 0.30 radians, until the cluster effectively reached
the source. Furthermore, given that the controller is working
to hold formation geometry as the cluster navigates, the RMS
errors for the cluster size parameters L12, L13, and LB4 were

FIGURE 6. Time history of average sensed scalar field value starting from
cluster initial position trial IV.

FIGURE 7. Angular deviation time history of cluster velocity from
estimated gradient starting from initial position trial IV. Cluster reaches
the local maximum at approximately 530 s. The cluster dithers in the
vicinity of the maximum without a motion termination condition.
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FIGURE 8. Flight path of a four-robot cluster seeking/tracking a moving and time-varying source.

3.5 m, 3.6 m and 0.9 m, respectively; which are within
0.5-2.0 times the standard deviation of the simulated position
sensing error, indicating acceptable formation control.

F. MOVING SOURCE SEEKING IN A TIME-VARYING FIELD
SIMULATION
The extrema seeking AN primitive also enables a cluster to
track a moving source in a dynamic field, provided that the

cluster speed is greater than the source’s speed and the evolu-
tion of the field is well-behaved. Without fully characterizing
the limitations of this capability, we offer here a simple
scenario of navigation in which the cluster locates a moving
source within a time-varying field. Multipart Fig. 8 shows a
cluster performing this function. The multipart figure shows
how the source (which lies in the z= 0 plane)moves over time
in a sinusoidal pattern, while the intensity of the field grows
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over time. Cluster shape and speed as well as the size of the
navigation region were the same as used in Section IV.E. For
this scenario, the speed of the source is approximately 75%
that of the cluster. The multimedia file associated with this
article provides a video of this maneuver.

To characterize performance, Fig. 9 shows the average
sensed scalar value for the formation increasing as expected
over time, as the cluster navigates toward the moving source.
Fig. 10 shows the angular deviation of the cluster motion
and gradient vectors over time, given that they should ideally
be aligned; the RMS error for the shown maneuver was
0.22 radians. Note that at approximately t = 390 s, the cluster
‘‘catches up’’ with the moving source so that small changes
in tracking position result in large angular deviations between
the estimated gradient and cluster velocity vector. As for for-
mation control performance as the cluster navigates, the RMS
errors for the cluster size parameters L12, L13, and LB4 were
3.5m, 3.5m and 0.9m, respectively; these are nearly identical
to the results shown in Section IV.E and are in a range of 0.5-
2.0 times the standard deviation of the simulated position
sensor error, indicating acceptable formation control.

FIGURE 9. Time history of average sensed scalar field values while
seeking a moving and time-varying field.

FIGURE 10. Angular deviation time history of cluster velocity from
estimated gradient. Note that at approximately t = 390 s, the cluster
‘‘catches up’’ with the moving source so that small changes in tracking
position result in large angular deviations between the estimated
gradient and cluster velocity vector.

V. ISOSURFACE NAVIGATION AND MAPPING
The extension of 2D contour following to 3D scalar fields
is movement along a scalar isosurface. Accordingly, this
AN primitive controller moves a cluster to and main-
tains a cluster’s position on an isosurface; however, motion
within the isosurface is unconstrained, allowing other con-
trol objectives to be met. One such control objective is
structured isosurface mapping which will be discussed
in Sections V.C and V.D.

To move a cluster to and then maintain its position on an
isosurface, we utilize the same four-robot cluster definition
defined in Section IV.A. Sensed scalar readings from these

robots are used to compute the local field gradient as provided
in (9). In sections V.A and V.B, we explain the isosurface
AN primitive and show simulations of its performance. Then
in sections V.C and V.D, we propose and then show the
performance of a mission-level state machine to implement
structured isosurface mapping.

A. ISOSURFACE NAVIGATION CONTROL PRIMITIVE
The proposed isosurface AN control strategy establishes a
default direction of travel that is perpendicular to the gradient
vector and therefore roughly parallel to the local surface
tangent plane; a corrective vector term directed towards the
desired surface and proportional to the scalar error is added
to this default vector. The net vector is used to specify
the direction of travel, and a constant speed is used to set
the magnitude of the vector. This strategy is a 3D exten-
sion of the contour following strategy used in [1], which
in turn was originally based on a field-implemented planar
path-following controller presented in [63].

Equations (12) and (13) specify the cluster translational
velocity commands to implement thismotion control strategy.
In (12), the first term directs the cluster in a direction that is
tangential to the desired surface given the cross product with
the gradient vector ⇀ggrad ; the specific direction is dictated by
the choice of the navigation reference vector Gn̂ and dorbit
which is set to+1 and -1 for counterclockwise and clockwise
travel relative to Gn̂, respectively. The second term in (12)
guides the cluster along the gradient towards the desired
surface in the event that it is not already on the surface. As part
of this term, Ksurf is a proportional corrective gain, sdes is the
scalar value of the desired surface, and scluster is the mean
value of the cluster’s scalar measurement s1 through s4.

vb−isosurface = dorbit ·

(
⇀ggrad ×

Gn̂
)

∥∥∥⇀ggrad × Gn̂
∥∥∥

+Ksurf · (sdes − scluster ) ·
⇀ggrad (12)

⇀̇

C4R (1 : 3) =

 ẊB des
ẎB des
ŻB des

 = S ·
vb−isosurface∥∥vb−isosurface∥∥ (13)

While cluster translational velocity commands are con-
tinuously varied based on the estimate of the local field
gradient, all other cluster orientation and geometry variables,

designated by
⇀̇

C4R(4 : 16), are controlled to specified posi-
tion setpoints through the use of a proportional position
controller. This blending of proportional velocity and posi-
tion control is achieved by the resolved-rate cluster-space
controller expressed by (8) given the selector matrix Q′ =
diag(1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0) and its complement Q.
It is noted that the navigation reference vector Gn̂ is a

user specified travel reference vector, given the constraint
that it may not be collinear with the local gradient vector.
Section V.D discusses how this vector may be selected in
order to support specific mission-level objectives.
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B. BASIC ISOSURFACE NAVIGATION SIMULATION
This section demonstrates high fidelity simulations of isosur-
face navigation for two different navigation reference vector
orientations as shown in Fig. 11. For each trial, the UAV
cluster starts in the same location and travels to and then
along the isosurface defined by s = 7 scalar units, a speed
of S = 3 m/s, and a direction setting of dorbit = 1. In trial A,
a vertical navigation reference vector Gn̂ = GẐ =

[
0 0 1

]T
is used, leading to a navigation path that orbits this vector in
a counter-clockwise fashion once the isosurface is reached.
In trial B, a similar result is achieved for a horizontal navi-
gation reference vector Gn̂ = GŶ =

[
0 1 0

]T, leading to a
navigation path that orbits this vector in a counter-clockwise
fashion once the isosurface is reached.

It is critical to note that this primitive controller executes
closed loop control to move the cluster to and hold it along the
desired scalar surface; however, motion within that surface is
open loop. Hence, for both of these cases, motion of the clus-
ter once it arrives at the isosurface wanders in the direction of
navigation reference vector Gn̂ while orbiting that vector.

To demonstrate performance for trial A in Fig. 11, Fig. 12
shows the average sensed scalar value of the formation
increasing over time and settling at the desired isosurface
scalar value as the cluster navigates to and then travels along
the surface. Fig. 13 shows the alignment of the cluster’s
direction of motion with the gradient vector, indicating how
navigation transitioned from moving toward to moving along
the surface as it neared the surface.

FIGURE 11. Basic isosurface AN with navigation reference vector set to
Gn̂ = GẐ = [0 0 1]T and Gn̂ = GŶ = [0 1 0]T for trials A and B,
respectively. The primitive controller executes closed loop control to
move the cluster to and hold it along the desired scalar surface;
however motion within the surface is not controlled.

Formation control performance is indicated by noting that
the RMS errors for the cluster size parameters L12, L13, and

FIGURE 12. Time history of average sensed scalar field values during trial
A as the formation navigates to and then travels along the surface.

FIGURE 13. Angular deviation time history of cluster velocity from
estimated gradient for trial A. As the cluster reaches the surface, the two
vectors are perpendicular to each other, as is seen at approximately
t = 200 s.

LB4 were 3.4 m, 3.5 m and 1.0 m, respectively; these are all in
a range of 0.5-2.0 times the standard deviation of simulated
position sensor error, indicating acceptable formation control.

C. ISOSURFACE MAPPING STATE MACHINE
Isosurface mapping consists of navigating along the surface
of interest in order to characterize its structure through a sys-
tematic ‘rendering’ of the surface made by contour traces in
periodically spaced planar slices of the surface; this concept is
notionally depicted in Fig. 14. Navigating along a contour in
a given plane consists of simultaneously performing isosur-
face navigation while constrained to a plane that intersects
the surface. Once that contour has been circumnavigated,
the cluster moves to another parallel plane and repeats the
process.

To achieve this, isosurface mapping requires the specifica-
tion of a set of mission parameters. This is done by defining
the desired isosurface scalar value sdes, a navigation reference
vector perpendicular to the desired planar slices Gn̂, and the
distance between planes 1n is along the axis defined by
the Gn̂ vector. The parameter dorbit is used to specify the
direction of travel about the navigation vector when contour
following; this typically does not matter for this particular
mission type, and for our purposes it will be +1, indicating
a counterclockwise direction of travel. Finally, the desired
speed S must be specified.

The control states that constitute the state machine for
this mission make use of these mission parameters. State
transitions indicate transitions between states as well as the
change of parameter values for a given state.

Control States. Although isosurfacemapping can be imple-
mented in a variety of ways, the state diagram shown
in Fig. 15 illustrates how it has been implemented for the
results reported in this article.

The state machine sequences the cluster through two con-
trol states. The first control state, ‘‘State 1: Locate Surface’’,
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FIGURE 14. Isosurface mapping while constrained to a plane which
intersects the surface.

FIGURE 15. State machine for structured isosurface mapping. Each of the
two states consists of one or more AN-level controllers with specific
control parameters; the ndes control parameter is updated at each
state transition.

uses only the basic isosurface navigation primitive discussed
in Section V.A to guide the cluster to the surface with a scalar
value of interest sdes. The specific controller in this state is
the isosurface controller provided in (12) and (13).

Once the surface is reached, ‘‘State 2: Map Surface Slices’’
enables navigation along the contour at the intersection of the
desired surface and a specified plane; this is accomplished
by a control equation that couples isosurface navigation
as per (12) with a control term that guides the cluster
to the intersection of the desired surface with a desired
plane that intersects the surface. This multi-objective control
equation for cluster translational velocity is shown in (14).
As with (12), the first two terms in (14) direct the cluster
to move within the desired scalar surface. A new third term
adds a corrective velocity component that exploits a degree of
freedom of motion within the isosurface in order to guide the
cluster to the contour line at the intersection of the isosurface
and the desired plane. Within the third term, Kn is a propor-
tional corrective gain, and ndes is the planar location along the
navigation reference vector Gn̂. PB_proj is the projection of the

cluster point B position vector onto Gn̂ as defined in (15).

vb−iso−mapping = dorbit ·

(
⇀ggrad ×

Gn̂
)

∥∥∥⇀ggrad × Gn̂
∥∥∥

+Ksurf · (sdes − scluster ) ·
⇀ggrad

+Kn ·
(
ndes − PB_proj

)
·
Gn̂ (14)

where

PB_proj = dot
(
⇀

PBact , Gn̂
)

(15)

The result is then used in (16) to generate desired velocity
commands for cluster frame translational control, where S is
the user specified translational speed.

⇀̇

C4R (1 : 3) =

 ẊB des
ẎB des
ŻB des

 = S ·
vb−iso−mapping∥∥vb−iso−mapping∥∥ (16)

While cluster translational velocity commands are con-
tinuously varied based on the estimate of the local field
gradient, all other cluster orientation and geometry variables,

designated by
⇀̇

C4R(4 : 16), are controlled to specified posi-
tion setpoints through the use of a proportional position
controller. This blending of proportional velocity and posi-
tion control is achieved by the resolved-rate cluster-space
controller expressed by (8) given the selector matrix Q′ =
diag(1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0) and its complement Q.
For the initial execution of ‘‘State 2: Map Surface Slices’’,

ndes is set to be the value of PB_proj upon arrival at the surface.
Once a contour is completely circumnavigated within the
desired plane, the state machine resets control in the same
state with a new value of ndes that has been incremented by
the specified value of 1n.
State Transition Criteria. Formal definitions of the state

machine transition criteria consist of the following. The
‘‘Transition A: Surface Reached’’ criteria that transitions
between the first and second states is based on having scluster ,
the cluster’s average scalar value, settle to within a prescribed
threshold to the value sdes, as shown in (17).

‖sdes − scluster‖ < sthreshold (17)

Once in ‘‘State 2: Map Surface Slices’’, the ‘‘Transition
B: Contour Circumnavigated’’ criteria is used to change the
planar slice setpoint ndes. To implement this, the criteria first
requires the cluster to settle on the desired plane to within a
prescribed threshold to ndes as shown in (18).∥∥ndes − PB−proj∥∥ < nthreshold (18)

Typically, during the first execution of the ‘‘State 2: Map
Surface Slices’’ state, this criteria is immediately true given
that ndes is set to the value of ncluster at the time of the
state transition. However, for subsequent executions of the
‘‘State 2: Map Surface Slices’’ state, there is typically a
transient period since the cluster must navigate from one
plane to the next through a distance of1n. Once (17) and (18)
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are satisfied, the state machine checks for a full revolution
of travel about the Gn̂ vector for each contour map slice.
When the magnitude of the differences between the contour
map start and end positions (δ for distance and ρ for angle)
are within the prescribed thresholds shown in (19) and (20),
the state machine increments the planar slice setpoint ndes
per (21).

‖δstart − δend‖ < δthreshold (19)

‖ρstart − ρend‖ < ρthreshold (20)

ndes next = ndes current +1n (21)

For this paper, isosurface mapping continues until the clus-
ter reaches the ‘‘end’’ of the surface in the given direction at
which point, the estimated gradient and navigation reference
vectors align with each other (other termination criteria are
certainly possible). The ‘‘Transition C: Mapping Complete’’
termination condition is defined as the angle between the
gradient ⇀ggrad and the navigation reference vector Gn̂ falling
below a prescribed threshold as shown in (22).

cos−1

 ⇀ggrad · Gn̂∥∥∥⇀ggrad∥∥∥ · ∥∥Gn̂∥∥
 < γthreshold (22)

D. ISOSURFACE MAPPING MISSION SIMULATION
In this section, execution of isosurface mapping missions
using a four-robot cluster is demonstrated using the state-
based strategy described in Section V.C. The technique is
demonstrated in three scenarios, each ‘‘slicing’’ the isosur-
face in a different planar orientation, with those planes per-
pendicular to the GX̂ , GŶ , and GẐ axes. The four-robot cluster
was held in the shape of a tetrahedron with sides on the
order of 25 to 35 m in length, cluster translational speeds
of 3 to 5 m/s, and both clockwise and counterclockwise
circumnavigation. Navigation occurred in workspaces with
sides 1,000 m in length. The simulated scalar fields in this
section are documented in Appendix D.

1) SCENARIO A
Scenario A involves mapping a symmetric vertical plume
using horizontal contour slices. State machine control param-
eters used for this scenario are summarized in Table 6.
Fig. 16 shows cluster motion, which starts using the basic
State 1 navigation primitive to locate the s = 8 scalar units
isosurface. Upon arriving at the isosurface, ndes is initialized
at the current value of 650 m, defining the first constraint
plane perpendicular to the vertical navigation reference vec-
tor, Gn̂. The cluster then navigates using the State 2 control
law in order to circumnavigate the contour defined by the
intersection of the isosurface and the constraint plane. The
cluster then repeats this circumnavigation process with incre-
mental planar offsets of 1n = -110 m until the termination
condition is met.

Performance is characterized by the time histories
in Fig. 17 which show a) the incremental change in altitude as
isosurface slices are mapped, and b) the ability of the cluster

TABLE 6. State machine control parameters: scenario A.

FIGURE 16. Isosurface mapping of symmetric plume with constraint
planes 100 m apart and parallel to the ground.

FIGURE 17. Time history of the cluster Z-coordinate and average
measured scalar field level.

to navigate on the desired surface, with transient deviations
each time the cluster moves to a new plane. Formation con-
trol performance, as the cluster navigates, can be evaluated
based on the RMS errors of the cluster size parameters. RMS
errors for L12, L13, and LB4 were 3.5 m, 3.5 m and 0.9 m,
respectively. These results are in a range of 0.5-2.0 times
the standard deviation of position error, indicating acceptable
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formation control given the levels of sensor noise and the size
of the cluster.

2) SCENARIO B
Scenario B consists of an even more complex scalar
field consisting of overlapping scalar signals. In this case,
Fig. 18 shows planar slices that are spaced every 100 m and
are perpendicular to the GX̂ axis, with a desired isosurface
scalar field value of s = 7 scalar units. Table 7 summarizes the
state machine control parameters for this scenario. As before,
time histories of the cluster’s position along the GX̂ axis
and the average measured scalar value evolve as expected,
as shown in Fig. 19. RMS errors for L12, L13, and LB4 were
3.3 m, 3.0 m and 1.4 m, respectively. These results are in
a range of 0.5-2.0 times the standard deviation of position
error, indicating acceptable formation control given the levels
of sensor noise and the size of the cluster.

FIGURE 18. Isosurface mapping of overlapping plumes with 100m-spaced
constraint along the GX̂ axis.

TABLE 7. State machine control parameters: scenario B.

VI. DOWNSTREAM PLUME FOLLOWING
Being able to follow a plume outward, away from its source,
has real-world applications such as determining the impact

FIGURE 19. Time history of the cluster X-coordinate and average
measured scalar field level.

zone from a pollution source. In this work, we implement
plume following outward with a differential-based control
strategy that uses synchronized and spatially relevant sensor
measurements from each vehicle in the cluster. It is important
to note that following a plume inwards/towards a source
can be accomplished via a gradient-ascent extrema seeking
primitive, such as the one presented in Section IV.C; however,
following a plume outward, away from the source, is not
possible using a gradient-descent algorithm.

The strategy for 3D downstream plume following is an
extension of 2D ridge descent [1], a depiction of which is
shown in Fig. 20. For the 2D primitive, a ridge straddling
strategy is used. In particular, assuming that the cluster is
already straddling the ridge, differential scalar signals are
generated by Robots 2 through 5 to position and orient the
cluster with respect to the ridge.

The differential between Robots 2 and 4 andRobots 3 and 5
are used for lateral positioning and orientation control,
while the differentials between Robots 2 and 3 and
Robots 4 and 5 set the direction of travel. Robot 1 is used to
ensure that the cluster is, in fact, well-positioned on the ridge
with the expectation that its sensed scalar value is greater than
those of Robots 2 and 4.

A ridge in 2D space becomes a plume in a 3D space; a
simple example of this may be visualized by rotating the
contours of Fig. 20 about the dotted line in that figure.
Accordingly, the planar ridge descent strategy is extended by
complementing the five-robot formation in Fig. 20 with an
additional formation that is oriented by rotating the formation
by 90◦ about its X̂C unit vector. Since Robot 1 in each portion
of the formation is coincident, only one robot is used in this
position. This approach gives rise to a nine-robot formation
which, when properly positioned on a plume, ‘‘straddles’’
the plume in perpendicular planes. This allows AN to be
implementedwithout requiring extraneousmotions necessary
to characterize the nature of the local field. The cluster is
sized based on the considerations discussed in Section VII
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FIGURE 20. Differential drive compensation signals for ridge following
in 2D with a five-robot cluster.

and detailed in [1]. Fig. 21 shows a simple representation of
a formation properly straddling a plume.

FIGURE 21. Plume following outward (i.e., ridge descent in 3D) using a
nine-robot cluster in a four-sided prism formation.

Given this plume following approach, this section presents
the nine-robot cluster definition and a differential-based
AN control law assuming the cluster is straddling the plume.
A mission-level state machine is then described to first lead
the cluster to the plume and then compel the cluster to follow
the plume. Finally, high fidelity simulations are used to show
a nine-UAV cluster successfully navigating several plumes.

A. NINE-ROBOT PRISMATIC CLUSTER
The nine-robot cluster can be thought of as two intersecting,
planar five-robot formations that share one of the robots,
as shown in Fig. 22.

The pose of each robot in the figure is represented
by its robot-space position and orientation variables, listed
in Table 8. The robot-space pose vector of the group

⇀

R9R
contains these variables for each of the nine robots. The
robot-space velocity vector

⇀̇

R9R is the time derivative of
⇀

R9R.
For this study, the origins of cluster frame C9R and

Robot 1 frame R1 are coincident and 21 shape variables are
used to define the geometries of the four, two-robot serial
chains that kinematically extend from Robot 1, as shown
in Fig. 22 and listed in Table 9. The cluster-space position

FIGURE 22. Nine-robot virtual structure lengths and internal angles, α is
perpendicular to X̂C ŶC or X̂C ẐC planes and β is parallel to X̂C ŶC or X̂C ẐC
planes. For clarity, the variables are shown in two separate formations.

TABLE 8. Nine-robot formation robot-space variables.

TABLE 9. Nine-robot formation cluster-space variables.

vector
⇀

C9R consists of the variables in Table 9 and the cluster-

space velocity vector
⇀̇

C9R is the time derivative of
⇀

C9R. A full
listing of vectors

⇀

R9R and
⇀

C9R are provided in Appendix C.
The forward position kinematic equations of the form

described in (6) which transform ‘‘robot-space’’ pose vec-
tor

⇀

R9R to the ‘‘cluster-space’’ vector
⇀

C9R are presented in
Appendix C. These equations are used in the Cluster-Space
Controller layer in order to estimate realtime cluster pose,
which is an input to the cluster controller. The inverse
Jacobian J−1 is used to transform cluster control velocity
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commands to individual robot commands. This 36×36matrix
has not been included given its cumbersome nature.

B. DOWNSTREAM PLUME FOLLOWING CONTROL
PRIMITIVE
Assuming the cluster is properly positioned, the plume fol-
lowing AN primitive is implemented by issuing corrective
cluster translational and rotational control commands as
shown in (23) to (26), where S and R represent user-specified
translational and rotational speeds, respectively.

EDtran =


sign {(s2 − s3)+ (s4 − s5)}
sign {(s2 − s4)+ (s3 − s5)}
sign {(s8 − s6)+ (s9 − s7)}

 (23)

EDrot =


0

sign {(s7 − s9)− (s6 − s8)}
sign {(s3 − s5)− (s2 − s4)}

 (24)

⇀̇

C9R (1 : 3) =

 ẊCdesẎCdes
ŻCdes

 = S ·
EDtran∥∥∥ EDtran∥∥∥ (25)

⇀̇

C9R (4 : 6) =

 ϕ̇Cdes2̇Cdes
9̇Cdes

 = R ·
EDrot∥∥∥ EDrot∥∥∥ (26)

A proportional velocity controller is used to implement
the computed cluster translational and rotational velocity
commands in (25) and (26). All other cluster orientation
and geometry variables are controlled to designated posi-
tion setpoints. This is done using a proportional position
controller. Given the nine-robot definitions of

⇀

C9R and
⇀̇

C9R, this blending of proportional velocity and position
control is achieved within the resolved-rate cluster-space
controller, as defined in (8), through the use of the selector
matrix Q′ = diag(1,1,1,0,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0), with Q defined as its
complement.

Because this ‘‘straddling descent’’ strategy is only valid
if the formation is indeed, already straddling the plume, its
use is only valid when Robot 1’s sensed scalar value is
greater than any of the sensed values from Robots 2, 4, 6,
and 8. Furthermore, we typically require that Robot 1’s value
exceeds that of all the others by a certain threshold to ensure
not only proper positioning of the cluster but also that the
plume feature is ‘‘prominent’’ enough to be worth follow-
ing. This prominence threshold criteria is formally expressed
in (27).

(s1 − max [s2, s4, s6, s8]) > sprom threshold (27)

C. PLUME LOCATION AND DESCENT STATE MACHINE
Autonomous plume location and descent consists of finding
the source of a plume and following it out to the impact area
while being able to reacquire the plume should it inadver-
tently maneuver ‘‘off’’ the feature.

Execution of this mission requires the specification of
a set of mission parameters, such as the minimum plume

prominence value. As before, the user specifies desired con-
stant cluster translational and rotational speeds, S and R,
respectively. In general, a four-sided prismatic formation is
used to obtain distributed data in all three dimensions in
order to attain accurate differential signals between robots
as illustrated in Fig. 23. The size of the prism is selected
to appropriately straddle a plume with a particular size of
interest.

FIGURE 23. State machine for plume location and descent. Each of the
three states consist of one or more AN-level controllers with specific
control parameters.

Control States. The state diagram shown in Fig. 23 illus-
trates the plume location and descent approach that has been
implemented for the results reported in this article.

The primary state in this strategy is ‘‘State 2: Follow Plume
Outward’’, in which the cluster is properly straddling the
plume and implementing the plume following AN primitive
described in Section VI.B.

The first state, ‘‘State 1: Locate Plume’’, is used to ini-
tially move to and straddle the plume. This state uses the
plume following AN primitive with the exception that the
X-component in (23) is negative, which enables gradient
ascent in that dimension. This strategy moves the cluster
towards a local maximum while aligning the cluster with a
plume stemming from that source, if one exists. If the clus-
ter successfully locates a plume that meets the prespecified
minimum prominence threshold, the state machine proceeds
to ‘‘State 2: Follow Plume Outward’’.

The third state, ‘‘State 3: Reacquire Plume’’, is used if the
cluster violates its prominence threshold requirement while
descending the plume. This is when the cluster is still strad-
dling and aligned with the plume, but not centered in it. The
strategy we have adopted in this case is to reverse the longitu-
dinal direction ofmotion, as done in ‘‘State 1: Locate Plume’’,

122642 VOLUME 9, 2021



R. K. Lee et al.: Multiple UAV AN for 3D Scalar Fields

by making the X-component in (23) negative and holding the
cluster orientation constant. As shown in (28), cluster rotation
is computed using a simple proportional controller, where
Krot_hold is the rotational gain, to hold the current orientation
of the cluster in lieu of (24).

EDrot_hold =


0

Krot_hold ·
(
G2C_hold −

G2C_act
)

Krot_hold ·
(
G9C_hold −

G9C_act
)
 (28)

State Transition Criteria. Formal definitions of the state
machine transition criteria consist of the following. The cri-
teria for ‘‘Transition A1’’ that must be satisfied to move
between ‘‘State 1: Locate Plume’’ and ‘‘State 2: Follow
Plume Outward’’ are based on the magnitude of the dif-
ferentials being below a prescribed threshold as shown
in (29), the difference in the measured scalar field value from
Robot 1 and the maximum from Robots 2, 4, 6, and 8 by a
prescribed minimum threshold previously shown in (27), and
the cluster heading alignment with the downstream direction
of the plume to within a prescribed threshold as shown in (30)
to (33). Note that (27) defines the minimum plume ‘‘promi-
nence’’ which functions as a ‘‘go’’ or ‘‘no go’’ condition (i.e.,
if the plume contains a feature of interest) as to whether the
cluster should proceed with following the plume outward. For
compactness, (33) uses the notation C(#) and S(#) for cosine
and sine functions, respectively.∥∥∥∥∥∥∥∥∥∥∥∥



(
s3 + s5

2

)
−

(
s2 + s4

2

)
(
s2 + s3

2

)
−

(
s4 + s5

2

)
(
s8 + s9

2

)
−

(
s6 + s7

2

)



∥∥∥∥∥∥∥∥∥∥∥∥
< 1threshold (29)

∥∥∥G9Cdes −
G9Cact

∥∥∥ < 9Cthreshold (30)

where (31)–(33), as shown at the bottom of the page.
While in ‘‘State 2: Follow Plume Outward’’, in the event

that the cluster inadvertently maneuvers ‘‘off’’ the feature,
the state machine ‘‘Transition C1’’ criteria to move to ‘‘State
3: Reacquire Plume’’ is shown in (34).

s1 ≤ (max [s2, s4, s6, s8]) (34)

While in ‘‘State 3: Reacquire Plume’’, state machine
‘‘Transition C2’’ criteria to move back to ‘‘State 2: Follow

TABLE 10. Nine-robot formation shape variables.

Plume Outward’’ is shown in (35).

s1 > (max [s2, s4, s6, s8]) (35)

Following the plume outward continues until the cluster
reaches a point where the plume prominence falls below
a prescribed threshold with ‘‘Transition B’’ criteria shown
in (36).

sterm threshold ≤ (max [s2, s4, s6, s8]− s1) (36)

D. DOWNSTREAM PLUME FOLLOWING MISSION
SIMULATION
In this section, we demonstrate execution of two mission sce-
narios to locate and descend a plume using a nine-robot clus-
ter using the state-based strategy described in Section VI.C.
As previously discussed, the objective is to have the cluster
locate an unknown plumewith a minimum prominence value,
move along it in the direction away from the source, reacquire
the plume if it inadvertently maneuvers ‘‘off’’ the feature, and
to hold its position and attitude when it reaches a point where
the prominence is below a prescribed threshold.

In the first scenario, we utilize a simulated plume with
a ‘‘tail’’ of several hundred meters, a constant commanded
cluster geometry held in the shape of a rectangular prism
with shape variables shown in Table 10, and constant cluster
translational and rotational speeds. State machine control
parameters for this simulation are summarized in Table 11.

Fig. 24 illustrates the cluster flight paths for four different
trials, where each has a different starting point. For clarity,
only the cluster origin positions are shown for each case.
As shown in the figure, in each trial, the cluster successfully
navigates to and then moves along the plume in the direction
away from the source.

To provide a more detailed description of functionality,
the motion of trial 3 is detailed in the multipart Fig. 25,
which shows the motion of each individual UAV in the clus-
ter. In part (a), the cluster operates in the ‘‘Locate Plume’’

G9Cdes = ATAN2
(
−Dydiff
−Dxdiff

)
(31)

EDdiff =

Dx diffDy diff
Dz diff

 = G
CR ·


(s3 − s2)+ (s5 − s4)
(s2 − s4)+ (s3 − s5)
(s8 − s6)+ (s9 − s7)

 (32)

G
CR =

C9CC2C C9CS2CS8C − C8CS9C C8CS2CC9CC + S9CS8C
S9CC2C S8CS2CS9C + C9CC8C S9CS2CC8C − S8CC9C
−S2C C2CS8C C2CC8C

 (33)
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FIGURE 24. Multiple simulation trials showing flight paths of nine- robot
clusters that locate and then follow a scalar plume.

TABLE 11. State machine control parameters.

control state, moving to and straddling the plume, a pro-
cess that takes the first 99 s. The controller then switches
to the ‘‘Follow Plume Outward’’ state, shown in part (b),
where the cluster successfully moves down the plume until
t = 163 s, at which point the plume loses its definition per
the prominence threshold. Fig. 26 contains time histories of
the measured scalar field values from the robots located in the
cluster’s ‘‘back’’ planewhich includes Robots 1, 2, 4, 6, and 8.
These time histories show several indications that the cluster
is properly aligned once the cluster locates and straddles the
plume at t = 99 s. First, Robot 1’s scalar reading is higher
than all other robots in that plane. Second, the scalar values
of the robot pairs 2-4 and 6-8 converge, indicating that the
controller has successfully nulled the differential values in
each of the cluster’s dimensions. Although not shown, similar
results exist for the lateral positioning of the robots in the
‘‘front’’ plane as well as for the rotational differentials used
to align the cluster with the plume.

Furthermore, given that the controller is working to hold
formation geometry as the cluster navigates, control perfor-
mance is indicated by the RMS errors for the cluster size
parameters LCi and Li,i+1 for i = 2, 4, 6, 8 were 3.2 m,
3.2 m, 2.7 m, 2.6 m, 3.0 m, 2.9 m, 3.1 m, 3.2 m, respec-
tively; these are all in a range of 1.5-2.0 times the standard

FIGURE 25. Flight path of a nine-robot cluster as it a) locates a plume,
and then b) descends/follows the plume away from the source.

FIGURE 26. Time histories of measured scalar field values from robots in
the cluster’s back plane show that s1 (robot 1) remains higher, than the
values measured by the surrounding robots, while following the plume
outward and away from the source.

deviation of position error, indicating acceptable formation
control.
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TABLE 12. Nine-robot formation shape variables.

TABLE 13. State machine control parameters.

FIGURE 27. Flight path of nine-robot cluster completing the mission to
locate a plume and then descend/follow the plume outward and away
from the source.

For a second simulation scenario, a plume with a different
downwind direction and higher scalar field magnitude is
used.

A constant rectangular prism cluster geometry is used once
again with shape variables shown in Table 12. State machine
control parameters used in this simulation are summarized
in Table 13. Fig. 27 shows the cluster as it first operates in
the ‘‘Locate Plume’’ state, moving toward and aligning itself
with the plume, which occurs at about t = 114 s. The cluster
then switches to the ‘‘Follow Plume Outward’’ state until the
plume loses prominence at t = 179 s. As with the previous
scenario, time histories of the scalar values of the back plane
robots are shown in Fig. 28.

When following the plume, the values are as expected,
with Robot 1 having the highest scalar value and with values
converging for robot pairs 2-4 and 6-8. RMS errors for the
cluster size parameters LCi and Li,i+1 for i = 2, 4, 6, 8 were
3.2 m, 3.3 m, 2.8 m, 2.8 m, 3.8 m, 4.1 m, 3.1 m, 3.1 m,
respectively, are all in a range of 1.5-2.5 times the standard

FIGURE 28. Time histories of measured scalar field values from robots in
the cluster’s back plane show that s1 (robot 1) remains higher, than the
values measured by the surrounding robots, while following the plume
outward and away from the source.

deviation of position error, indicating acceptable formation
control. The simulated scalar fields in this section are docu-
mented in Appendix D.

VII. DISCUSSION
Several implementation issues pertaining to the use of cluster-
space and AN control methodologies have been explored in
detail in other publications, but are worthy of mention here.

Within the cluster-space formation control methodology,
there is significant flexibility in how a cluster may be
defined. These choices influence the degree of interdepen-
dency among the cluster pose state variables, which in turn,
affects issues such as the amount of computation in the
servo loop, the existence of singularities, and the level of
(de)centralization [49]. For singularities, as an example, sev-
eral approaches have been successfully demonstrated, such as
dynamically switching to new cluster pose definitions and the
use of dual quaternions [50]. Regarding (de)centralization,
while the examples used for this study were implemented
in a centralized manner, decentralized cluster definitions
at varying levels are possible, to include the ability to
implement swarm-like capabilities. However, the technique
includes managerial overhead (like the explicit enumeration
of vehicles) that is unnecessary if there is no desire to take
advantage of cluster-space control benefits (such as explicit
formation control, well-behaved motion in the cluster-
space, etc.). In separate work, we are exploring formalized
swarm approaches that support the comprehensive AN capa-
bilities being explored in this paper.

With respect to AN, a significant issue is selecting the size
of the cluster given that it drives AN performance by trading
aperture size with the spatial resolution of the cluster. Given
the field characterization techniques (local gradient, differen-
tial over a baseline, etc.) used by the AN primitives, spatial
filtering occurs [1]. For example, the gradient approach used
in isosurface mapping assumes that the size of the clus-
ter is ‘‘small’’ compared to the spatial variation of interest
for the field (e.g., perhaps at most 4 of the spatial wave-
length of the scalar features of interest). Scalar features with
smaller wavelengths are spatially smoothed, thus decreasing
the responsiveness of AN motion. Because the cluster size
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is a specifiable mission attribute, the operator may select a
size suitable for the application at hand, typically trading
spatial resolution, gradient/differential signal amplification,
noise suppression, and the breadth of field exploration for
a given number of robots. As a practical example, previous
work in using a cluster of automated boats to find large scale
bathymetric scalar features used cluster sizes in the range of
10-20m [63]. This allowed for navigationwith respect to geo-
logic features on the order of 50+ meters, while effectively
filtering out ‘‘noise’’ created by small rocks and boulders.

Regarding edge cases, two cases are particularly notewor-
thy. The first is encountering singular formations within the
cluster-space controller. As previously mentioned, however,
we have developed a variety of ways to address this issue.
A second issue arises for ‘‘flat’’ or uniform scalar fields such
that there is not enough variation in the field for the AN
primitives to react in a meaningful way. In separate work,
we use an additional state at the mission layer that reacts
to this condition by using a more conventional navigation
strategy, such as ‘‘mowing the lawn,’’ until a significant signal
is observed. Identifying and addressing additional edge cases
is the subject of future work.

VIII. CONCLUSION AND FUTURE WORK
This paper presents a multilayer control architecture for
implementing multirobot AN capabilities for 3D scalar fields
using UAVs. Verification of these capabilities is provided
through high fidelity simulations that incorporate real vehicle
flight dynamics, wind gust disturbances, vehicle position
sensor inaccuracy, and scalar field sensor noise. Specific
scenarios demonstrating these capabilities include:
• seeking/tracking a local source, both stationary as well
as moving within a time-varying field;

• acquisition of a desired isosurface within a field and
then performing structured mapping of single and over-
lapping signals, with an option for the orientation and
spacing of planar slices;

• acquisition and following of a plume outward (i.e., away
from a source).

Building on our group’s prior work in multirobot AN,
the contributions presented in this article significantly extend
the current state of the art in terms of AN functionality for 3D
scalar fields. Distinct aspects of the presented work include:
• the use of a unified control architecture to demonstrate
a wide range of AN missions and control primitives for
clusters of varying sizes and shapes;

• the kinematic definition of new four- and nine-robot
clusters appropriate for the AN tasks of interest;

• the extension of our existing 2D multirobot AN primi-
tives to 3D fields in order to implement local extrema
finding, isosurface navigation, and downstream plume
following;

• the use of state-based sequencing of AN primitives
and control parameters to implement mission-level
capabilities such as characterizing the structure of iso-
surfaces and acquiring and following plumes;

• the verification of the proposed AN techniques via
high-fidelity simulations that include vehicle-level
dynamics, wind gusts, and sensor noise.

This work lays the foundation for experimental demon-
stration and verification, which will begin with a cluster
of four octocopter vehicles. This system uses commercial
autopilots on each UAV in combination with a flight con-
trol station that allows pilots to a) fly individual vehicles,
b) gracefully constitute and decompose clusters, and c) imple-
ment the full AN control architecture which is implemented
via Matlab/Simulink [64]. Initial scalar fields based on RF
signal strength are being implemented using Xbee 2.4 GHz
transmitters. Longer term, we will apply the new 3D AN
capabilities presented in this paper to larger clusters as well
as to our fleet of underwater robots.

Beyond experimental verification, our ongoing and future
work in multirobot AN has several objectives. We are
certainly interested in exploring the benefits and costs of
larger-sized clusters and more sophisticated control laws.
We are also interested in formally characterizing how cluster
shape and size affect navigation performance given the nature
of a scalar field, exploring adaptive cluster sizing to tune clus-
ter responsiveness to features of various sizes, and extending
techniques for periodic sampling, navigation in turbulent and
discontinuous fields, etc. Each of these is motivated by the
needs of clients with specific AN missions in mind. We have
also initiated the development of AN controllers based
on decentralized swarm controllers, currently with a focus
on 2D fields.

APPENDIX A
UAV DYNAMIC MODEL
[53] initially proposed a simplified dynamic model for a
consumer-grade UAV, with an onboard autopilot for platform
stabilization with limited pitch and roll angles, in lieu of a
full quadrotor dynamic model. Using Parrot Inc’s AR.Drone,
model parameters were determined by measuring responses
for various input signals. They used the simplified model and
experimentally demonstrated precise positioning and trajec-
tory tracking in 3D. [52] extended the work to experimentally
demonstrate leader-follower positioning and trajectory track-
ingwith two vehicles in 3D. [51] validated the dynamicmodel
through comprehensive experiments for parameter identifica-
tion and performed precise trajectory tracking with obstacle
avoidance in 3D using a single vehicle. Equations (A1) and
(A2) contain theKu andKv matrices from [51] which are used
in this paper.

Ku =


12.63 0 0 0
0 7.61 0 0
0 0 6.63 0
0 0 0 1.89

 (A1)

Kv =


1.43 0 0 0
0 0.84 0 0
0 0 7.56 0
0 0 0 0.54

 (A2)
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APPENDIX B
FORWARD KINEMATICS FOR FOUR-ROBOT CLUSTER
Equations (B1) and (B2) define the cluster-space vector

⇀

C4R

and robot-space vector
⇀

R4R, respectively, for the four-robot
cluster.

⇀

C4R =



GXB
GYB
GZB
G8C
G2C
G9C
L12
L13
LB4
α

β

ξ
C91
C92
C93
C94



cluster X coordinate w.r .t. global frame
cluster Y coordinate w.r .t. global frame
cluster Z coordinate w.r .t. global frame
cluster Roll angle w.r .t. global frame
cluster Pitch angle w.r .t. global frame
cluster Yaw angle w.r .t. global frame

cluster length from Robot 1 and 2
cluster length from Robot 1 and 3

cluster length from Point B and Robot 4
cluster shape angle for LB4

cluster shape angle between L12 and L13
cluster shape angle for LB4

Robot 1 Yaw angle w.r .t. cluster frame
Robot 2 Yaw angle w.r .t. cluster frame
Robot 3 Yaw angle w.r .t. cluster frame
Robot 4 Yaw angle w.r .t. cluster frame

(B1)

⇀

R4R =



Gx1
Gy1
Gz1
Gψ1
Gx2
Gy2
Gz2
Gψ2
Gx3
Gy3
Gz3
Gψ3
Gx4
Gy4
Gz4
Gψ4



Robot 1 X coordinate w.r .t. global frame
Robot 1 Y coordinate w.r .t. global frame
Robot 1 Z coordinate w.r .t. global frame
Robot 1 Yaw angle w.r .t. global frame

Robot 2 X coordinate w.r .t. global frame
Robot 2 Y coordinate w.r .t. global frame
Robot 2 Z coordinate w.r .t. global frame
Robot 2 Yaw angle w.r .t. global frame

Robot3 X coordinate w.r .t. global frame
Robot 3 Y coordinate w.r .t. global frame
Robot 3 Z coordinate w.r .t. global frame
Robot 3 Yaw angle w.r .t. global frame

Robot 4 X coordinate w.r .t. global frame
Robot 4 Y coordinate w.r .t. global frame
Robot 4 Z coordinate w.r .t. global frame
Robot 4 Yaw angle w.r .t. global frame

(B2)

Equations (B3) through (B12) are used to compute the
cluster frame coordinates and attitude angles. (B3)–(B8), as
shown at the bottom of the next page, where (B8)–(B12), as
shown at the bottom of the next page,

Equations (B13) through (B15) are used to compute the
cluster formation lengths.

L12 =
√(

Gx2 − Gx1
)2
+
(
Gy2 − Gy1

)2
+
(
Gz2 − Gz1

)2
(B13)

L13 =
√(

Gx3 − Gx1
)2
+
(
Gy3 − Gy1

)2
+
(
Gz3 − Gz1

)2
(B14)

LB4 =
√(

Gx4 − GXB
)2
+
(
Gy4 − GYB

)2
+
(
Gz4 − GZB

)2
(B15)

Equations (B16) through (B20) are used to compute the
internal angles of the cluster formation. (B16)–(B18), as
shown at the bottom of the next page, where (B19)–(B20),
as shown at the bottom of the next page,

For compactness, (B20) uses the notation C(#) and S(#)
for cosine and sine functions, respectively. Equations (B21)
through (B23) are used to compute individual robot yaw
angles relative to frame C, for Robots 1 to 4, where
n = 1,. . . ,4,

C9n = ATAN2
[
C
y Xn

/
C
x Xn

]
(B21)

where (B22)–(B23), as shown at the bottom of the next page.

APPENDIX C
FORWARD KINEMATICS FOR NINE-ROBOT CLUSTER
Equations (C1) and (C2) define the cluster-space vector

⇀

C9R

and robot-space vector
⇀

R9R, respectively, for the nine-robot
cluster. Equations (C3) through (C10) are used to compute
the cluster frame coordinates and attitude angles. (C1)–(C6),
as shown at the bottom of pages 24 and 25, where

b1 =
√(

Gx2 − Gx1
)2
+
(
Gy2 − Gy1

)2
+
(
Gz2 − Gz1

)2(C7)
b2 =

√(
Gx8 − Gx1

)2
+
(
Gy8 − Gy1

)2
+
(
Gz8 − Gz1

)2(C8)
b3 =

(
Gx1Gz2 − Gx2Gz1 − Gx1Gz8 + Gx8Gz1 + Gx2Gz8

−
Gx8Gz2

)
(C9)

b4 =
(
Gy1Gz2 − Gy2Gz1 − Gy1Gz8 + Gy8Gz1 + Gy2Gz8

−
Gy8Gz2

)
(C10)

Equations (C11) through (C18) are used to compute the
cluster formation lengths.

LC2 =
√(

Gx2 − GXC
)2
+
(
Gy2 − GYC

)2
+
(
Gz2 − GZC

)2
(C11)

L23 =
√(

Gx3 − Gx2
)2
+
(
Gy3 − Gy2

)2
+
(
Gz3 − Gz2

)2
(C12)

LC4 =
√(

Gx4 − GXC
)2
+
(
Gy4 − GYC

)2
+
(
Gz4 − GZC

)2
(C13)

L45 =
√(

Gx5 − Gx4
)2
+
(
Gy5 − Gy4

)2
+
(
Gz5 − Gz4

)2
(C14)

LC6 =
√(

Gx6 − GXC
)2
+
(
Gy6 − GYC

)2
+
(
Gz6 − GZC

)2
(C15)

L67 =
√(

Gx7 − Gx6
)2
+
(
Gy7 − Gy6

)2
+
(
Gz7 − Gz6

)2
(C16)

LC8 =
√(

Gx8 − GXC
)2
+
(
Gy8 − GYC

)2
+
(
Gz8 − GZC

)2
(C17)

L89 =
√(

Gx9 − Gx8
)2
+
(
Gy9 − Gy8

)2
+
(
Gz9 − Gz8

)2
(C18)
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GXB =
(
Gx1 + Gx2 + Gx3

)/
3 (B3)

GYB =
(
Gy1 + Gy2 + Gy3

)/
3 (B4)

GZB =
(
Gz1 + Gz2 + Gz3

)/
3 (B5)

G9C = ATAN2
(Gy1 − GYB
Gx1 − GXB

)
(B6)

G2C = sin−1

− (
Gz1 − GZB

)√(
Gx1 − GXB

)2
+
(
Gy1 − GYB

)2
+
(
Gz1 − GZB

)2
 (B7)

G8C = ATAN2

(
G
y XC · a1 −

G
x XC · a2

a3

)
(B8)

 G
x XC
G
y XC
G
z XC

 =


(Gx1−GXB)√
(Gx1−GXB)

2
+(Gy1−GYB)

2
+(Gz1−GZB)

2(Gy1−GYB)√
(Gx1−GXB)

2
+(Gy1−GYB)

2
+(Gz1−GZB)

2(Gz1−GZB)√
(Gx1−GXB)

2
+(Gy1−GYB)

2
+(Gz1−GZB)

2

 (B9)

a1 =
[(

Gy2 − Gy1
) (

Gz3 − Gz1
)
−

(
Gy3 − Gy1

) (
Gz2 − Gz1

)]
(B10)

a2 =
[(

Gx3 − Gx1
) (

Gz2 − Gz1
)
−

(
Gx2 − Gx1

) (
Gz3 − Gz1

)]
(B11)

a3 =
[(

Gx2 − Gx1
) (

Gy3 − Gy1
)
−

(
Gx3 − Gx1

) (
Gy2 − Gy1

)]
(B12)

α = ATAN2
(
C
y LB4

/
C
x LB4

)
(B16)

β = cos−1
((

Gx2 − Gx1
) (

Gx3 − Gx1
)
+
(
Gy2 − Gy1

) (
Gy3 − Gy1

)
+
(
Gz2 − Gz1

) (
Gz3 − Gz1

)
L12 ∗ L13

)
(B17)

ξ = ATAN2
(√

C
x L

2
B4 +

C
y L

2
B4

/
C
z LB4

)
(B18)

 C
x LB4
C
y LB4
C
z LB4

 = C
GR ·

 (Gx4 − GXB
)(

Gy4 − GYB
)(

Gz4 − GZB
)
 (B19)

C
GR =

 C9CC2C S9CC2C −S2C
C9CS2CS8C − C8CS9C S8CS2CS9C + C9CC8C C2CS8C
C8CS2CC9C + S9CS8C S9CS2CC8C − S8CC9C C2CC8C

 (B20)

G
RnR =

 C
x Xn

C
x Yn

C
x Zn

C
y Xn

C
y Yn

C
y Zn

C
z Xn

C
z Yn

C
z Zn

 = C
GR ·

G
RnR (B22)

G
RnR =

CψnCθn CψnSθnSϕn − CϕnSψn CϕnSθnCψn + SψnSϕnSψnCθn SϕnSθnSψn + CψnCϕn SψnSθnCϕn − SϕnCψn
−Sθn CθnSϕn CθnCϕn

 (B23)

122648 VOLUME 9, 2021



R. K. Lee et al.: Multiple UAV AN for 3D Scalar Fields

Equations (C19) through (C37) compute the internal
angles of the cluster formation. (C19)–(C21), as shown at the
bottom of page 26.

For h = 3, 5: (C22), as shown at the bottom of page 26.
For j = 7, 9: (C23)–(C24), as shown at the bottom of

page 26, where

q1 = CG9CCG2C

(
Gx4 − Gx1

)
+ SG9CCG2C

(
Gy4 − Gy1

)
+ SG2C

(
Gz1 − Gz4

)
(C25)

b5 =
(
Gx4 − Gx1

) (
SG9CCG8C − SG8CCG9CSG2C

)
(C26)

b6 =
(
Gy4 − Gy1

) (
CG9CCG8C + SG8CSG9CSG2C

)
(C27)

b7 =
(
Gz1 − Gz4

) (
SG8CCG2C

)
(C28)

β6 = ATAN2
[
q2
/
(b8 + b9 + b10)

]
(C29)

where

q2 = CG9CCG2C

(
Gx1 − Gx6

)
+ SG9CCG2C

(
Gy1 − Gy6

)
+ SG2C

(
Gz6 − Gz1

)
(C30)

b8 =
(
Gx1 − Gx6

) (
SG9CSG8C + CG8CCG9CSG2C

)
(C31)

⇀

C9R =



GXC
GYC
GZC
G8C
G2C
G9C
LC2
L23
LC4
L45
LC6
L67
LC8
L89
ζ

α3
α4
α5
α6
α7
α9
β3
β4
β5
β6
β7
β9
C91
C92
C93
C94
C95
C96
C97
C98
C99



cluster X coordinate w.r .t. global frame
cluster Y coordinate w.r .t. global frame
cluster Z coordinate w.r .t. global frame
cluster Roll angle w.r .t. global frame
cluster Pitch angle w.r .t. global frame
cluster Yaw angle w.r .t. global frame

cluster length from Point C and Robot2
cluster length from Robot 2 and Robot 3
cluster length from Point C and Robot 4
cluster length from Robot 4 and Robot 5
cluster length from Point C and Robot 6
cluster length from Robot 6 and Robot 7
cluster length from Point C and Robot 8
cluster length from Robot 8 and Robot 9
cluster shape angle between ŶC and LC8
cluster shape angle ⊥ to X̂C ŶC plane
cluster shape angle ⊥ to X̂C ŶC plane
cluster shape angle ⊥ to X̂C ŶC plane
cluster shape angle ⊥ to X̂C ẐC plane
cluster shapeangle ⊥ to X̂C ẐC plane
cluster shape angle ⊥ to X̂C ẐC plane
cluster shape angle ‖ to X̂C ŶC plane
cluster shape angle ‖ to X̂C ŶC plane
cluster shape angle ‖ to X̂C ŶC plane
cluster shape angle ‖ to X̂C ẐC plane
cluster shape angle ‖ to X̂C ẐC plane
cluster shape angle ‖ to X̂C ẐC plane
Robot 1 Yaw angle w.r .t. cluster frame
Robot 2 Yaw angle w.r .t. cluster frame
Robot 3 Yaw angle w.r .t. cluster frame
Robot 4 Yaw angle w.r .t. cluster frame
Robot 5 Yaw angle w.r .t. cluster frame
Robot 6 Yaw angle w.r .t. cluster frame
Robot 7 Yaw angle w.r .t. cluster frame
Robot 8 Yaw angle w.r .t. cluster frame
Robot 9 Yaw angle w.r .t. cluster frame

(C1)

VOLUME 9, 2021 122649



R. K. Lee et al.: Multiple UAV AN for 3D Scalar Fields

b9 =
(
Gy6 − Gy1

) (
CG9CSG8C − CG8CSG9CSG2C

)
(C32)

b10 =
(
Gz1 − Gz6

) (
CG8CCG2C

)
(C33)

For p = 3, 5: (C34), as shown at the bottom of page 26,
where

b11 = CG9CCG2C

(
Gxp − Gxp−1

)
+ SG9CCG2C

(
Gyp − Gyp−1

)

+ SG2C

(
Gzp−1 − Gzp

)
(C35)

For r = 7, 9: (C36), as shown at the top of page 27, where

b12 = CG9CCG2C

(
Gxr − Gxr−1

)
+SG9CCG2C

(
Gyr − Gyr−1

)
+ SG2C

(
Gzr−1 − Gzr

)
(C37)

⇀

R9R =



Gx1
Gy1
Gz1
Gψ1
Gx2
Gy2
Gz2
Gψ2
Gx3
Gy3
Gz3
Gψ3
Gx4
Gy4
Gz4
Gψ4
Gx5
Gy5
Gz5
Gψ5
Gx6
Gy6
Gz6
Gψ6
Gx7
Gy7
Gz7
Gψ7
Gx8
Gy8
Gz8
Gψ8
Gx9
Gy9
Gz9
Gψ9



Robot 1 X coordinate w.r .t. global frame
Robot 1 Y coordinate w.r .t. global frame
Robot 1 Z coordinate w.r .t. global frame
Robot 1 Yaw angle w.r .t. global frame

Robot 2 X coordinate w.r .t. global frame
Robot 2 Y coordinate w.r .t. global frame
Robot 2 Z coordinate w.r .t. global frame
Robot 2 Yaw angle w.r .t. global frame

Robot 3 X coordinate w.r .t. global frame
Robot 3 Y coordinate w.r .t. global frame
Robot 3 Z coordinate w.r .t. global frame
Robot 3 Yaw angle w.r .t. global frame

Robot 4 X coordinate w.r .t. global frame
Robot 4 Y coordinate w.r .t. global frame
Robot 4 Z coordinate w.r .t. global frame
Robot 4 Yaw angle w.r .t. global frame

Robot 5 X coordinate w.r .t. global frame
Robot 5 Y coordinate w.r .t. global frame
Robot 5 Z coordinate w.r .t. global frame
Robot 5 Yaw angle w.r .t. global frame

Robot 6 X coordinate w.r .t. global frame
Robot 6 Y coordinate w.r .t. global frame
Robot 6 Z coordinate w.r .t. global frame
Robot 6 Yaw angle w.r .t. global frame

Robot 7 X coordinate w.r .t. global frame
Robot 7 Y coordinate w.r .t. global frame
Robot 7 Z coordinate w.r .t. global frame

Robot7 Yaw angle w.r .t. global frame
Robot 8 X coordinate w.r .t. global frame
Robot 8 Y coordinate w.r .t. global frame
Robot 8 Z coordinate w.r .t. global frame
Robot 8 Yaw angle w.r .t. global frame

Robot 9 X coordinate w.r .t. global frame
Robot 9 Y coordinate w.r .t. global frame
Robot 9 Z coordinate w.r .t. global frame
Robot 9 Yaw angle w.r .t. global frame

(C2)

[
GXC GYC GZC

]T
=
[
Gx1 Gy1 Gz1

]T (C3)

G9C = ATAN2
(
−
Gx1Gz2 + Gx2Gz1 + Gx1Gz8 − Gx8Gz1 − Gx2Gz8 + Gx8Gz2
Gy1Gz2 − Gy2Gz1 − Gy1Gz8 + Gy8Gz1 + Gy2Gz8 − Gy8Gz2

)
(C4)

G2C = sin−1
(
−

Gx1Gy2 + Gx2Gy1 + Gx1Gy8 − Gx8Gy1 − Gx2Gy8 + Gx8Gy2
b1∗b2

)
(C5)

G8C = ATAN2

( (
Gz2 − Gz1

)
(b1 ∗ b2)(

Gx2 − Gx1
)
b3 +

(
Gy2 − Gy1

)
b4

)
(C6)
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Equations (B21) through (B23) are used to compute indi-
vidual robot yaw angles relative to frame C, for Robots 1 to 9
where n = 1,. . . ,9.

APPENDIX D
SCALAR FIELD PLUMES
Plume source coordinates xp and yp with respect to G, are con-
stant for stationary plumes. Variables x, y, z are coordinates

of Robot n with respect to G. Equation (D1) generates:

sn = p1 ∗
e−[|0.001·z|∗(sign(z)+1)](√

(x−(xp+p2))
2
+(y−(yp+p3))

2

p4∗(0.1∗z+1)

)2

+ 1

(D1)

Section IV.D.1: symmetric, stationary, and time- invariant
plume where p1 = 250, p2 = 0, p3 = 0, and p4 = 25

ζ = cos−1(

 (Gx2 − GXC
)(

Gy2 − GYC
)(

Gz2 − GZC
)


LC2
·

 (Gx8 − GXC
)(

Gy8 − GYC
)(

Gz8 − GZC
)


LC8
) (C19)

α4 = −sin−1[

(
Gy1 − Gy4

) (
CG9CSG8C − CG8CSG9CSG2C

)
LC4

+

(
Gx4 − Gx1

) (
SG9CSG8C + CG8CCG9CSG2C

)
LC4

+

(
Gz4 − Gz1

) (
CG8CCG2C

)
LC4

] (C20)

α6 = sin−1[

(
Gx1 − Gx6

) (
SG9CCG8C − SG8CCG9CSG2C

)
LC6

+

(
Gy6 − Gy1

) (
CG9CCG8C + SG8CSG9CSG2C

)
LC6

+

(
Gz6 − Gz1

) (
SG8CCG2C

)
LC6

] (C21)

αh = −sin−1[

(
Gyh−1 − Gyh

) (
CG9CSG8C − CG8CSG9CSG2C

)
L(h−1)(h)

+

(
Gxh − Gxh−1

) (
SG9CSG8C + CG8CCG9CSG2C

)
L(h−1)(h)

+

(
Gzh − Gzh−1

) (
CG8CCG2C

)
L(h−1)(h)

] (C22)

αj = sin−1[

(
Gxj−1 − Gxj

) (
SG9CCG8C − SG8CCG9CSG2C

)
L(j−1)(j)

+

(
Gyj − Gyj−1

) (
CG9CCG8C + SG8CSG9CSG2C

)
L(j−1)(j)

+

(
Gzj − Gzj−1

) (
SG8CCG2C

)
L(j−1)(j)

] (C23)

β4 = ATAN2
[
q1
/
(b5 + b6 + b7)

]
(C24)

βp = ATAN2[

(
Gxp−1 − Gxp

) (
SG9CCG8C − SG8CCG9CSG2C

)
b11

+

(
Gyp − Gyp−1

) (
CG9CCG8C + SG8CSG9CSG2C

)
b11

+

(
Gzp − Gzp−1

) (
SG8CCG2C

)
b11

] (C34)
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βr = ATAN2[

(
Gxr−1 − Gxr

) (
SG9CSG8C + CG8CCG9CSG2C

)
b12

+

(
Gyr − Gyr−1

) (
CG9CSG8C − CG8CSG9CSG2C

)
b12

+

(
Gzr−1 − Gzr

) (
CG8CCG2C

)
b12

] (C36)

Section IV.D.2: symmetric, moving, and time-varying
plume where p1 = (250 + t), p2 = 0, p3 = 0, and p4 = 25
Section V.B and V.D: symmetric, stationary, and

time-invariant plume where p1 = 30, p2 = 0, p3 = 0, and
p4 = 8
Section V.D: overlapping, symmetric, stationary, and

time-invariant plumes where p1 = 15, p2 = 0, p3 = 0, and
p4 = 10
Section VI.D: asymmetric, stationary, and time-invariant

plume where p1 = 300, p2 = 0, p3 = e0.035·z, and p4 = 10
Section VI.D: high scalar magnitude, asymmetric, station-

ary, and time-invariant plume where p1 = 1000, p2 = e0.035·z,
p3 = 0, and p4 = 10.
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