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ABSTRACT The rapid growth in the number of scholarly documents on the Web and in other digital
platformsmakes it challenging for researchers to find research publicationsmost relevant to their information
needs. This challenge has been mitigated to a greater extent by the major scholarly retrieval systems, such
as Google Scholar, Semantic Scholar, PubMed, CiteSeerX, and others. The reason for the success of these
retrieval solutions lies in the advances in ranking approaches. However, the existing studies advocate for the
fact that we are still far from the method’s effectiveness ceiling, leaving ample room for further improvement
to meet the scholarly needs of users. The existing methods adopt different approaches; some use classical
Information Retrieval (IR), others use semantics-aware methods, including Knowledge Graph (KG) to
support scholarly search. However, we hypothesize that combining the best of both worlds can further
improve search relevance. In this context, this work incorporates inverted index from the classical IR with
BM25 as the weighting scheme, combined with Citation Networks Analysis (CNA) for the baseline search
results, which are then re-ranked by passing the selected entities from the top-k initial search results as the
search query to the KG. This way, not only the textual content but also the structural semantics of the research
publications are well exploited in the retrieval processes. The goal is to exploit IR and KG-based retrieval
techniques to gain insights into the behavior of both textual and structured information in the strategic ranking
of scholarly articles. The proposed solution has been evaluated using the ACL Anthology Network (AAN)
dataset. The results show that the proposed technique can comparatively improve the retrieval performance
in terms of Normalized Discounted Cumulative Gain (nDCG) and precision rates.

INDEX TERMS Academic search, knowledge graph, inverted index, structure search, citation networks
analysis.

I. INTRODUCTION
The number of publications is growing exponentially. For
example, PubMed [1] publishes nearly three thousand articles
per day [2]. Searching relevant publications from such a large
collection is challenging in terms of time and labor [3]. This is
partly due to the large list of research publications that appear
in response to the user’s search query. For instance, Google
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Scholar [4] returns 1160K results for the query ‘‘scholarly
search systems’’ but displays only one thousand papers on
its search results page. Nevertheless, it is a daunting task for
a researcher to go through all one thousand search results
for each query to find relevant publications. To mitigate this
issue and reduce the cognitive overload on the user, sev-
eral prominent research works appeared in recent years in
the form of articles [3], [5]–[8], doctoral dissertations [9],
test collections [10], books [11], and others. In addition,
several academic search engines including Google Scholar,
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CiteSeerX, Arnetminer, and Microsoft Academic Search
assist researchers in finding relevant publications.

The research in the scholarly retrieval domain has
employed several methods to improve the relevance of search
results. Some of these include query expansion [6], [12], [13],
query format and analysis [14]–[17], search results presen-
tation [8], document ranking models [8], [18], [19], exploit-
ing user behavior [20], [21], and recently a multi-objective
approach for determining the usefulness of papers [22]. Like
other retrieval systems, the ranking of research publications
is among the key challenges in scholarly search. However,
unlike the classical IR, scholarly retrieval solutions exploit
the structure semantics in addition to metadata and con-
tent (if accessible, wherein the former textual information
is readily available). In addition, scholarly documents have
two key parts, namely the textual part and structural part,
which hold important informational units including citation
networks, co-citation networks, authors networks, etc. These
parts, if exploited together, may bring more useful and rel-
evant results. In such a ranking strategy, a citation network
may give a lot of information about the quality and the effects
of individual paper but catching research topics of the paper
as well as how these topics propagate in the search results
become challenging. This may worsen the situation in some
cases, especially when a large number of documents are
retrieved as relevant for a given user query.

While using an academic search engine, researchers exam-
ine the top listed publications, retrieved against their search
query, in the hope to find the most relevant ones. Sometimes
the ranked position matters a little and they go to even the sec-
ond or third page of the search engine results pages. Theymay
be interested in finding other publications of the same author,
their co-authors, and different authors on the same topic.
Therefore, ways must be found to consider these aspects
in ranking scholarly documents. One possible solution is to
merge the search results returned by more than one retrieval
engine. This is also highlighted by several authors [23]–[25]
that results merging improves search relevance provided that
the retrieval solutions used are considered as the independent
experts for a particular goal [26]. This article considers this
aspect in the retrieval by exploiting Latent Dirichlet Alloca-
tion (LDA) topic vectors for topic propagation while travers-
ing citation network for the structural part, and classical IR
(for the textual part) of scholarly articles.

This research work exploits a research paper as a com-
bination of textual part consisting of its text (bag of words)
and structural part (bag of citations) that comes through the
citation network analysis. It is motivated by the idea that
results merging from these sources can potentially improve
the search results. The inverted index using Apache Solr is
combined with the structural index (using Neo4j, a graph
database for the KG) for content analysis and exploited
together with the citation analysis in the strategic ranking
of the scholarly publications. This hybrid approach is tested
using retrieval experiments on the Association for Com-
putational Linguistics (ACL) dataset to show its strength

against the conventional baselines. The KG construction is
inspired by Google, which is constructed by identifying both
explicit entities provided by the web pages in the form of
semantic labels and implicit entities recognized by contextual
analysis through NLP tools [27]. The extracted entities in a
KG are enriched for ideal usability through ontologies and
knowledge base data. Likewise, for scholarly KG, the same
approach can be applied [28]. Just as web pages contain mul-
tiple forms of data, scholarly documents also contain multiple
types of components, i.e., title, authors, abstract, full-body
text, tables, algorithms, figures, and citations. All these can
be extracted along with their relationships and metadata for
enriching KG [27]–[33].

The mechanism of structural index in Neo4j follows the
same method for KG bootstrapping from scholarly docu-
ments as used in [29], which follows the same definition
and procedure for building KG as practiced in DBpedia [34],
WordNet [35] and Probase [36]. However, it focuses only on
a hyponym relation among the entities to explore the possi-
bility for scientific entity-based search [29]. In comparison,
the proposed approach builds an academic KG using the ACL
dataset without using any external source. The KG includes
concept entities, their descriptions, context correlations, and
relationships (citations) with authors and co-authors. It stores
the citation network and integrates the citation information
with the paper’s content to discover topic propagation on the
citation network.We apply this KG to our hybrid ranking task
to search graph structure by using LDA for topic distribution.

Recently, Semantic Scholar introduced explicit semantic
ranking for scholarly search [8], which connects both queries
and documents using semantic information fromKG. TheKG
holds concept entities, their descriptions, and relationships
with authors, venues, and embeddings trained from the graph
structure. The constructed KG and embedding are used for
explicit semantic ranking [8] using the Semantic Scholar (S2)
corpus, query log, and freebase [8].

The proposed framework searches the indexed research
paper collection using Apache Solr, where BM25 is applied
in weighting documents against the search query and merges
the results with the structural search techniques using citation
network analysis. What makes the proposed technique differ-
ent, is its exploitation of both the inverted indices and struc-
ture search (IS) capability of Neo4j by propagating citation
network analysis in the strategic ranking of scholarly docu-
ments; therefore, we called it Inverted Indices and Structure
Search with Citation Analysis (ISCA). The novelty of ISCA
lies in the combined exploitation of graph data management
techniques and the IR language model with citation analysis
that may bring the most relevant papers for a given search
query in a more nuanced way, effectively and efficiently. The
following are the key contributions of this work:
• A new research problem of combining classical IR and
structured search is studied to improve search relevance.

• An effective inverted index, KG, and citation net-
works are designed and maintained from ACL papers
collection.
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• ISCA: a hybrid technique by combining an inverted
index, structured search KG, and citation networks anal-
ysis is proposed for supporting the scholarly search.

• The effectiveness of ISCA via standard evaluation met-
rics is presented to understand the positive impact of
combining the textual and structural information on the
relevance of search results.

The rest of the paper is ordered as follows: Section II
presents related work, Section III presents an overview
of the framework. Section IV describes the experimental
setup and performance comparison. Section V concludes
the paper with the identification of some future research
directions.

II. RELATED WORK
In the context of this paper, the current related works can be
categorized as scholarly search and ranking methods, which
are briefly summarized in the following subsections.

A. SCHOLARLY SEARCH
The rapid growth of the scholarly documents and their result-
ing information overload has motivated the development of
academic search systems including Google Scholar, Seman-
tic Scholar, AMiner, Xueshu Baidu, Microsoft Academic
search, CiteSeerX, and many more. Among these, Google
Scholar has been dominant concerning its coverage to the
literature [37]. However, greater coverage is not always suf-
ficient, especially from the perspective of scholars seek-
ing relevant documents, where ranking plays an important
role. The problem is, Google Scholar and similar other
solutions rely heavily on the citation count to rank papers
among the list of related candidates. Therefore, if ranking
remains unsuccessful, the scholars overpass coverage and
go to other scholarly platforms including CiteSeerX [38],
AMiner [39], PubMed [40], Microsoft Academic Search
[41], and Semantic Scholar [8]. These search engines use
analytical tasks including author name disambiguation [39],
paper importance modeling [42], and entity-based distinctive
summarization [43].

The most prominent research question regarding the aca-
demic search is how to define and measure that two arti-
cles are similar and related concerning a given search
query. Considering the exploitation of textual and struc-
tural information, as this research suggests, the most rel-
evant work is by Mai et al. [25], which used textual and
structural embeddings to find the relevant papers against
the given search query. However, it requires training data
and parameter settings in scholarly retrieval [25] in a super-
vised manner, which is different from our unsupervised
approach.

B. THE RANKING METHODS
This section discusses the widely used ranking methods used
in the academic search domain that are closely related to the
proposed work.

1) KNOWLEDGE-GRAPH-BASED METHODS
Several studies have exploited KG in ranking documents
against the search query. Explicit semantic ranking uses KG
embedding in ranking scholarly documents [8] by experi-
menting with Semantic Scholar corpus, query log, and free-
base to build an academic KG. Its KG considers concept
entities and their descriptions, context correlations, relation-
ships with authors and venues, and embedding trained with
the graph structure. It employs learning to rank on the search
query and represents documents (as entities in the KG) in the
embedding space.

Al-Zaidy andGiles [29] constructed KG by extracting enti-
ties having only the hypernym-hyponym relationships from a
set of ten thousand articles. Such a relationship exists if one
entity is an instance of the concept represented by the other
entity. We adopt the same method for KG construction while
harvesting about twenty three thousand articles available in
the AAN dataset [44] and exploit CNA as well. Intuitively,
the use of both the key functions (BM25 for textual similar-
ity) and KG (for structural search)) with CNA becomes the
multiplier for a change in the strategic ranking of scholarly
articles. For extracting semantic relations for scholarly KG
construction, Al-Zaidy and Giles [45] extracted entities as
concepts and instances along with their attributes from the
entire content of the scholarly documents. They used an
iterative algorithm for extracting two types of relationships,
i.e., concept-instance relationship, and property relationships
for taxonomy construction without using any external source
such as DBpedia, Wikipedia [46] or WordNet [35].

Unlike the traditional web search, a large portion of queries
received by the scholarly retrieval systems is related to enti-
ties. It is estimated that more than 50% and 70% queries
received from Semantic Scholar and Bing, respectively, are
related to entities [8], [47]. Such entities not only reflect
user needs but also help model query document relevance
using the bag-of-entities representation [48]. We hypothesize
that if entities are extracted from the top-k results returned
by the initial query and run over the KG, a refined list of
papers with improved relevance could be obtained. We aim to
achieve this with the proposed technique, ISCA, which com-
bines the best of the inverted and structural KG indices with
CNA to support the academic search experience of research
scholars.

2) CONTENT-BASED METHODS
The content-based approaches rank related articles for a given
user query [7] by processing the papers’ textual content
including title, abstract, keywords, and body. These methods
weight relevant articles according to the frequency and posi-
tion of terms in the article. Several techniques use the term
weights to estimate the relevance of articles. Among these,
the most widely used approach is the vector space model,
which represents each article as a vector of term weights and
measures relatedness using cosine similarity. It is practiced
by several current retrieval platforms such as Apache Lucene,
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Solr, ElasticSearch, etc., although cosine similarity does not
perform well in many situations [48], [49].

The vector representation of the vector space model was
improved further by Latent Semantic Analysis (LSA) using
singular value decomposition [50], [51]. However, LSA is
unable to perform well for scholarly articles either [49].
To further improve the ranking performance, several other
retrieval techniques and weighting schemes including BM25,
PubMed, etc., were introduced. The Best Matching 25
(BM25) [52] is a probabilistic IR approach to weigh scholarly
documents against the search query [48]. PubMed is a popular
scholarly retrieval system primarily designed for biomedical
literature [7]. It considers many factors of an article for
indexing and retrieval of documents, including (a) number
of terms in the article Term Frequency (TF); (b) position of
terms (i.e., title, abstract, body-content); (c) weight of terms
in the article; and (d) key terms of the article in a domain-
specific database, e.g., Medical Subject Headings.

Many factors affect the effectiveness of scholarly retrieval
systems. These include collection features, the methods of
ranking, the algorithm complexity of exploiting citation net-
works, the exponential growth of the literature, etc. In recent
work, we used both query expansion and CNA for supporting
the scholarly search. However, none of the current approaches
exploited together the classical IR (BM25) and KG with
CNA to support the academic search. Many factors influ-
ence the effectiveness of scholarly retrieval systems. These
include collection features, ranking methods, the complexity
of algorithms for exploiting citation networks, the exponen-
tial growth of the literature, etc., [7], [15]. In a recent work [6],
we used both query expansion and CNA for supporting schol-
arly search. However, none of the current approaches jointly
used the classic IR (BM25) and KG with CNA to support the
academic search.

III. PROPOSED FRAMEWORK
The abstract architecture of the proposed ISCA is shown
in Figure 1. It has three layers, including Scholarly Data
and Knowledge Curation (SDKC), Processing and Retrieval
Business Logic (PRBL), and User Interface (UI). The SDKC
layer pre-processes, manages, and indexes the scholarly data.
The ACL collection is pre-processed to extract the entities
and relations in generating inverted and structure indices as
well as citation networks. The PRBL layer is responsible for
the retrieval having two components, namely scholarly data
retriever and query & results processor. The scholarly data
retriever uses BM25, citation analyzer, metadata analyzer,
and structure searchability of Neo4j (vector space model).
Additionally, the query & results processor processes the
search query, extracts entities, and integrates both the initial
and final results. The UI layer allows users to interact with
ISCA. It holds four components including scholarly graph
visualizer, query and results formatter, request, and response
handler. The UI layer supports the creation and refinement of
the user queries and displays results in both graph and textual
formats.

FIGURE 1. The proposed ISCA architecture.

The proposed ISCA supports full-text search by using
inverted index and CNA on the one hand, and a KG on the
other hand to maintain a graph representation of the same
corpus. The inverted index and citation network use classi-
cal IR for retrieval against a given search query. The top-k
results of the initial search results are processed by ISCA
to extract interesting entities (paper ID, title, year, authors,
and topics distribution of papers) and run it over the KG.
Moreover, topic vectors by employing the LDA algorithm
and store in KG to visualize topic propagation in the citation
network. In this way, the KG refines the initial results by nav-
igating a structured repository, selecting additional relevant
documents (using full-text search and clustering capability
of Neo4j), or reinforcing the relevance of baseline results
produced by the inverted index via the IR model and citation
analysis. Figure 2 schematically illustrates the flow of ISCA.

A. SCHOLARLY DATA AND KNOWLEDGE CURATION LAYER
The SDKC layer transforms, pre-processes, and standard-
izes the scholarly dataset for creating inverted and structure
indices. This layer comprises three components, i.e., Dataset
Pre-processor, Inverted Index Manager, and Structure Index
Manager. The Dataset Pre-processor parses the datasets,
responsible for extracting text, metadata, and relationships.
It refines the extracted data through a metadata analyzer. This
way, this step extracts the significant fragments including
title, authors, abstract, venue, citations (incites and out-cites),
metadata, and entities from research articles by employing
the paper fragmenter and entities extractor
modules, respectively. The entities are then harvested and
their relationships from the set of parsed sentences are
extracted using title and abstract. For entity recognition,
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FIGURE 2. The workflow diagram of ISCA.

the nouns and noun-phrases are extracted by following [45].
The relationships extractor establishes the rela-
tionships among entities for KG construction. For KG con-
struction, two types of relationships, namely hyponym and
entity properties, are exploited. The hyponym edge exists if
one entity is an instance of the concept represented by the
other entity. This is also called is-a relationship and can
exist between concept and its sub-concepts as well as concept
and its instances. The properties relationship is called an
isPropertyOf relationship, which exists between entities
and attributes. For example, from the phrase ‘‘efficient search
engine’’, we extract ’efficient’ as an attribute of the search
engine.

The proposed approach borrows notations from [45]. For a
paper Pi, a set of sentences Si having candidate tuples (Ai,Bj)
are extracted such that, S = (A,B1), (A,B2) . . . (A,Bn),
where A is a hypernym for candidates hyponyms Bj. The
extraction gives the pairs P = (A1,B1), (A2,B2) . . . (An,Bn)
for KG construction. For the key entities and generalizability,
ISCA also plots interesting relationships for various pur-
poses, including e.g., co-author, authors connected to other
papers on the same topic, etc.), as schema independently
delineated in Figure 3. Articles are clustered using the clus-
tering capability of KG base on authors and topics.
Inverted Index Manager produces the inverted

index with pairwise postings consisting of paper ID, title,
abstract, main-content, and citations (incites, out-cites). The
following two aspects are considered in the strategic ranking
of scholarly documents.

1) TOPIC PROPAGATION AND CITATION NETWORKS
Acitation network is a directed graphwith nodes representing
the papers and links denoting citation relationships among
them. According to Egghe and Rousseau [53], the citation
in paper Pi for paper Pj is represented by an arrow from node
representing Pi to Pj. In this way, the papers from a collection

FIGURE 3. General relationships view.

FIGURE 4. The CitingPapersSet and CitedPapersSet .

C form a directed graph, called a ‘‘citation graph’’ or ‘‘cita-
tion network.’’ Given a citation network, as shown in Figure 4,
which is a directed graph G(P,E) consisting of nodes and
edges. In G(P,E), P represent the set of nodes, i.e., research
papers, where E is a set of directed links showing citing
relationships among papers. For each paper (node) n of P,
we delineate the notion of the following two sets, that we use
during citation analysis in topic propagation:

• CitingPapersSet(n) = {m ε P | there is a link from n to
m}. The CitingPapersSet(n) represents research papers
cited by paper n directly or indirectly. They are articles
influencing paper n.

• CitedPapersSet(n) = {m ε P | there is a path from
m to n}. The CitedPapersSet(n) represents the set of
publications that either cite article n or influences it.

Figure 4 shows the concept of CitingPapersSet and
CitedPapersSet used in this research to implement func-
tions regarding topic propagation in KG. It can be
seen that CitingPaperSet(P1) = {P2, P3, P4, P5} and
CitedPaperSet(P1) = {P6, P7, P8}. In Citation Network
(CN), each node holds the basic properties of research paper
such as paper ID, title, publication year, and authors. This
work introduces one additional property named ‘‘Topic Vec-
tor (TV),’’ gained by the LDA algorithm for topic distribution
of a research paper, discussed in the next section.
In the graph database of the citation network, we use

two text files created from the ACL corpus. 1) papers.txt
2) citation.txt; the former holds the information about each
node includes paper id, year, title, and TV (gained from the
LDA model), the latter contains the information about the
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connection (link) between nodes, i.e., the start and end nodes
of each edge as follows:

PaperID Year Title TopicVector
P14-5010 2014 The standford core. . . . 0.15..

//PaperID # Link PaperID
P14-5010 # Ref P15-5401
P15-7233 # Ref P21-7621
P12-2336 # Ref P11-3740
P10-1723 # Ref P01-1126
. . . . . . . . . ..
While using Neo4j, two main entities namely node

and edge are used. The nodes and properties are created,
as described in papers.txt and citation.txt, we use createN-
ode() and setProperty(), respectively. Likewise, createRela-
tionshipTo() and setProperty() are used to create edges and
set the properties of the edges.

2) DISCOVERING TOPICS WITH LDA
To discover latent topics in papers for topic propagation,
this study uses LDA, which considers each paper as a bag
of words. For illustration, let Dic = W1,W2,W3, . . .WV
is dictionary of a corpus C with V words and C =

P1,P2,P3, . . .PN is the set of papers with N documents
(papers), where paper Pi = Wi1,Wi2,Wi3, . . .Wiq,WijεDic
and q ≤ V . With the above corpus ‘C’ and integer ‘L’ as
input, LDA treats a document as a distribution of L topics
and each topic is a distribution of V words using the Gibb
Sampling algorithm [54]. Given T = t1, t2, t3, t4, . . . tL as
a set of L topics to be discovered from the collection C of
papers P, when: ti = wp1,wp2,wp3, . . .wpV with wpiε[0, 1]
and

∑1
v wpi = 1 is the distribution of words of topic i in

the collection. Using this topics’ definition, LDA finds latent
topics in a research paper and presents each one as: TVi =
tpi1, tpi2, . . . tpij, with tpiε[0, 1], j ≤ L and

∑1
v tpi = 1. This

represents the distribution of L topics for document i in the
collection C . Therefore, LDA is exploited as a classification
method that is both multi-class and multi-label.

In this research, TVi is the topic vector of the corresponding
paper. Each node in the network has a topic vector dis-
covered by the LDA model. This property of a given node
is used in structure search. We use a threshold to identify
whether a specific paper contains this topic or not. For exam-
ple, Figure 5 schematically describes how to determine this
threshold and how it works for topic distribution with respect
to the collection of papers. As we see in Figure 5, paper
1 comprises of three topics, let it has 20% topic a (green),
42% topic b (purple), and 38% topic c (gray). The topics that
represent a given paper can be found either by picking their
top K probabilities or by setting a threshold for probability
and picking only those topics that have probabilities higher
than or equal to the threshold value. For example, we can see
that paper 1 mainly focuses on topic a (green) and topic b
(purple) and less on topic c (gray). With tuning and several
experiments on the given ACL collection, as it contains about
23058 documents, we found 0.15 as an optimal threshold

FIGURE 5. LDA topic distribution and modeling.

in our settings. Researchers will easily capture general sight
about individual papers and their citing and cited articles with
this visual information. The main objective of integrating the
concept of LDA via citation network in KG is to propagate the
topic distribution, which may bring the most relevant papers
in the search results list against the given search query. For
this, we develop some graph query functions to analyze topic
propagation through the network during structure search.

The prerequisite and important step for entities-based rank-
ing via KG embedding is the KG construction that can
store information and relationship between the entities. The
structure index manager generates the graph by
harvesting theACL dataset without using any external source.
The concept entities are extracted from the scholarly docu-
ments by following [29], [45] and connected through edges
by following [45].

B. PROCESSING AND RETRIEVAL BUSINESS LOGIC LAYER
The core business logic of ISCA holds two components,
namely document ranking, and query & results processor.
The document ranking is the key component that assimi-
lates the ranking results from the inverted index with the
results from the KG-based search. Since ranking techniques
in graph databases using keyword-based queries have been
extensively studied in the domain of databases [55], the sce-
nario here is different, as keyword-based search over graph
databases consider the occurrences of query terms in the
document and returns a ranked list of non-redundant Steiner
trees or subgraphs [56]–[58]. Instead of being restricted to
classical retrieval methods [59], we leverage the graph struc-
ture for searching and ranking by aggregating the weights of
nodes and edges, attribute-value statistics with content-based
relevance measures using the full-text searching capabil-
ity of Neo4j using Vector Space Model (VSM). Two algo-
rithms are presented here to describe the flow systematically.
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Algorithm 1 is the leading ISCA retrieval algorithm, which
calls Algorithm 2 in step-1 for retrieving the initial results
list using BM25 and CNA [6].

Algorithm 1 ISCA Retrieval
Input : Q← query,P← paper
Output: list of relevant papers

1 InitialRetr ← Call(Algorithm− 2(Q,P))
2 ETopk ← Top K results in InitialRetr
3 KG← ETopk /* Pass to KG */
4 KGRetr ← (score(ETopk , KG))
5 FR = using Equation 3

Algorithm 2 BM25 and CA[35]
Input : Q← query,P← paper
Output: list of papers

1 foreach paper Pi in N do
2 Compute base weight using BM25
3 end
4 PIR← Wi
5 whileWi 6= 0 do
6 foreachWi do
7 Compute each paper citation score
8 using citation networks analysis
9 end
10 end
11 return PIR

Algorithm 1 extracts entities from the top-k results includ-
ing TVs of the initial results set in step-2 and passes it to
the KG in step-3. Step-4 uses citation network analysis in
amalgamation with LDA for topic propagation and connected
entities to the same concept with structure clustering statis-
tics for generating and presenting the KG-based retrieval.
The integrated final results list in step-5 is presented using
Equation 3.

To understand the topic propagation from top k papers
in initial search results, we need to get the correspond-
ing CitingPapersSet and CitedPaperSet (as defined in
Section 3.1) of these top papers. The LDA [1] method then
discovers latent topics in these papers that are collectively
related to the interesting topic. Algorithm 3 describes this
procedure which follows and adopts the approach presented
in [23]. The related papers found by Algorithm 1 are then
used to get citing/cited set along with the publication year for
including the freshness factor from the graph database and
then refine the final results list.

The ranking of the ISCA is divided into two main steps:
a) initial ranking b) final ranking. The initial ranking gen-
erates the baseline results list against the search query of the
users using an inverted index via BM25 andCNA, as shown in
Figure 6. The approach uses both BM25 and CNA as citations
play a vital role in the evaluation of scholarly papers [6], [60].

Algorithm 3 Topic Propagation Using Cited and Citing
Papers Sets
Input : PaperId of the root papers(nodes), TopiId to

evaluate, Integer indicates direction (−1 shows
CitingPaperSet of PaperId , 1 shows
CitedPapersSet of PaperId)

Output: Papers in CitedPapersSet/CitingPapersSet
related to topic TopicId

1 resultsList ← null
2 R← null
3 if direction = −1 then

/* Described in Section III(A)-1 */
4 R← CitingSet(PaperId)
5 else

/* Described in Section III(A)-1 */
6 R← CitedSet(PaperId)
7 end
8 foreach Paper P in R do
9 if P related to topic’s TopicId then
10 Add P to the results list
11 end
12 end
13 return PIR

For the citation network analysis, it considers the output of the
CNA, extracts, builds, and uses citation networks to compute
citation scores besides textual similarity. To calculate citation
score, we use the PageRank [61] algorithm on the citation
network with the assumption that it can be viewed as an
‘‘up-vote’’ from one article to another, i.e., the article having
higher ‘‘up-votes’’ can be considered the most important and
influential besides their textual similarity. For each connected
paperPi, we use Equation 1 to compute the citation score, and
through this, we can find the most influential articles within
the given citation graph.

PRPi =
(1− d)
N

+ d
∑

Pj∈in(Pi)
PRPj .Sin(Pi,Pj).Sout(Pi,Pj)

(1)

In Equation 1, the constant d is set to 0.85, N represents
the number of publications in the citation network and (inPi)
is the set of all the nodes which are in-links to Pi. Sin(Pi,Pj) is
the score of the link (Pi,Pj) estimated based on the number of
incites of Pi and the number of incites of all reference papers
of Pj. Sout (Pi,Pj) is the weight of link (Pi,Pj) estimated
based on the number of out-links of Pj and the number of
out-links of all reference papers of Pi. The results of the
citation network analyzer are stored as node properties in KG.
To amalgamate the normalized CNA score in the ranking, two
types of influence marks are used for each edge of the paper,
i.e., strong influence mark (SI+) and weak influence mark
(WI-) for each connected paper, which also helps eliminate

120216 VOLUME 9, 2021



S. Khalid et al.: Effective Scholarly Search by Combining Inverted Indices and Structured Search With CNA

FIGURE 6. Schematic flow of indexing, searching, and ranking.

the non-relevant connected papers as given in Equation 2.

if

{
S(Pi) = 1, eij = SI+
S(Pi) = 0, eij = WI−

(2)

For instance, when Pi connects to Pj, if Pj holds query
term (directly or indirectly) in the specified fields using
similarity function S(Pi) = Similarity(q, (Pi)), then we give
a strong influence mark to the edge eij (i.e., 1), and weak
influence mark (i.e., 0), otherwise. For KG-based retrieval,

the approach automatically generates an entity-based query
from the top k results of the initial results list and passes it to
theKG. It also applies a threshold τ on the (q, e, p) to filter the
entities that do not match well so that their overhead can be
minimized. In other words, to include only entities from those
papers in the expanded queries for which (q, e, p) > τ . These
extracted entities are used as seeds in the graph. From these
seeds (nodes), it traverses the graph following the promising
edges that may lead to more relevant additional results by
employing the clustering plus full-text searching capability
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of Neo4j. The sample query for searching the top 20 most
influential articles posing to structured repository looks as
follows:

MATCH (p: Paper)
RETURN a.title as paper,
a.pagerank as score
ORDER BY score DESC
LIMIT 20
Results:

Likewise, if we want to find an article for the expanded
entities-based query formulated from the extracted entities
in Figure 7, i.e., ‘‘Natural Language processing toolkit,’’ the
sample query looks as follows:

$MATCH (e:Entity)-[:DESCRIBES]->()
<-[:HAS_ANNOTATED_ENTITY]-(p:Paper)$
$WHERE e.value = "Natural Language"
OR/AND "Processing Toolkit".$
$RETURN p.title as title,
p.pagerank as p$
$ORDER BY p DESC$
$LIMIT 20$

FIGURE 7. A general retrieval scenario using KG.

The final results are produced by merging initial results
with those of KG-based retrieval using Algorithms 1 and
Algorithm 2. This is obtained by merging the initial results
list from the IR model and CNA (using step 2 to 10 of
Algorithm 2) and KG-based retrieval (using step 2 to 5,
Algorithm 1), as described in Equation 2.

Let InitialRetr = P1,P2 . . .Pn, obtained from the inverted
index for user keywords query, and KGRetr = P◦1,P

◦

2, . . .P
◦
n

obtained from the KG by transitively exploiting entities-
based query. Once a new results list of papers reaches from
the KG, there is a need to devise a strategy that includes
ranking them by employing a scoring function and merging
InitialRetr with the KGRetr to get the final search results.
For instance, given a paper P◦ ∈ KGRetr and P ∈ InitialRetr
from which P◦ generated using KG. For P◦, we compute the
ranking score using the full-text search capability of Neo4j’s
(VSM model) in amalgamation with graph clustering ability
using CN to locate relevant connected papers through the
same entities (concepts) by scoring (q, p, p◦). This scoring
function exploits the influence of connected entities through
the properties attached and CNA above the textual similarity.

The merging strategy aims to include as many relevant
papers as possible at the top of the final results set, i.e., to give
related papers higher ranks during merging. For instance, if a
result set has many relevant documents in the top ranks, then
these top-ranked relevant articles should be included in the
final results set. Also, if a result set has few or even no relevant
papers, then the final results list should have a minimum
of them. Furthermore, as we have two retrieval systems,
i.e., IR-based and KG-based retrieval systems, the results list
generated by them may have different score ranges, which
need normalization before merging. This normalization is
achieved by following the relevant literature [26], [62]–[64].
Let LIR,q, and LKG,q, respectively represent the results lists
produced by these retrieval systems for the query q. Here,
LKG,q is the transitive results list of the entities-based query
expanded from q. A fusion strategy is used to merge these
lists to produce a unique ranked list of papers for the given
query q. Let SIR is the IRmodel score, and SKG is theKG score
computed by the dependent IR model. Then a linear model
described in Equation 3 is used to obtain the final score.

Spi,q = α.SIR ∗ (1− α)
∑n

(ei=1)
ei ∗ SKG (3)

where q is the user keywords query, SIR and SKG are the
normalized scores, α[0, 1] is a weighting coefficient, and ei is
the entity score of paper Pi. Equation 4 normalizes the scores
for merging.

Sn = (S − SLow)/(SHigh − SLow) (4)

In Equation 4, Sn is the normalized score, where SLow and
SHigh are the lowest and highest limits in each run. For more
explication, the following section presents the working flow
of the proposed approach.
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C. UNDERSTANDING THE FRAMEWORK USING AN
EXAMPLE-QUERY
Figure 6, schema independently describes how the ISCA
performs indexing, searching, and ranking. It demonstrates
the entire procedure in three key steps. Step ‘‘A’’ presents
the creation of the inverted and structured repositories. The
indexing subsystem of the framework for every paper P
extracts entities and makes paired posting, i.e., PaperId and
a list of entities for the creation of a structured repository
(KG). This step also creates an inverted index accordingly.
After indexing, it presents the process of searching for user
keywords query in step ‘‘B’’. For query expansion and for-
mulation, several other mechanisms like pseudo-relevance
techniques are employed on top of BM25 to improve and
enrich the ranking mechanism for a detailed discussion about
query reformulation and entity-based search in KG visit [65],
[66]. In step ‘‘B’’, the user enters keywords query regarding
a specific research topic, the system processes it against the
inverted index using IR model and transitively passes the
extracted entities as an entity-set query to KG.

Step ‘‘C’’ pictorially presents the initial and final ranking
using Equation 3, i.e., the way how the framework uses the
IR language model along with CNA and KG to enhance the
final retrieval. To highlight the effect of KG in the ranking,
we describe a general retrieval scenario and example-query,
as shown in Figure 7, and Figure 8 respectively.

1) GENERAL RETRIEVAL SCENARIO
Figure 8 presents example-query to substantiate how the
proposed approach refines the final results set, i.e., the results
before and after querying the KG. The average user rele-
vance judgments show that this hybrid technique can bring
more relevant papers to the top of the search results list.
The schema-independent results with user relevance to the
academic searcher query are explicated in Figure 8, which
presents the effectiveness of KG in retrieving relevant papers.

In KG construction, we keep care of two characteristics:
a) entities are interlinked, we hypothesize that related entities
are often connected and may be used effectively during graph
traversing. b) The same concepts are clustered in the graph,
such that many entities can be queried iteratively following
the links from the same entity in the same cluster. Here,
the clustering ability of the KG is used to exclude the non-
relevant papers from the initial results set as depicted in the
example query and Equation 2 (i.e., paper at position-3 didn’t
appear in the final results set). This exclusion of non-relevant
results from the initial list improves both precision and nDCG
[5], [67]. Additionally, it extends the initial results set by
including relevant results from the relevant clusters identified
automatically through the entity-based search from the top-k
results, i.e., paper at position-5 included in the final list of
papers list that was relevant but not appeared in the initial
results list. As described in Algorithm 1, the approach obtains
and returns the final more relevant results set to a user by

FIGURE 8. An example query.

using both InitialRetr and KGRetr through the simple model,
using Equation 3.

IV. EXPERIMENTAL SETUP, EVALUATION,
AND DISCUSSION
The approach is built on Apache Solr version 7.2 [68],
a Lucene-based search platform, andNeo4j [69], evaluated on
the ACL dataset as described in Section IV-A. For Equation 3,
no complex tuning strategy is employed, rather we keep α =
0.55, in all cases, as we have observed better results in keep-
ing IR retrieval a little dominant. Additionally, for merging
the results of both the IR and KG retrieval, we consider the
top 70 results, as the dataset is comparatively smaller in size.
The performance of the ISCA is assessed by comparing it
with BM25, KG_ret while bootstrapping a full-fledged index
described in Table 1.
BM25 is applied in the same way to the paper’s title,

abstract, body text, and metadata for comparison. The title
and abstract are treated as separate fields to use different boost
factors during entity retrieval and recognition. For instance,
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TABLE 1. Index fields status.

the title is considered the most important followed by abstract
and so on, as shown in Equation 5. Here, title, abstract, and
body are binary functions that indicate the presence of the
term t in the given fields. α, β and γ define the importance
of each term in the respective field.

Freq(t)) = α.Title(t)+ β.Abstract(t)+ γ.Body(t) (5)

A. DATASET
For the experiments, two versions of the ACL data set were
used to see the influence of the size of the data set on the
search performance. It was also focused to see the difference
in manual relevance judgments and the one provided by
Anna Ritchie et al. [70]. Among the two versions of the data
set, version 01 has 10,000 papers having topic queries and
relevance judgments, whereas, for Version-2, we considered
its 2016 dataset constructed from the papers published in
Natural Language Processing (NLP) venues (journals, con-
ferences, and workshops from 1965 to 2015) [44]. After
pre-processing, version 02 of the dataset resulted in about
23058 papers for experimentation and evaluation. Table 3
presents some of the statistics about Version 02 of the dataset.
The statistics about version 01 of the dataset are shown
in Table 2.

TABLE 2. Statistics of the ACL Dataset-V1 [70].

TABLE 3. Statistics of the ACL Dataset [44].

A python-based abstract-extractor was implemented to
efficiently extract abstracts for indexing. The Apache Tika
Parser was used during the indexing phase for core con-
tent and other metadata extraction. From text to Extensible
Markup Language (XML), we used our python-based script
to index the metadata resourcefully in Apache Solr. The CNA
was built to perform citation networks analysis by exploit
incites and out-cites of papers using Equation 1. The corpus
was indexed, searched, and ranked using Apache Solr and
Neo4j, as described in Figure 6 and Figure 8.

B. ASSESSMENT MEASURES
Two methods have been widely used for the assessment of
scholarly search systems. The first method exploits the whole
reference list of a given paper to see how many of them
the system can re-identify. The second method looks at the
relevance judgments of human evaluators for the system’s
effectiveness. They check to identify whether a given paper
is relevant or not to a certain query. As the first method
seems somewhat prejudiced towards the CNA and may not
efficiently assess the use case we have in mind. Therefore,
the second method was adopted by involving human evalu-
ators to examine the effectiveness of the proposed approach
using nDCG and precision rates [6].

To demonstrate the effectiveness of ISCA in terms of
nDCG [71], the top ten results were considered in computing
precision over the top 5, 10, and 20 papers. For relevance
judgments of the version 02 data set, the analysis of three
senior Ph.D. students of Computer Science were used. These
were then assessed to minimize the chances of bias and
misrepresentation. In total, by following [6], the results of
sixty queries were evaluated using the relevance values: 3 for
highly relevant; 2 for relevant; 1 for navigational; and 0 for
not relevant). Note that the same Ph.D. students were allowed
to formulate these search queries. This is due to the fact that
users who did the relevance judgments can produce queries
that can be exploited to optimally measure their satisfaction
and in evaluating results returned by the academic search
engines [6]. For the relevance judgments, twenty top-ranked
papers were presented to these judges in random order, where
the retrieval models were kept hidden from them, we hope
that such a treatment may make the judgment fair to both
methods. For version-1 of the dataset, as shown in Table 2,
we experimented with 82 queries and their relevance judg-
ments provided by Anna Ritchie et al. [70].

C. RESULTS AND DISCUSSION OVER
COMPARATIVE ANALYSIS
This section presents a comparative analysis of the pro-
posed approach with the BM25 and KG_ret using standard
evaluation metrics, namely precision and nDCG. Overall,
the framework is analyzed from three perspectives. First,
we evaluate the effectiveness of the entire full-fledged hybrid
index to see the influence of KG in retrieving relevant arti-
cles. In this case, we evaluate both versions of the dataset.
Second, we compare the proposed approach with the recently
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FIGURE 9. BM25, ISCA and KGrtr comparison using Precision@P and nDCG@P , while experimenting
ACL Dataset V-2.

proposed technique called Real-time Feedback Query Expan-
sion (RTFQE) [6] and observe the influence of the fresh-
ness in academic search. The RTFQE consists of two-step,
in the first step the initial results set is produced and in
the second step, the expanded query is formulated for the
final retrieval. Finally, we perform some micro-analysis at
the query level to examine the effectiveness of the proposed
hybrid approach. All these perspectives are described in the
following three cases.

1) CASE-I
Table 4 and Figure 9 summarize the results of version 02 of
the dataset having 23058 papers by computing nDCG@10
and P@5, P@10, and P@20 using the analysis of human
evaluators. The top 20 results for each query were presented
in random order, and the retrieval models were kept hidden
from them (as described in Section IV-B) during judgment.
The quires were distributed as per their subject areas to
achieve fair judgment for analysis, using the aforementioned
4-point scale formula. Each student has evaluated the result
of 60 queries (each student evaluates, i.e., 60 ∗ 20 = 1200
papers). In total, 3600 papers were evaluated for sixty differ-
ent queries of BM25, KGrtr, and proposed ISCA.

Using human evaluators, 43% of the papers were judged as
highly relevant, 17% as relevant (i.e., fair), 20% navigational,

TABLE 4. Performance comparison of ISCA with BM25 and KGrtr.

and 20% non-relevant. The results in Table 4 and Figure 9
show that ISCA performs better than both BM25 and KGrtr,
especially at P@5, P@10, and nDCG@10. The analysis
of the first experiment shows that higher precision can be
obtained at the top five of the ranked results. Likewise,
the comparative analysis on version 01 of the dataset with
82 queries and relevance judgments is shown in Figure 10.

Figures 9 and 10 also demonstrate that as the size of the
dataset increases, the performance of the proposed approach
increases. We believe that better performance could be
achieved with larger datasets.

2) CASE-II (COMPARISON WITH RTFQE [6] AND IMPACT OF
RECENCY FACTOR IN ACADEMIC SEARCH)
The RTFQE technique [6] practices query expansion to sup-
port the academic search. The approach uses BM25 and cita-
tion analysis for retrieving the first results list in the sameway
as ISCA. Then the entities are extracted from the top-k results
of the initial results set and run it against the KG using the
clustering and VSM capability of Neo4j to refine the search
results, as discussed in Section III. In contrast, RTFQE [6]
extracts interesting terms and runs it against the same index as
relevance feedback by combining query expansion and CNA.
Table 5 demonstrates the comparative analysis (i.e., for this
we used version 01 of the dataset having relevance judgments
of about 82 queries) [6].

As we can see in Table 5, ISCA performs well at both the
top 5 and 10 results and close in performance to RTFQE at the
top 20 results.We perform this analysis only on 23058 articles
of the ACL dataset and believe that the combination of both
the structure (KG) and the inverted index, along with citation
analysis can better meet the needs of scholarly users. In the
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FIGURE 10. BM25, ISCA and KGrtr comparison using Precision@P and nDCG@P , while experimenting
ACL Dataset V-1.

TABLE 5. Performance comparison of RTFQE [6] and ISCA.

academic search, scholarly paper’s recency/freshness can be
considered as one of the essential factors [2]. Besides, as a
scholarly repository being rapidly growing, it is essential to
offer the intended fresh and relevant documents to academic
searchers. Therefore, this hybrid ranking technique gives
more weight to fresh and relevant articles to see the impact
of freshness during analysis. For recency, first, we identify,
compute, and categorize the freshness factor of each paper
in the given ACL collection using publication year, as shown
in Table 6.

TABLE 6. Yearly distribution of published articles.

Keeping in view the above interval, we integrated the
freshness factor by defining a recency factor as Rf (Pi) =
1/(y1/a). Here, Rf is the recency factor of Pi, and a is a
parameter with values such as 1, 2, 3, and so on. The exper-
imental results after including the normalized recency factor
are shown in Figure 11. To study the influence of the recency
on the scoring scheme, we tuned the recency component and

TABLE 7. Search results while boosting recency factor.

FIGURE 11. Performance comparison including recency factor (Rf ).

compared the results of changes in the scoring system. For
example, if the recency is raised to the power three, its value
is weighted three times more than the other scoring compo-
nents. On the other hand, if the power is zero, the recency
factor is not used at all in the scoring. As described in Table 7,
when we give more weight to the recency factor, papers
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FIGURE 12. Performance analysis of sixty queries by using Precision@P and nDCG@P.

that have been published more recently, e.g., P14-1117,
P14-5014 at position seven and eight are periodically getting
to the top in ranking. On the other hand, like A83-1019 at
the second position, which is older comparatively is going
down while tuning recency factor. This result supports our
argument that the recency factor is useful to a user who wants
to get up-to-date knowledge. We proposed a tunable scoring
function, so users can customize the weights of scoring com-
ponents according to their search purposes. Thanks to recency
factor (Rf ), the statistics and user relevance judgments delin-
eated in Figure 11 show that academic searchers prefer fresh
and relevant articles.

3) CASE-III (MICRO ANALYSIS)
We also analyzed the grading of 60 queries and compared
ISCA with BM25 that uses only an inverted index. At Pre-
cision@5 in Figure 12, the orange dots of ISCA dominate
most of the blue dots (which represent BM25), indicating
that the proposed approach performs well at the top 5 results.
Also, the performance of ISCA and BM25 is closed at the top
20. Figure 12 presents a more detailed view of this situation.
We can see in Figure 9, Figure 10, and Figure 12 that ISCA
gives significantly better results at the top 5, 10 and 20 results,
as given in the fourth row of Table 4 and third row of Table 5.
The average performance of ISCA by Precision@5 is 0.4356,
which is greater than that of BM25 (0.4257), and KGrtr
(0.4116) at top results. For a majority of cases (66%) at
Precision@5, ISCA outperformed BM25. Likewise BM25
(precision@5) has greater standard deviation (0.1651) than
that of ISCA (0.1636). The statistical analysis illustrates the
improvement in terms of the ACL dataset. This analysis
illustrates that the hybrid approach of combining classical
IR and CNA in the form of ISCA can rank papers more
effectively in scholarly search by considering both the textual

and structural information for ranking. From the analysis
on both versions of the dataset, it can be concluded that
the performance gap of both the ISCA and baseline models
increases as the size of the dataset increases.

The main objective of this research is to practice and eval-
uate the combination of KG and CNA with the IR model in
the academic search. Some key observations of this research
work can be concluded as (a) both KG and IR model with
CNA can improve academic search. (b) The efficient extrac-
tion and indexing of title, abstract, full-content, metadata, and
their relationship along with citation networks can comple-
ment ranking more effectively by expanding the user key-
words query through the top-k entities from the initial results
list and exploiting it over KG for final retrieval.

V. CONCLUSION
Scholarly search engines aim to ease the manual effort of
academic searchers in discovering the relevant publications
against the search queries while in the quest of finding
answers to certain research questions. However, the consid-
erable expansion and complexity of the scholarly document
collections make the academic search an interesting yet chal-
lenging area to explore. Numerous solutions have been devel-
oped to alleviate this issue in order to enable users to bring
more relevant and intended results against their information
need represented in the form of a search query.

In the last decade, academic search has attracted several
renowned research teams from prestigious institutions and
research centers/labs around the world. Their solutions have
been successful up to a greater extent, yet there are always
chances for improvement. In this regard, this research work
is an attempt to improve the search experience of researchers
and scholars by developing, presenting, and evaluating a
hybrid approach for academic search. The solution proposed,
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termed as ISCA, uses KG (structured search), classical IR,
and CNA to support academic search. Besides, it uses LDA
in identifying the topics of papers to build a structural search
system for discovering the propagation of topics in the cita-
tion network. The mechanism includes building KG, which
is suitable for connected data with citation networks. The
evaluation illustrates that the framework can filter the most
relevant scholarly papers in a more nuanced way, compar-
atively. The experimental results also demonstrate that the
use of structured search on top of IR models can improve
the strategic ranking of academic search engines and lead to
significantly better results.

The presented solution can be extended in several ways.
In the near future, we would like to consider other factors
such as user query log and academic profile to enrich KG
for optimal entities extraction to rank the top most relevant
papers. One can also practice the efficiency of this hybrid
approach in a distributed environment. Other data fusion
methods may also be applied to combine the results of both
retrieval models.

LIST OF ABBREVIATIONS
AAN ACL Anthology Network.
ACL Association for Computational Linguistics.
CN Citation Network.
CNA Citation Networks Analysis.
IR Information Retrieval.
ISCA Inverted Indices and Structure Search with

Citation Analysis.
KG Knowledge Graph.
KGrtr Knowledge Graph Retrieval.
LDA Latent Dirichlet Allocation.
LSA Latent Semantic Analysis.
nDCG Normalized Discounted Cumulative Gain.
NLP Natural Language Processing.
PRBL Processing and Retrieval Business Logic.
RTFQE Real-time Feedback Query Expansion.
S2 Semantic Scholar.
SDKC Scholarly Data and Knowledge Curation.
TF Term Frequency.
TV Topic Vector.
UI User Interface.
VSM Vector Space Model.
XML Extensible Markup Language.
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