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ABSTRACT In the present article, mathematical analysis of drilling system with reverse air circulation is
presented by a novel hybrid technique of feedforward artificial neural network (ANN) and biogeography
based cuckoo search (BHCS) algorithm. A series solution is constructed with unknown weights for the
differential equations representing the drilling problem. Five numerical cases are analysed to show the
effectiveness of our method for the solution of differential equations. From the experimental outcomes,
it is investigated that our soft computing procedure has a better rate of convergence to the best solution
as compared to state-of-the-art techniques. From solution graphs, it is established that our results are in
agreement with the reference solutions. It is noted that our technique is easy to implement and can be used
for any mathematical model containing nonlinear differential equations. The graphical abstract of this article
is given in Figure (1).

INDEX TERMS Optimization problems, mathematical models, heuristics, artificial neural networks, drilling
problem.

I. INTRODUCTION
In the technology of drilling air or different gases are used
evacuation fluids to bring the cutting particles formed as a
result of drilling at the lowest end of the borehole out to
the surface. The technology is in use since the 1950s [1].
It improves the penetration rate in hard formation [2] and
points out the problems of loss during circulation in naturally
fractured and depleted reservoirs [3]–[6]. There are two kinds
of techniques that are used in air and gas drilling. In the field
of petroleum engineering; direct and reverse circulation is
used for drilling. In straight boreholes, the reverse circulation
technique is used for drilling. Compressed air is utilized as
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a mean of drilling fluid in this method, see Figure. (3). The
compressed air is injected into the top of the annulus between
the two walls of the drilling pipe, the air flows in annulus
towards the lowest end of the borehole, the cutting particles
at the lowest end of the borehole enter into compressed air
and the compressed air brings the cutting particles up to the
surface [7]. One of the advantages of this method is that
the rock cuttings are continuously returned to the surface.
It means that the system of reverse air circulation drilling is a
closed system. Therefore, the volume of injected compressed
air is proportional to the velocity of the air [8]. The efficiency
of reverse circulation of air in drilling depends on whether
the cutting particles can be shifted or not from the bottom to
the central channel then up to the surface. The air’s velocity
must satisfy the demands of continuous returning of cutting
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particles to clean the lowest end of the borehole. Therefore,
it is very useful to discuss the velocity of the cutting particles
during the drilling process.

The motion of the cutting particles in direct air cir-
culation and gas drilling has already been studied by
researchers [9]–[13]. In this drilling technique, the cutting
particles are brought up to the surface from the bottom
through the annular region between the walls of the well
bore and the drill string. The cutting particles weaken the
wall of the well bore that causes the instability of well
bore [14]–[19]. The demand of airflow rate is large to keep
clean the lowest end of the borehole as the cross-sectional
area of the annular region is large that increases the drilling
cost. The method of reverse air circulation is free from these
problems as in this method the cutting particles are carried
out to the surface through the drill pipe of dual walls. In this
method, the velocity of air is larger than the velocity in other
methods with the same volume of air injection because the
dual wall drill pipe has a smooth surface and small cross-
sectional area.

However, there still exist some problems. In the method
of reverse air circulation, the drilling bit has some particular
structure. Some researchers, like Bulroc and Numa, have
primarily focussed on external jetting nozzles [20], [21].
Meanwhile, some studies have concentrated on bottom jet-
ting nozzle bits [22]. The velocity of air is high because it
flows through the nozzles of the bit to the lowest end of
the borehole. Initially, the cutting particles sit still, and then
with the help of aerodynamic drag force it starts to move.
When the sliding frictional force controls the aerodynamic
force, the particles remain motionless. In a situation, when
the particles of compressed air are too large, its velocity is
very low. It is impossible to change the bit’s structure in order
to obtain the smaller sizes of the particles and it is difficult to
increase the volume of injected air to increase the velocity of
the air, because the air compressor has limited workability.
Thus, the breaking of the particle is repeated until its size
is small enough to carry it out to the surface. Repeating the
breaking of the particle wastes a lot of energy.

If the bits are of different structures then the size of the
particles will be different [23]. If the particles have different
sizes then the velocity of air, to keep clean the lowest part
of the borehole, will also be different. Thus, the volume of
air injection will be different. The compressibility of the air
because of an increase in the depth of the borehole gradually
decreases the volume of air injection [24]. In addition, the vol-
ume of the air also changes gradually as it returns. As the air
velocity is changed, it affects the capacity of compressed air
used to carry the cutting particles out to the surface. Hence,
it is beneficial to analyze the motion of cutting particles to
design the bit’s structure and volume of air injection. These
factors can help keep the lower end of the borehole clean and
avoid the repetition in the breaking of particles.

The dilute phase pneumatic conveying process is involved
in the motion of the cutting particles [8], [25], [26].
In the operations of reverse air circulation, single-phase flow

involves the fluid flow from the top of the annular region to
the lowest end of the borehole. Two-phase flow occurs when
the fluid flow entrains the cuttings formed at the end of the
borehole.

Hence, various soft computing approaches have been
implemented for the solution of different real-life prob-
lems [27]–[38], [38]–[50]. Furthermore, analog active fil-
ter design, mathematical models of orthopedic implants,
CMOS ring oscillation model, analysis of drilling parameters
based on Pareto optimality are discussed and investigated
in [51]–[55]. Mathematical models of drilling processes are
analysed by many researchers by applying soft computing
techniques such as Genetic Algorithm (GA), Ant Colony
Optimization (ACO), Particle Swarm Optimization (PSO),
Cuckoo Search (CS), Tabu Search (TS), Intelligent Water
Drop (IWD), Swarm Intelligent (SI), Artificial intelligence
(AI), Firefly Algorithm (FA) and some modified and hybrid
approaches. A review of the soft computing approaches
used for calculating solutions to drilling problems is given
in Table (1). Exploration and exploitation are two essential
characteristics of any metaheuristic for a balanced search
in the search domain. Many of the researchers have pro-
posed hybrids of these heuristics for a balanced search. Most
of these hybrids fail to tackle problems involving complex
objective functions with no prior information about their
landscapes. Exploration and exploitation are two essential
characteristics of any metaheuristic for a balanced search
in the search domain. Many of the researchers have pro-
posed hybrids of these heuristics for a balanced search. Most
of these hybrids fail to tackle problems involving complex
objective functions with no prior information about their
landscapes [56].

Keeping in view the work done on the analysis of the
drilling problem, the authors of this manuscript were inter-
ested in designing a better soft computing approach that can
handle mathematical models representing real-life problems
with ease of implementation and minimum effort with less
arbitrary parameter settings.

This paper has studied the mathematical modeling of
the velocity of cutting particles in a radial direction. The
effects of air velocity and the size of the particle are con-
sidered in this model. The model was solved analytically
by Zhu et al. [24]. We have designed a hybrid of Artificial
Neural Networks (ANNs) and BHCS algorithm, named the
ANN-BHCS algorithm. The ANN-BHCS algorithm solves
the model, and the results are compared with other state-of-
the-art approaches.

II. BASIC ASSUMPTIONS
The lowest end of the borehole is a confined circular space
because the drill bit has a particular structure. Along the
circumferential direction of the bottom of the borehole, vari-
ous breaking points are found whose number depends on the
number of the cutting teeth of the bit. The height from the
bit’s cutting face to the end of the borehole is not longer than
the cutting tooth, and at the breaking point, a single particle
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of cutting rocks is accommodated. The Particle that is driven
by the flow of air and slowed down due to sliding frictional
force moves from the point where it breaks to the inlet of the
central channel. As the bit operates, the particles of the cutting
rocks are continuously stored in the inlet and move up from
the central channel to the surface. That motion of the particles
from a point where they break, to the inlet is called motion in
the radial direction.

On the basis of technical features of the drilling with the
reverse circulation of air, a single particle of the cutting rocks
in the radial direction is considered as a research object.
Perfect gas law can be used to approximate compressible air.
Furthermore, in the drilling with straight boreholes, the cut-
ting particles are uniformly distributed in the compressed air
when they get into compressible air [26]. The rotation and the
temperature of the drill pipe do not affect the flow field of the
borehole. Moreover, the terminal effects of the particles and
the drilling structures are not considered [57], [58].

III. DERIVATIONS
A. EQUIVALENT DIAMETER
The particles of cutting rocks have different shapes on the
basis of some factors such as the bit’s structure, condition of
formation and rotary drilling circulationmedium, etc. It is dif-
ficult to derive themathematical form of the particle’smotion,
so we assume all the particles to be spherical. The particle’s
diameter based on the equivalent volume is calculated as:

dsv = (6Vs/π)1/3 , (1)

where dsv and Vs represent the diameter and volume of the
particle, respectively.

B. MODELLING THE PARTICLE’S MOTION IN RADIAL
DIRECTION
Considering single particle in the radial direction, we con-
centrate on the case where drag force controls the sliding
frictional force and the particle moves in the radial direction
from the breaking point into the central channel (Fig.2). In the
radial direction, the aerodynamic drag force Fd is

Fd = CDArρg

(
vg − vs

)2
2

, (2)

where CD, Ar , ρg, vg, and vs are drag coefficients, the pro-
jected area of the particle, the density of air, velocities of air
and particle, respectively.

The particle weight Gs is given as:

Gs = msg = ρsVsg =
π

6
gρsd3sv, (3)

wherems, ρs, and g denote the mass of the particle, density of
the particle, and gravitational acceleration respectively. The
frictional coefficient and weight of the particle determine
the sliding frictional force. Here, the mathematical form of
frictional force fr is given as:

fr = µrGs =
π

6
gµrρsd3sv, (4)

TABLE 1. Review of soft computing approaches used in drilling processes.

whereµr is the coefficient of friction of cuttings at the lowest
end of the borehole. Using Eqs. (2 and 4), we obtain the
relationship of the critical diameter dcd of the particle and
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FIGURE 1. Graphical illustration of the soft computing procedure followed in this paper.

the critical velocity vcv of compressed air at the end of the
borehole as

CDArρg
v2cv
2
= CDρg

(π
4
d2cd
) v2cv

2
=
π

6
gµrρsd3cd , (5)

Rearranging Eq. (5), vcv can be obtained as

vcv =

√
4
3
gdcd
CD

ρs

ρg
µr , (6)

Eq. (6) describes the critical condition for the motion of
the cutting particles. This condition means that the particles
with smaller diameters than critical diameters are brought by
air and the particles with bigger diameters than the critical
diameters are broken again and again until their diameters
become smaller than the particle’s critical diameter. We dis-
cuss the motion of the particles having diameters not bigger
than the critical diameters of the particles. According to
Newton’s second law, the motion for the flow of entraining
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cutting is given by

ms
dvs
dt
= Fd − fr , (7)

Substituting Eqs. (2)–(4) in Eq.(7).

ms
dvs
dt
= CDArρg

(
vg − vs

)2
2

− µrmsg, (8)

We assume that the end of the borehole is big enough.
The particle is accelerated by giving the aerodynamical drag
force. At last, the particle shows suspension movement with
a high velocity. Let the aerodynamical drag coefficient is C ′D
and the particle’s suspension velocity is vsv, then the result is

C ′DArρg ·
v2sv
2
= msg, (9)

The drag coefficient depends on Reynolds number and
follows Newton’s law of resistance. The Reynolds numbers
Rer and Resv correspond to CD and C ′D respectively, and
the difference between their values is very small. Hence,
according to Newton’s law of resistance, CD and C ′D is be
written as

CD =
Ar
Rekr

, C ′D =
Ar
Reksv

, (10)

where Rer = ρg
vg−vs
ηg

dsv, Resv = ρg
vsv
ηg
dsv and ηg is the

air’s coefficient of viscosity; k represents the exponent in
Newton’s law of resistance, whose value is in the range of 0
to 1.

CD
C ′D
=

(
Resv
Rer

)k
=

(
vsv

vg − vs

)k
, (11)

From Eqs. (9) and (11), CD is

CD = 2
(

vsv
vg − vs

)k
· msg/Arρgv2sv, (12)

substituting Eq. (12) into Eq. (8), the particle’s motion in
radial direction is given as

dvs
dt
= g

(
vg − vs
vsv

)2−k

− µrg, (13)

The dimensionless variables and parameters that are used
in Eq. (13) are given by

ϕ =
vs
vg
, T =

gt
vg
, β =

vsv
vg
, (14)

Therefore, Eq.(13) becomes

dϕ
dT
=

(
1− ϕ
β

)2−k

− µr , (15)

In drilling with reverse air circulation, the unit of diameter
is in millimeter, so the value of k in Eq. (15) is 0, and Eq. (15)
becomes

dϕ
dT
=

(
1− ϕ
β

)2

− µr . (16)

Eq. (16) represents the mathematical model of the parti-
cle’s motion in the radial direction.

FIGURE 2. Particle’s motion in radial direction.

IV. REFERENCE SOLUTIONS
The particles of the cutting rocks are static at the end of the
borehole, hence the values of t and vs are 0. Using initial
condition, Eq. (16) is solved as given below [24]:

β

2
√
µr

log

∣∣∣∣∣
1
β
−
√
µr

1
β
+
√
µr

∣∣∣∣∣− β

2
√
µr

log

∣∣∣∣∣
1−ϕ
β
−
√
µr

1−ϕ
β
+
√
µr

∣∣∣∣∣ = T .

(17)

V. THE ANN-BHCS APPROACH
In this paper, we have solved a problem that arises in the field
of petroleum engineering. The mathematical model of the
velocity of cutting particles in the radial direction during the
process of reverse circulation of air in drilling is considered.
An ANN based approach is developed and log-sigmoid is
taken as activation function. The training of the weights is
performed by a hybrid of biogeography based optimization
and cuckoo search algorithm (BHCS). We have named our
approach as ANN-BHCS algorithm.

A. CONSTRUCTION OF ANN MODEL
The general form of the approximate solution of ODEs of
reverse circulation air drilling is considered in our research
and the nth derivative of the solution is given as Eq.(18) [79]:

ϕ̂(T ) =
j∑

i=1

αif (ωiT + βi) , (18)

dn

dT n
ϕ̂(T ) =

j∑
i=1

αi
dn

dT n
f (ωiT + βi) , (19)

here αi, ωi and βi are unknown weights whose values are
real and are bounded, f is used for activation function and
j is used for the number of neurons in our ANN model.
Log-sigmoid is selected as an activation function for ANN
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FIGURE 3. System of reverse air circulation drilling.

which is given as:

f (z) =
1

1+ e−z
, (20)

Approximate solution and its first derivative for our pro-
posed ANN model is given as:

ϕ̂(T ) =
j∑

i=1

αi

(
1

1+ e−(ωiT+βi
)) , (21)

ϕ̂′(T ) =
j∑

i=1

αiωi

(
e−(ωiT+βi)(

1+ e−(ωiT+βi)
)2
)
. (22)

B. OBJECTIVE FUNCTION
The fitness function for the problem is a sum of the mean
squared errors E1 and E2 which is given as:

minimize E = E1 + E2, (23)

where E1 is related to ODE and E2 is related to the initial or
boundary conditions. For Eq.(16), E1 and E2 are given as:

E1 =
1

N + 1

N∑
m=0

(
d ϕ̂
dT
−

(
1− ϕ̂
β

)2

+ µr

)2

, (24)

E2 = (ϕ0(T )− 0)2. (25)

In Eqs.(21,22), α, ω and β are the weights that can
be adjusted in order to minimize E1 and E2 such that E
approaches to 0. Hence, the approximate solution ϕ̂ of the
problem will be near to the exact solution ϕ.

C. CUCKOO SEARCH
Inspired by the cuckoo bird’s breeding behavior, a meta-
heuristic algorithm was developed which is called the cuckoo
search algorithm [80]. The female bird lays eggs in the nests
of other birds and they unintentionally raise her brood. When
the host bird finds the cuckoo’s egg in the nest, it either
starts making her brood elsewhere or throw the egg out of
her nest [81].

In the cuckoo search algorithm, the egg of the host bird
shows a solution, and the egg of the cuckoo bird shows a
new candidate solution. The CS algorithm works according
to the three rules that are as follows [82]: (1) at a time, every
cuckoo bird lays only one egg and put it in the host’s nest; (2)
those nests which have eggs of high quality which are better
solutions will go to the next generation, and (3) the number
of hosts’ nests is fixed, and the host bird can find an alien egg
with certain probability.

Assuming xi = (xi1, xi2, · · · , xiD) as the position for the
ith egg (solution) then updated solution xinew is generated by
Levy flights as given below:

xnewi = xoldi + α
(
xl − xg

)
⊕ Levy(β),

= xoldi +
0.01u
|v|1/β

(
xi − xg

)
, (26)

where the product
⊕

is entry-wise multiplication; the Levy
flight exponent is denoted by β; the step size for a cuckoo is
determined by a positive parameter α; the best solutions in
the current population are denoted by xg; u and v are used for
random numbers:

u ∼ N
(
0, σ 2

u

)
, v ∼ N

(
0, σ 2

v

)
, (27)

σu =

 sin(πβ/2) · 0(1+ β)

2(β−1)/2β · 0
(
1+β
2

)
1/β

, σv = 1, (28)

where0 is used for Gamma function, and β controls the value
of σu. There is a discovery operator in CS which is used to
replace the discovered nests according to the probability pa.
To update the solution, the following equation is used:

xnewij =

{
xoldij + rand ·

(
xr1,j(k)− xr2 j(k)

)
if P > pa,

xoldij (k) else ,

(29)
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FIGURE 4. ANN structure for the problem.

where xijnew is the jth element of the ith solution xinew;xr1,j
and xr2,j are the jth elements of the two solutions xr1 and
xr2, where r1 and r2 are two different integers in the interval
[1,NP], where NP represents the population size, discovery
probability is denoted by pa, P and rand are some random
numbers belong to the interval [0, 1].

D. BIOGEOGRAPHY-BASED OPTIMIZATION
Biogeography based optimization (BBO) is an evolution-
ary algorithm that is inspired by different characteristics of
species living in the islands [83]. In BBO, each habitat is
considered as a candidate solution having some habitat’s
suitability index (HSI), which is employed for the mea-
surement of the quality of a habitat. A habitat (solution) is
represented by some suitability index variables (SIV). Two
types of operators are used in BBO, migration, and mutation
that are employed for the evolution of the population. In the
migration process, the solutions with high HSI share their
features with the solutions having low HSI and the solutions
with low HSI accept new features from the solutions with
high HSI.

In BBO, the population is randomly initialized with NP
habitats (solutions). Each generation sorts the population
from the best to the worst and each habitat is assigned with

immigration and emigration rates λ and µ respectively:
λi = I

(
1−

Si
NP

)
,

µi = E
Si
NP
.

(30)

here I and E are used for immigration and emigration rates
respectively where I = E = 1; Si represents the number of
species in population and Si = NP − i. Accordingly, for the
best solution, the Si value is NP − 1 and for the second best
solution the Si value is NP − 2 and for the worst solution,
the Si value is 0. The migration mixes the features within
the population that modifies the solutions. After migra-
tion, to modify the solutions, BBO also uses the mutation
operator.

E. BBO BASED HETEROGENEOUS CUCKOO SEARCH
ALGORITHM
CS and BBO are hybridized because CS uses the Levy flights
to modify the solution which is good at exploration and
BBO employs the migration operator to modify the solution
which is good at exploitation. Combining the exploration and
exploitation, a hybrid metaheuristic is developed which is
known as BBO based heterogeneous cuckoo search (BHCS)
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TABLE 2. Solutions obtained for case 1.

algorithm. The proposed BHCS algorithm has two main
steps that are heterogeneous cuckoo search and biogeography
based discovery. The two steps are explained in the next
sections.

1) STRATEGY OF HETEROGENEOUS CUCKOO SEARCH
In first step, BHCS uses the Levy flights and quantum mech-
anism based heterogeneous cuckoo search. This strategy is
inspired by quantum mechanism and was first presented
in [81], [84]. The rules to update the solutions by the het-
erogeneous cuckoo search are given as follows [81], [84]:

xnewi =


xoldi + α ·

(
xi − xg

)
⊕ Levy(β)

2
3
< sr 6 1(a),

x̄ + L ·
(
x̄ − xoldi

) 1
3
< sr 6

2
3
(b).

xoldi + ε ·
(
xg − xoldi

)
else (c) .

(31)

where L = δ ln(1/η), ε = δ exp(η), xg is used for solution
that is best at current iteration; x̄ = 1

NP

∑NP
i=1 xi represents

the mean of the solutions; sr and η are randomly selected
numbers belong to the interval [0, 1]. Eq.(31) shows that het-
erogeneous cuckoo search employs three equations to update
the solutions with the same probabilities. The first equation
is based on Levy flights in original CS and the second and
third equations to update the solutions are based on quan-
tum mechanism. Updating the solutions using heterogeneous

rules diversify the search space and follows the direction
towards the real global region.

2) BIOGEOGRAPHY-BASED DISCOVERY OPERATOR
In the second step, New solutions are generated using a
discovery operator. When the host bird finds an alien egg
with probability pa, it abandons the old nest and makes a new
nest on the basis of the migration operator. Initially, solutions
are sorted from best to worst, then an immigration rate µ is
assigned to each solution:

µl = E
Si
NP
. (32)

where E represents the emigration rate having maximum
value of 1; Si = NP − i represents the number of
species in solutions. In biogeography based discovery oper-
ator, the solutions having best fitness share their charac-
teristics with other solutions which help to enhance the
exploitation.

F. OVERALL BHCS ALGORITHM
TheBHCS algorithm uses a cascading structure for the imple-
mentation of its two search steps. The coordination between
the search strategies of the heterogeneous cuckoo search
and biogeography based discovery operator can efficiently
balance the exploitation and exploration.
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FIGURE 5. Results obtained for case 1.

VI. RESULTS AND DISCUSSION
In this paper, we have implemented the ANN-BHCS algo-
rithm for the solution of the ODEs that model the motion
of particles in the radial direction during the drilling process
with the reverse circulation of air. The motion of the cutting
particles in the radial direction is discussed. The solutions
obtained by Zhu et al. [24] are considered as reference solu-
tions. To compare the results of the ANN-BHCS algorithm,
we have solved the problem by genetic algorithm (GA), parti-
cle swarm optimization (PSO), bat algorithm and multiverse
optimizer (MVO).

Four statistical operators are employed to test the efficiency
of the designed algorithm. These operators are MAD, TIC
and ENSE. Mathematical forms of these operators are given FIGURE 6. Performance analysis of ANN-BHCS algorithm for case 1.
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as follows:

MAD =
1
n

n∑
i=1

∣∣ϕi − ϕ̂i∣∣ , (33)

TIC =

√
1
n

∑n
i=1

(
ϕi − ϕ̂i

)2(√
1
n

∑n
i=1 ϕ

2
i +

√
1
n

∑n
i=1 ϕ̂

2
i

) , (34)

NSE = 1−

∑n
i=1

(
ϕi − ϕ̂i

)2∑n
i=1 (ϕi − ϕ̄i)

2 , ϕ̄i =
1
n

n∑
i=1

ϕi, (35)

ENSE = 1− NSE . (36)

here n denotes the number of grid points in approximate
solution.

A. PARTICLE’S VELOCITY IN RADIAL DIRECTION
In the model of the radial velocity of the particles, we have
considered five cases on the basis of the values of µr and
β. The initial condition imposed on these cases is ϕ(0) = 0
because at the bottom of the borehole, the particles are at rest
and their velocity is 0.

Each hidden layer in the ANN architecture has 10 neurons
with 30 unknown weights. The step size is taken as h = 0.2,
and there are 31 grid points in the entire domain that is [0,6].
We have simulated the ANN-BHCS algorithm with 100 runs
to assess the reliability and convergence of our approach.

1) CASE 1
In this case, the values of µr = 0.2 and β = 0.2. Using the
values, Eq.(16) becomes:

dϕ
dT
=

(
1− ϕ
0.2

)2

− 0.2, (37)

using Eq.(37), the minimization objective function for this
case is given by:

E =
1
31

N∑
m=0

(
d ϕ̂
dT
−

(
1− ϕ̂
0.2

)2

+ 0.2
)2

+ (ϕ(0)− 0)2.

(38)

We have taken ten neurons in our ANNmodel. The approx-
imate solutions obtained using the ANN-BHCS algorithm
contains 10 terms, one neuron corresponds to one term of
solution. Convergence of the fitness values for 100 runs is
given in Figure(6a).

The minimum fitness value obtained for this case is
1.1977E − 08. Weights obtained by the ANN-BHCS algo-
rithm to minimize the fitness function are plotted in Fig-
ure(5a). Using these weights, the series solution for case 1 is
given as follows:

ϕ̂(T ) =
−14.9725711437890

1+ e−(−26.0115480832910∗T−1.84268363995668)

+
4.24755258262079

1+ e−(−29.9999959386755∗T−0.452220232464229)

TABLE 3. Comparison of absolute errors of ANN-BHCS algorithm and
other algorithms for case 1.

+
−1.22273335804037

1+ e−(−6.55087234613671∗T−1.84441540808597)

+
−6.76729788945139

1+ e−(23.0887477954241∗T+17.4464254308947)

+
−1.36613361868158

1+ e−(29.3894332403492∗T+25.8507385755634)

+
2.67623305581058

1+ e−(2.81898188149628∗T+3.94697322620978)

+
−29.9315404441912

1+ e−(−4.43709353698262∗T−6.22247514806738)

+
20.3113349283508

1+ e−(−2.71944275677821∗T−5.24984964481302)

+
6.36775504863650

1+ e−(29.9998541142396∗T+3.10695945223067)

+
−13.8181857402193

1+ e−(−2.71408030194718∗T−5.26890221647680)
. (39)

Numerical solutions obtained by the ANN-BHCS algo-
rithm and other algorithms are presented in Table (2). The
graphs of numerical solutions are plotted in Figure (5b).
The comparison of absolute errors of ANN-BHCS and other
algorithms is presented in Table (3) and Figure (5c). From
Table (3) and Figure (5c), we can see that the ANN-BHCS
algorithm given better results than other algorithms.

Statistical analysis of absolute errors of ANN-BHCS algo-
rithm is presented in Table (6) and Figure (6b). The minimum
and mean values of absolute errors are in the range E − 04
to E − 08, and E − 02 to E − 03 respectively, which shows
the accuracy of the ANN-BHCS algorithm. Values of perfor-
mance metrics for 100 runs are plotted in Figure (6c). The
values of performance metrics in terms of best, mean and
worst are shown in Table (4) and are also given in Figure (6d).
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TABLE 4. Analysis of the values of fitness function and performance
metrics obtained by ANN-BHCS algorithm for case 1.

TABLE 5. Convergence analysis of performance metrics for case 1.

The minimum values of the fitness function, MAD, TIC and
ENSE are 1.2974E − 08, 7.8026E − 05, 4.4484E − 05 and
5.5261E − 08 respectively, which shows that the solutions
obtained by the ANN-BHCS algorithm are very close to the
analytical solution.

Convergence analysis of performance metrics for case 1 is
given in Table (5). Histograms and box-plots for performance
metrics and fitness function are given in Figure (7). His-
togram and box plots of the fitness values show that most
of the values are close to zero. The box-plots of the fitness
values show that 50% of the values are in the interquartile
range which is E − 03 to E − 06 and 25% of the values are
less than E − 06.

Histogram and box plots of MAD values show that more
than 80% of the values are less than or equal to E − 03. The
box plot of MAD values shows that more than 75% of the
values are in the range E − 02 to E − 06. Similarly, the his-
togram of TIC values shows that more than 90% of the values
are less than or equal to E − 03 and the box plot of the TIC
values shows that more than 75%of the values are in the range
E − 03 to E − 06.

Histogram of the ENSE values shows that more than 90%
of the values are less than or equal to E − 03 and box plot
shows that 75% of the values are in the range E − 05 to
E − 08. The above discussion justifies the efficiency of the
ANN-BHCS algorithm for the solution of ODEs.

2) CASE 2
In this case, the values of µr = 0.2 and β = 0.6. Using these
values, Eq.(16) becomes

dϕ
dT
=

(
1− ϕ
0.6

)2

− 0.2, (40)

using Eq.(40), the minimization objective function for this
case can be written as:

E =
1
31

N∑
m=0

(
d ϕ̂
dT
−

(
1− ϕ̂
0.6

)2

+ 0.2
)2

+ (ϕ(0)− 0)2.

(41)

TABLE 6. Statistical analysis of absolute errors in ANN-BHCS algorithm
solutions for case 1.

The fitness value obtained for this case is 4.2369E − 10.
Convergence of the fitness values for 100 runs is given in Fig-
ure(9a).Weights obtained tominimize the fitness function are
given in Figure(8a). Using these weights, the series solution
for this case is given as:

ϕ̂(T ) =
−2.56333854675081

1+ e−(−14.9737951773003∗T−4.49440776545225)

+
4.38914557642178

1+ e−(−13.4852437480416∗T−5.97717662826386)

+
8.17052649405911

1+ e−(−5.21681521102496∗T−7.68199890138727)

+
−1.60908958149487

1+ e−(−0.993426318916703∗T−6.33657960595496)

+
−0.0932430207253772

1+ e−(8.39209185800148∗T+3.97217607383839)

+
−2.03356385047608

1+ e−(−3.07804622968367∗T−1.87188416380365)

+
−6.02624978872788

1+ e−(−5.16561956740399∗T−4.08658080324857)

+
0.824922427843496

1+ e−(1.50749589298907∗T+0.965526067515892)

+
2.74381813431155

1+ e−(−9.39842562762194∗T−6.03941180706777)
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FIGURE 7. Histograms and box plots of values of performance metrics for case 1.
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TABLE 7. Solutions obtained for case 2.

+
−4.88366839334966

1+ e−(−7.54672211951740∗T−3.63556335983704)
.

(42)

Numerical solutions obtained for this case are given
in Table (7). The solutions are also plotted in Figure (8b),
which shows that the solution obtained by the ANN-BHCS
algorithm is very close to the solution obtained by [24].

The accuracy of the solution obtained by the ANN-BHCS
algorithm is also clear from the comparison of absolute errors
in Table (8) and Figure (8c). Statistical analysis for absolute
errors is given in Table (11) and minimum, mean, and maxi-
mum values of absolute errors are also plotted in Figure (9b).
Theminimum values of absolute errors are in the rangeE−06
to E − 09, mean values are in the range E − 03 to E − 04,
and the standard deviation in absolute errors at all points of
the domain is about E − 03.
Figure (9c) shows the values of performance metrics and

fitness function. Table (9) and Figure (9d) illustrate the values
of performance metrics in terms of best, mean, and worst.
Convergence analysis of performance metrics for 100 runs is
given in Table (10).

Histograms and box plots of performance metrics and
fitness function are given in Figure (10). Histogram of the
fitness values shows that 100% of the values are less than or
equal to E − 03 and box plot of the fitness values shows that
more than 75% of the values are between E−06 and E−10.
Histogram of the MAD values shows that more than 95% of
the values are less than or equal to E − 03 and the box plot

TABLE 8. Comparison of absolute errors of ANN-BHCS algorithm and
other algorithms for case 2.

shows that more than 75%of the values are in the rangeE−03
toE−06. Histogram of the TIC values shows that 100%of the
values are less than or equal to E−03 and box plot shows that
more than 75% of the values are in the range E−04 to E−06.
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FIGURE 8. Results obtained by ANN-BHCS algorithm for case 2.

TABLE 9. Analysis of the values of performance metrics obtained by
ANN-BHCS algorithm for case 2.

TABLE 10. Convergence analysis of performance metrics for case 2.

Similarly, a histogram of the ENSE values shows that more
than 95% of the values are less than or equal to E − 03 and

FIGURE 9. Performance analysis of ANN-BHCS algorithm for case 2.

box plot shows that more than 75% of the values are between
E − 06 to E − 10. The above results show that ANN-BHCS
algorithm can efficiently solve the ODE of case 2.
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TABLE 11. Statistical analysis of absolute errors obtained for case 2 by
ANN-BHCS algorithm.

3) CASE 3
In this case, the values of µr = 0.2 and β = 1. Using these
values in Eq.(16) we obtain:

dϕ
dT
= (1− ϕ)2 − 0.2, (43)

using Eq.(43), the minimization fitness function for this case
is given by:

E =
1
31

N∑
m=0

(
d ϕ̂
dT
−
(
1− ϕ̂

)2
+ 0.2

)2

+ (ϕ(0)− 0)2.

(44)

There are 10 neurons in the proposed ANN model. The
solution obtained using the ANN-BHCS algorithm contains
10 terms corresponding to the number of neurons. The fitness
value obtained for this case is 2.9009E − 11.

The convergence of the fitness values for 100 simulations is
plotted in Figure(12a). Weights obtained by the ANN-BHCS
algorithm to minimized the fitness function are plotted in
Figure(11a). Using these weights, the series solution for
Case 3 is given as follows:

ϕ̂(T ) =
−1.38540181566634

1+ e−(−0.950574525970029∗T−1.18368808365982)

+
−8.40788875027298

1+ e−(−4.45029347249248∗T−5.61345807716124)

+
4.53230278396465

1+ e−(−0.273007217458138∗T−8.06111656372051)

+
−1.58437751855973

1+ e−(−1.67445265900953∗T−2.26618388671243)

+
−1.82470604410146

1+ e−(−0.764233455895824∗T−3.61558826473259)

+
−3.90997077413824

1+ e−(−17.7806558872269∗T−10.9148389014574)

+
−29.9988882773316

1+ e−(−2.12763433103979∗T−5.52774689427097)

+
0.552520369343823

1+ e−(2.71085606768690∗T+3.31637914466232)

+
2.41319288267510

1+ e−(−1.06174791140192∗T−2.81649815996199)

+
0.589652764447264

1+ e−(0.785176099344001∗T−13.8466831300805)
.

(45)

Numerical solutions obtained by the ANN-BHCS algo-
rithm and other algorithms for case 3 are given in Table (12).
The solutions are also plotted in Figure (11b).

Absolute errors of the ANN-BHCS algorithm and other
algorithms are compared in Table (13) and Figure (11c). From
Table (13) and Figure (11c), we can see that ANN-BHCS
algorithm gives a solution with minimum absolute errors.

Statistical analysis of the absolute errors is given
in Table (16) and minimum, mean and maximum values of
absolute errors are also plotted in Figure (12b). The minimum
values of absolute errors are in range E−07 to E−09, mean
values are in range E − 03 to E − 04, and standard deviation
range from E − 03 to E − 04. The statistical analysis of
absolute errors shows the accuracy in the solutions obtained
by the ANN-BHCS algorithm. The values of performance
metrics for 100 runs are plotted in Figure (12c).

The values of performance metrics and fitness function in
terms of best, mean and worst are presented in Table (14) and
are also shown in Figure (12d). Convergence analysis of fit-
ness values and performance metrics are given in Table (15).

Histograms and box plots of fitness values and perfor-
mance metrics are presented in Figure (13). Histogram of the
fitness values shows that 100% of the values are less than or
equal to E − 03 and the box plot of the fitness values shows
that more than 75% of the values are in the range E − 07 to
E − 11. Histogram of the MAD values shows that more than
95% of the values are less than or equal to E−03 and the box
plot shows that more than 75% of the values are in the range
E − 04 to E − 06. Histogram of TIC values shows that 95%
of the values are less than or equal to E − 03 and the box plot
shows that more than 75% of the values are between E − 05
and E − 07. Histogram of the ENSE values shows that more
than 95% of the values are less than or equal to E − 03 and
the box plot shows that more than 75% of the values are in
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FIGURE 10. Histograms and box plots of values of performance metrics for case 2.
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FIGURE 11. Results obtained by ANN-BHCS algorithm for case 3.

the range E − 07 to E − 11. The results of case 3 show the
accuracy and efficiency of the ANN-BHCS algorithm.

4) CASE 4
In this case, the values of µr = 0.6 and β = 0.2. Using these
values, Eq.(16) becomes

dϕ
dT
=

(
1− ϕ
0.2

)2

− 0.6, (46)

using Eq.(46), the minimization fitness function for this case
is written as:

E =
1
31

N∑
m=0

(
d ϕ̂
dT
−

(
1− ϕ̂
0.2

)2

+ 0.6
)2

+ (ϕ(0)− 0)2.

(47)

The fitness value obtained for this case is 5.2611E − 08.
Convergence of the fitness values for 100 runs is given in Fig-
ure(15a). Weights obtained to minimize the fitness function

FIGURE 12. Performance analysis of ANN-BHCS algorithm for case 3.

are given in Figure(14a). Using these weights, the series
solution for this case is given as:

ϕ̂(T ) =
20.7552214809028

1+ e−(−29.9987356047387∗T−1.46100865967742)

119204 VOLUME 9, 2021



A. Ahmad et al.: Analysis of Mathematical Model for Drilling System

TABLE 12. Solutions obtained for case 3.

TABLE 13. Comparison of absolute errors of ANN-BHCS algorithm and
other algorithms for case 3.

+
10.7556967111483

1+ e−(−29.9794310928430∗T−16.8737833756299)

+
−29.5031465383362

1+ e−(−1.74013235006156∗T−18.2955983404539)

TABLE 14. Analysis of the performance metrics obtained by ANN-BHCS
algorithm for case 3.

TABLE 15. Convergence analysis of performance metrics for case 3.

+
−29.9911571516672

1+ e−(−29.9997568021939∗T−3.86417253453530)

+
−0.193227460333962

1+ e−(29.6079673117902∗T+6.00997081549918)

+
−2.47238436924293

1+ e−(−28.2021836982231∗T−2.98565931953008)

+
−29.9834111563651

1+ e−(−28.0770690781443∗T−4.55393749085514)

+
−29.5565828111271

1+ e−(−28.6716114631666∗T−2.00818674949371)
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FIGURE 13. Histograms and box plots of values of performance metrics for case 3.
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FIGURE 14. Results obtained by ANN-BHCS algorithm for case 4.

+
0.289552983688114

1+ e−(−6.61346781045494∗T+0.463606898473104)

+
1.03830592809746

1+ e−(6.75364590521670∗T+0.523037857571163)
.

(48)

Numerical solutions obtained by ANN-BHCS algorithm
and other algorithms for case 4 are presented in Table(17).
The solutions are also plotted in Figure(14b). Absolute errors
of the ANN-BHCS algorithm and other algorithms are com-
pared in Table (18) and Figure (14c) which shows that the
ANN-BHCS algorithm can obtain a solution with less abso-
lute errors than other algorithms.

Statistical analysis of absolute errors of the ANN-BHCS
algorithm is given in Table(21) and minimum, mean and
maximum values of absolute errors are also plotted in Fig-
ure(15b). The minimum values of absolute errors are in the
range E − 04 to E − 08, mean values are in the range E − 02
to E − 04 and standard deviation (SD) is in the range E − 02

FIGURE 15. Performance analysis of ANN-BHCS algorithm for case 4.

to E−03 which shows the accuracy in the solutions obtained
by the ANN-BHCS algorithm.
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FIGURE 16. Histograms and box plots of values of performance metrics for case 4.
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FIGURE 17. Results obtained by ANN-BHCS algorithm for case 5.

The values of performance metrics for 100 runs are plotted
in Figure(15c). The minimum, mean and maximum values
of the performance metrics and fitness function are given
in Table(19) and are also plotted in Figure(15d). Convergence
analysis of the fitness values and performance metrics is
presented in Table (20).

Histograms and box plots of the values of the fitness
function and performance metrics are given in Figure(16).
Histogram of the fitness values shows that more than 80%
of the values are less than or equal to E − 03 and the box
plot shows that more than 75% of the values are in the range
E − 03 to E − 08. Histogram of the MAD values shows that
over 90% of the values are less than or equal to E − 03 and
the box plot shows that more than 75% of the values are in
the E − 03 to E − 05. Histogram of TIC values shows that
more than 90% of the values are less than or equal to E − 03
and the box plot shows that more than 75% of the values are
in the range E − 04 to E − 05. Histogram for ENSE values

FIGURE 18. Performance analysis of ANN-BHCS algorithm for case 5.

shows that more than 95% of the values are less than or equal
to E − 03 and the box plot shows that more than 75% of the
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FIGURE 19. Histograms and box plots of values of performance metrics for case 5.
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FIGURE 20. Results obtained for different number of neurons.

values are between E −05 and E −08. These results for case
4 show the efficiency of the ANN-BHCS algorithm.

5) CASE 5
In this case, the values of µr = 1 and β = 0.2. Using these
values, Eq.(16) becomes

dϕ
dT
=

(
1− ϕ
0.2

)2

− 1, (49)

using Eq.(49), the minimization objective function for this
case can be written as:

E =
1
31

N∑
m=0

(
d ϕ̂
dT
−

(
1− ϕ̂
0.2

)2

+ 1
)2

+ (ϕ(0)− 0)2.

(50)

Numerical solutions obtained by the ANN-BHCS algo-
rithm and other algorithms for case 5 are presented
in Table(22) and solutions are also plotted in Figure(17b).

The absolute errors of the ANN-BHCS algorithm are com-
pared with other algorithms in Table (23) and Figure (17c).
The absolute errors of the ANN-BHCS algorithm are less
than that of other algorithms which shows that solution
obtained by the ANN-BHCS algorithm is better than other
algorithms. Statistical analysis of absolute errors of the
ANN-BHCS algorithm is given in Table(26) and minimum,
mean, andmaximum values of absolute errors are also plotted
in Figure(18b). The minimum values of absolute errors are in
the range E − 04 to E − 09, mean values are in the range
E − 02 to E − 03 and standard deviation (SD) is in the range

FIGURE 21. Results obtained for different population sizes.

TABLE 16. Statistical analysis of absolute errors for case 3 obtained by
ANN-BHCS algorithm.

E−01 toE−02which shows the accuracy of the ANN-BHCS
algorithm solutions.
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TABLE 17. Solutions obtained for case 4.

TABLE 18. Comparison of absolute errors of ANN-BHCS algorithm and
other algorithms for case 4.

The values of performance metrics for 100 runs are plotted
in Figure(18c). The minimum, mean and maximum values of
the performance metrics and fitness function are presented

TABLE 19. Analysis of the values of performance metrics obtained by
ANN-BHCS algorithm for case 4.

TABLE 20. Convergence analysis of performance metrics for case 4.

in Table(24) and plotted in Figure(18d). The convergence of
fitness values and performance metrics is given in Table (25).

Histograms and box plots of fitness values and the per-
formance metrics are given in Figure(19). Histogram of the
fitness values shows that more than 80% of the values are
less than equal to E − 03 and the box plot shows that more
than 75% of the values are in the range E − 04 to E − 08.
Histogram of the MAD values shows that 90% of the values
are less than or equal to E − 03 and the box plot shows that
more than 75% of the values are in the range E−04 to E−05.
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TABLE 21. Statistical analysis of absolute errors for case 4 obtained by
ANN-BHCS algorithm.

Histogram of the TIC values shows that more than 90% of the
values are less than or equal to E−03 and the box plot shows
that more than 75% of the values are in the range E − 04 to
E − 05. Histogram of the ENSE values shows that more than
90% of the values are less than or equal to E−03 and the box
plot shows that more than 75% of the values are in the range
E − 06 to E − 08. The above results show the efficiency of
the ANN-BHCS algorithm.

The fitness value obtained for this case is 5.2611E −
08. The convergence of the fitness values for 100 runs is
given in Figure(18a). Weights obtained to minimize the fit-
ness function are given in Figure(17a). Using these weights,
the series solution for this case is given as:

ϕ̂(T ) =
0.0944387653654115

1+ e−(29.9999930359892∗T−1.89439684362986)

+
3.00976959342783

1+ e−(−29.9999998500594∗T−0.769331225730282)

+
−29.8723984892588

1+ e−(−7.32837775738196∗T−7.21221775032898)

+
−4.72767344027581

1+ e−(−11.1814585234989∗T−4.31578085824944)

+
29.7552610828313

1+ e−(−5.43107925429143∗T−11.0937414279027)

+
−29.0433505482661

1+ e−(11.1272322542250∗T+4.63641198018530)

+
29.9876754411338

1+ e−(−2.22947154696830∗T−13.8761962234223)

+
1.13677814834999

1+ e−(−1.54448737763300∗T−30)

+
29.7489125361151

1+ e−(29.9971997938506∗T+2.94071451889482)

+
−1.25819303067212

1+ e−(−11.0879568238844∗T−0.863848577605494)
.

(51)

VII. COMPUTATIONAL COMPLEXITY
We have solved the first case of the problem for different
number of neurons and population sizes to analyze the sen-
sitivity of the ANN-BHCS algorithm. First, we have taken
the number of neurons as 3, 5, and 10 and population size
50 which is fixed. The solutions for different number of neu-
rons are presented in Table (27) and Figure (20a). Absolute
errors for different number of neurons are given in Table (28)
and Figure (20b). These results show that when the number
of neurons goes form 3 to 10, the solution is getting more
accurate. Now we have taken 10 neurons which is fixed and
the population size is varied from 20 to 50. Solutions for
different population sizes are presented in Table (29) and
Figure (21a). The absolute errors for different population
sizes are given in Table (30) and Figure (21b). The results
show that the solution is getting better as the population size
increases.

VIII. CONCLUSION
We have used a hybrid of biogeography based heterogeneous
cuckoo search algorithm and artificial neural networks to
solveODEs thatmodel the particles’ velocity in a radial direc-
tion in reverse circulation air drilling. The results obtained
by the ANN-BHCS algorithm are compared with the ana-
lytical results given in [24] and other algorithms. We have
considered five cases of the problem based on the different
values of β and µr . The ANN-BHCS algorithm’s efficiency
is checked by calculating the absolute errors, MAD, TIC, and
ENSE, for five cases. The analytical solutions, which are in
terms of log-sigmoid function for all the cases, are given in
Eqs.(39,42,45,48) and (51). Comparison of

numerical solutions for the five cases is given in Tables.
(2,7,12,17) and (22). Absolute errors for all the cases are
given in Tables (3,8,13,18) and (23). The absolute errors
of ANN-BHCS algorithm are from E − 03 to E − 07 for
case 1, from E − 05 to E − 07 for case 2, from E − 06
to E − 09 for case 3, from E − 04 to E − 06 for case
4 and from E − 03 to E − 07 which shows the accuracy
of the solutions obtained by the ANN-BHCS algorithm. The
accuracy of the results can also be seen from the good agree-
ment of the ANN-BHCS algorithm solutions with analytical
solutions which are given in Figs. (5b,8b,11b,14b) and (17b).
The efficiency of the ANN-BHCS algorithm is obvious from
convergence analysis of values of performance metrics which
are given in Tables (5,10,15,20,25) and Figs. (7,10,13,16)
and (19). The results show that the algorithm can efficiently
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TABLE 22. Solutions obtained for case 5.

TABLE 23. Comparison of absolute errors of BHCS and other algorithms
for case 5.

minimize the fitness function and obtains the best solution as
more than 90% values of the fitness function and performance
metrics are less than E − 03.

TABLE 24. Minimum, mean and maximum values of performance metrics
obtained by ANN-BHCS algorithm for case 5.

TABLE 25. Convergence analysis of performance metrics for case 5.

NOMENCLATURE
dsv Diameter of the particle.
Vs Volume of the particle.
Fd Aerodynamic drag force.
CD Drag coefficient.
Ar Projected area of the particle.
ρg Density of air.
vg Velocity of air.
vs Velocity of particle.
Gs Weight of the particle.
ms Mass of the particle.
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TABLE 26. Statistical analysis of absolute errors for case 5 obtained by
ANN-BHCS algorithm.

TABLE 27. Solutions obtained by ANN-BHCS algorithm for different
number of neurons.

TABLE 28. Absolute errors for different number of neurons.

TABLE 29. Solutions obtained by ANN-BHCS algorithm for different
population sizes.
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TABLE 30. Absolute errors for different population sizes.

ρs Density of the particle.
g Gravitational acceleration.
fr Frictional force.
µr Coefficient of friction.
dcd Critical diameter of the particle.
vcv Critical velocity of the particle.
f Activation function.
j Total number of neurons.
αi, βi, ωi Unknown weights.
ϕ̂(T ) Approximate series solution.
E1 Solution error of ordinary differential equa-

tion.
E2 Solution error of initial/boundary values.
ANNs Artificial Neural Networks.
ODE Ordinary Differential Equation.
BBO Biogeography based optimization.
CS Cuckoo search.
BHCS Biogeography based heterogeneous cuckoo

search.
TS Tabu search.
GA Genetic algorithm.
PSO Particle swarm optimization.
MVO Multiverse optimizer.
HA Hybrid algorithms.
MA Modified algorithms.
IWD Intelligent water drop.
SI Swarm intelligent.
AI Artificial intelligence.
FF Firefly.

MOA Magnetic optimization algorithm.
FL Frog leaping.
SO Single objective.
MO Multiobjective.
TIC Theil’s Inequality Coefficient.
MAD Mean Absolute Deviation.
NSE Nash–Sutcliffe Efficiency.
ENSE Error in Nash–Sutcliffe efficiency.
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