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ABSTRACT This paper proposes a novel single vehicle tracking algorithm with enhanced reliability for
automotive radar systems. The proposed algorithm overcomes the weaknesses of the probabilistic data
association filter (PDAF) in single-target tracking in clutter. The PDAF is successful in normal situations,
but may fail to track a target owing to various factors, such as the initialization errors and the sudden changes
in the target motion. The proposed algorithm can recover the PDAF from failures using an assisting finite
impulse response (FIR) filter. The FIR filter operates only when the PDAF cannot track a target properly, and
additionally offers state estimate and estimation error covariance to reset the PDAF. The proposed algorithm,
the hybrid PDAF/FIRfilter (HPFF), combines the PDAF and FIRfilter, and hence shows enhanced reliability.
Simulations of preceding vehicle tracking using an automotive radar demonstrate the effect and performance
of the proposed HPFF.

INDEX TERMS Automotive radar, finite impulse response filter, FIR filter, hybrid PDAF/FIR filter,
probabilistic data association filter.

I. INTRODUCTION
Intelligent cars equipped with advanced driver assistance
systems (ADAS) have become common in recent years, and
automotive radars have become increasingly important as an
essential sensor for ADAS. Automotive radars are mainly
used in adaptive cruise control and forward collision warning
systems for tracking forward vehicles and pedestrians [1].
Because radar measurements are affected by noise and false
measurements (clutter), filtering and data association algo-
rithms are used to improve the tracking accuracy [2]–[4]. The
most popular algorithm is the probabilistic data association
filter (PDAF) [5], which has been successful in diverse radar
tracking applications over the past few decades [6], [7].

Tracking a target in the presence of false measurements
requires determining which measurements are correct. The
nearest neighbor standard filter (NNSF) solves this problem
by selecting the nearest measurement according to a certain
distance measure. On the other hand, the PDAF is based
on the probabilistic data association (PDA) algorithm, which
calculates the association probabilities for each measurement
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and combines the measurements based on the probabilities.
As compared to the NNSF, the PDAF provides successful
tracking performance, particularly in dense clutter environ-
ments [6]. However, the PDAF algorithm sometimes fails
because of various factors, such as large initialization errors
and sudden changes in the target motion. If such failures
occur, the PDAF cannot recover itself and diverges, leading
to very large tracking errors.

Recently, finite impulse response (FIR) filters [8]–[17]
have gained attention from researchers because of their rela-
tive benefits. Bayes filters, including the PDAF, are recursive
filters, meaning that they require an initialization process
and use all past measurements to produce the current state
estimate. On the other hand, FIR filters are batch process-
ing filters that do not require initialization and use only
the recent finite measurements. Owing to their unique filter
structure, FIR filters exhibit fast response with respect to
abrupt changes in the motion of the target and are robust
against filter divergence. Various FIR filters have been devel-
oped and successfully applied to tracking problems, such
as localization, visual object tracking, and target tracking.
Especially, the hybrid particle/FIR filter [11], [12] is note-
worthy because it overcomes the main drawback of a particle
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filter (PF) by employing an assisting FIR filter. In nonlinear
state estimation problems, the PF is superior to other filters,
but can fail and diverge owing to the sample impoverishment
phenomenon. This occurs under certain conditions, for exam-
ple, low process/measurement noise and a small number of
particles. The hybrid particle/FIR filter algorithm detects PF
failures and operates the assisting FIR filter. The failed PF is
reset and rebooted using the information obtained from the
assisting FIR filter.

Herein, we propose a novel hybrid filtering algorithm,
called the hybrid PDA/FIR filter (HPFF), to overcome the
limitations of the PDAF. The PDAF acts as the main filter
because it is superior to other filters in single target tracking in
clutter. The failure of the PDAF usually occurs when there is
no measurement within the validation region. Because there
is no available measurement, the PDAF cannot perform the
measurement update process, which leads to tracking failure.
In such cases, the HPFF operates the assisting FIR filter and
obtains the state estimate and estimation error covariance.
With this information, the main filter, PDAF, is reset and
rebooted. The proposed HPFF is applied to tracking a pre-
ceding vehicle using an automotive radar in a clutter environ-
ment. Through simulation, the ability of the HPFF to recover
from failure is demonstrated by comparing its performance
with that of the conventional PDAF.

The main contributions of this paper are as follows. There
have been various algorithms that improve the performance
of the PDAF. However, to the best of our knowledge, there is
no method to recover a failed PDAF. The proposed HPFF is
the first algorithm to recover the PDAF from such failures.
In addition, a new FIR filter for target tracking in clutter
has been proposed for the first time. The HPFF was suc-
cessfully applied to vehicle tracking using an automotive
radar. Automotive radars should maintain reliability in clutter
environments, and the HPFF can provide reliable vehicle
tracking.

The rest of this paper is organized as follows. In Section II,
PDAF-based preceding vehicle tracking using an automo-
tive radar is explained. In Section III, the proposed HPFF
algorithm is discussed. In Section IV, the simulation results
obtained under harsh conditions are discussed to demonstrate
the capability of the HPFF. Finally, conclusions are drawn in
Section V. All the acronyms used in this paper are defined
in Table 1.

II. PDAF-BASED PRECEDING VEHICLE TRACKING
USING AUTOMOTIVE RADAR
In this paper, an automotive radar system for tracking a
preceding vehicle is considered. The automotive radar is
mounted in the middle front of the host vehicle and measures
the relative range and bearing angle of a preceding vehi-
cle. The position of a preceding vehicle is represented in a
two-dimensional (2D) Cartesian coordinate system, as shown
in Fig. 1. The origin of the coordinate system is the location
of the automotive radar and the x-axis is aligned with the
longitudinal direction of the host vehicle. The 2D position

TABLE 1. List of acronyms.

FIGURE 1. Automotive radar geometry.

of a preceding vehicle in the Cartesian coordinate system is
represented as (x, y), and hence, the relative range from the
radar is

r =
√
x2 + y2. (1)

The bearing is measured clockwise from the positive x-axis
and can be represented as

θ = tan−1(
y
x
). (2)

The automotive radar provides the measured range and
bearing, rm and θm, respectively, which are defined with
respect to the true range and bearing, r and θ as

rm = r + vr ,

θm = θ + vθ , (3)

where vr and vθ are the measurement noises, which are
assumed to be independent and zero mean white Gaussian
noises with covariances σ 2

r and σ 2
θ , respectively [6].

The measured range and bearing can be converted to
Cartesian coordinate as follows:

xm = rm cos(θm),

ym = rm sin(θm). (4)
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The noise covariances of the Cartesian coordinate
measurements are approximately computed as

R =
[
R11 R12

R12 R22

]
,

R11 = r2m σ
2
θ sin

2(θm)+ σ 2
r cos

2(θm),

R22 = r2m σ
2
θ cos

2(θm)+ σ 2
r sin

2(θm),

R12 = (σ 2
r − r

2
m σ

2
θ ) sin(θm) cos(θm). (5)

Note that the above conversion from the polar coordinates
to the Cartesian coordinates is valid when the following
condition is satisfied [6]:

r σ 2
θ

σ 2
r
< 0.4, (6)

where σ 2
r is in radians.

The target position in the Cartesian coordinates can be
obtained from radar measurements via polar to Cartesian
coordinate conversion, but it is not sufficiently accurate
because of conversion (linearization) errors andmeasurement
noise. Thus, a stochastic filter, also referred to as a state
estimator, is used to improve the accuracy in obtaining a target
position. To use a filter, a motion model is required. The con-
stant velocity (CV) motion model is one of the most popular
models used in radar tracking. TheCVmotionmodel assumes
that the target velocity is constant within the sampling interval
and the acceleration is a zero-mean white Gaussian random
variable. The 2D positions and velocities in the Cartesian
coordinates at time step k are combined by defining a state
vector as xk = [xk yk ẋk ẏk ]T . Then, the CV model is
represented as follows [18], [19]:

xk+1 = Axk +Gwk , (7)

A =


1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1

 , G =


T 2/2 0
0 T 2/2
T 0
0 T

 ,
(8)

where T is the sampling interval andwk is the white Gaussian
noise that represents the acceleration. The covariance of wk
is Qk = σ 2

w I2, where I2 is the 2 × 2 identity matrix. In
the CV model, Qk is a key parameter that determines the
characteristics of the motion of the target. Thus, Qk should
be carefully designed, and if not, the accuracy of the filtered
position may be degraded. A practical design of Qk satisfies
0.5 aM ≤ σw ≤ aM , where aM is the maximum acceleration
magnitude of a target.

The filtering process requires another model, the mea-
surement model. Two types of measurements, (rm, θm) and
(xm, ym), are available in radar tracking. Using the raw mea-
surements (rm, θm), the measurement model that describes
the relation between the measurements and the state vector
becomes nonlinear. In this case, nonlinear filters, such as the
extended Kalman filter and PF, should be used. Using the
converted measurements (xm, ym), the measurement model

becomes linear, and linear filters, such as the Kalman filter,
can be used. It is known that linear filtering using the con-
verted measurements is generally more accurate than nonlin-
ear filtering using the raw measurements [6]. Thus, a linear
measurement model using (xm, ym) is used in this study, and
is represented as follows [6]:

zk = Cxk + vk , (9)

C =
[
1 0 0 0
0 1 0 0

]
, (10)

where zk is themeasurement vector defined as zk = [xm ym]T .
The measurement noise vk is assumed to be zero-mean white
Gaussian, and its covariance is computed using (5).

With the converted measurements and the motion/
measurement models, the positions of a preceding vehicle
can be estimated via linear filtering. However, radar measure-
ments include not only correct measurements that come from
the target, but also false measurements (clutter) that come
from the road, guardrail, the radar echo of other vehicles, etc.
The PDAF [5] solves this problem via association between
the measurements and the estimated position. The PDAF
algorithm performs time updates, measurement validation,
data association, and measurement updates at each time step.
The time update process predicts the state at the current time
k using the motion model as follows [5], [6]:

x̂−k = Ax̂+k−1,

P−k = AP+k−1A
T
+Qk , (11)

where x−k and P−k are the a priori (i.e., the measurements are
not used yet) estimated state and estimation error covariance.

The measurement validation process selects the measure-
ments within the validation region (also called the gate) as
follows [5], [6], [20], [21]:

νk (i) = (zk (i)− ẑk )TS−1k (i)

× (zk (i)− ẑk ) ≤ γ, i = 1, . . . ,m(k), (12)

where zk (i) is the i-th measurement; m(k) is the number of
measurements; νk (i) is the innovation for zk (i); γ is the gate
threshold; ẑk = Cx̂−k is the predicted measurement; and Sk (i)
is the innovation covariance, which is defined as

Sk (i) = CP−k C
T
+ Rk (i), (13)

where Rk (i) can be obtained using zk (i) via the measurement
conversion using (4) and (5). The gate threshold γ can be
obtained from a chi-square table. For example, γ is 9.21
when the gate probability PG is 0.99 and the dimension of
the measurement vector nz is 2.
The data association process, called the PDA, provides

the association probability for the measurements within the
validation region. If the number of measurements in the vali-
dation region at time k is n(k), the association probability for
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zk (i) being the correct measurement is computed as

βk (i) =


Lk (i)

1− PDPG +
∑n(k)

j=1 Lk (j)
i = 1, . . . , n(k)

1− PDPG

1− PDPG +
∑n(k)

j=1 Lk (j)
i = 0

(14)

where i = 0 means ‘‘none is correct’’, and n(k) is the number
of validated measurements [5], [6], [21]. The likelihood ratio
Lk (j) is computed as

Lk (j) =
exp[−0.5(zk (j)− ẑk )TS−1k (j)(zk (j)− ẑk )]

(2π )nz/2|Rk (j)|1/2 n(k)
×PD Vk (j), (15)

where PD is the detection probability, and Vk (j) is the volume
of the validation region, which is computed as

Vk (j) = cnzγ
nz/2|Sk (j)|1/2. (16)

The measurement update process corrects the a priori
estimate using the measurements as

x̂+k = x̂−k +
n(k)∑
i=1

Wk (i)βk (i) νk (i), (17)

where Wk (i) and νk (i) are the filter gain and combined
innovation, respectively, which are defined as follows [21]:

Wk (i) = P−k C
TS−1k (i), (18)

νk (i) = zk (i)− ẑk . (19)

The estimation error covariance is also updated as
follows [21]:

P+k = P̄k + P̃k , (20)

P̄k = βk (0)P−k +
n(k)∑
i=1

βk (i)(I−Wk (i)C)P−k , (21)

P̃k =
n(k)∑
i=1

βk (i)Wk (i)νk (i)νTk (i)W
T
k (i)

−

n(k)∑
i=1

βk (i)Wk (i)νk (i)

n(k)∑
i=1

βk (i)νTk (i)W
T
k (i)

 .
(22)

The measurement update process cannot be performed if
there is no measurement in the validation region. In that case,
the PDAF performs only the time update process [5], [6].

III. HYBRID PDA/FIR FILTER
The PDAF cannot perform the measurement update when
there is no measurement in the validation region. Fig. 2 shows
a graphical illustration of that situation. The center of the vali-
dation region is the predicted measurement ẑk that is obtained
from the a priori estimated state x̂−k . Clutters are distributed
around the correct measurement. The target suddenly changes

FIGURE 2. Situation in which no measurement is in the validation region.

motion, and its actual location is far from the predicted posi-
tion (i.e., x̂−k ). In this case, measurements including clutters
might be located out of the validation region centered on
ẑk . Hence, no measurement is in the validation region. The
PDAF does not perform the measurement update, and the
estimated position (state) becomes increasingly distant from
the actual state. This phenomenon leads to the tracking failure
(target loss) of the PDAF. In this section, the HPFF algorithm
proposed to overcome the PDAF failure is discussed.

The HPFF is a hybrid filter that combines a main filter
(PDAF) and an assisting filter (FIR filter). The HPFF algo-
rithm performs FIR filtering when there is no measurement in
the validation region. Among the various FIRfilters available,
we adopt the minimum variance FIR filter (MVFF), because
it can provide not only an estimated state, but also estimation
error covariance, which are necessary to reset the main filter.
In addition, the MVFF is a one-step prediction filter that
produces x̂k using the past measurements on the time horizon
[k −N , k − 1], where N is the horizon size. Thus, the MVFF
can provide x̂k and Pk without using a current measurement
that is less reliable in the situation of ‘‘no measurements in
the validation region.’’ To use the MVFF in the presence of
clutters, the algorithm is modified as follows.

On the time horizon [k −N , k − 1], the most reliable mea-
surements at each time steps are selected using the nearest
neighbor algorithm.

z̄h = argmin
zh(i)

(zh(i)− ẑh)TS−1k (i)

× (zh(i)− ẑh), i = 1, . . . ,m(h), (23)

ẑh = Cx̂+h , (24)

Sh = CP+h C
T
+ Rh, (25)

where h = k−N , k−N +1, . . . , k−1; zh(i) is the i-th mea-
surement at time h; and m(h) is the number of measurements
at time h. The measurement noise covariance Rh is obtained
using z̄h via (4) and (5). x̂+h and P+h are the estimated state
and the estimation error covariance obtained by the PDAF,
respectively.
Remark 1: The nearest neighbor measurement z̄h is

obtained using the a priori estimation results, x+k and P+k .
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On the other hand, the measurement validation in both the
PDAF and NNSF is performed using the a posteriori esti-
mation results, x̂−k and P−k . Thus, z̄h is more reliable than
the validated measurements used in the PDAF and NNSF.
The assisting MVFF uses these reliable past measurements
instead of the less reliable current measurement.

Using z̄h and Rh on the horizon [k −N , k − 1], the MVFF
produces the state estimate x̂∗k and the estimation error
covariance P∗k as follows [12], [14]:

x̂∗k = LZN ,

P∗k = KNQNKT
N + LRNLT ,

L = JN

[
M1,1 M1,2
MT

1,2 M2,2

]−1 [ C̄T
N

ḠT
N

]
R−1N ,

JN = [AN AN−1 AN−2 . . . A I],

M1,1 = C̄T
NR
−1
N C̄N ,

M1,2 = C̄T
NR
−1
N ḠN ,

M2,2 = ḠT
NR
−1
N ḠN +Q−1N ,

C̄N =


C
CA
CA2

...

CAN−1

 ,

ḠN =


0 0 . . . 0 0
CG 0 . . . 0 0
CAG CG . . . 0 0
...

...
...

...
...

CAn−1G CAn−2G . . . CG 0

 ,

RN =
[
diag(

N︷ ︸︸ ︷
Rm Rm+1 . . . Rn)

]
,

QN =
[
diag(

N︷ ︸︸ ︷
Qm Qm+1 . . . Qn)

]
,

ZN = [zTm zTm+1 . . . zTn ]
T ,

KN = [AN−1G AN−2G . . . AG G], (26)

where m and n are the initial and final points of the time
horizon and are defined as m = k − N and n = k − 1,
respectively.
Remark 2: The assisting MVFF (26) is an extended ver-

sion of the MVFF for linear time-varying state-space models.
The MVFF for linear time-invariant systems was proposed
in [22]. An extended version of the MVFF for time-varying
systems was proposed in [14]. The estimation error covari-
ance of the MVFF was computed in [12]. Readers can find
the detailed derivation of the MVFF in [14], [22], and [23].

When there is no measurement in the validation region at
time k , the HPFF produces x̂∗k and P∗k using the assisting
MVFF. Moreover, x̂∗k becomes the state estimate at time k ,
and the main filter (PDAF) is reset as x̂+k = x̂∗k and P

+

k = P∗k .
At the next time step k + 1, the main PDAF runs with x̂+k

Algorithm 1 HPFF

Input: x̂+k−1, P
+

k−1
Output: x̂+k , P

+

k
1: Perform the time update process using (11) and obtain

x̂−k and P−k .
2: Convert the range/bearing measurements into Cartesian

measurements using (4) and (5) and obtain Zk =

{zk (i)}
m(k)
i=1 andRk = {Rk (i)}

m(k)
i=1 .

3: Perform the measurement validation process:
4: ẑk = Cx̂−k
5: for i = 1, 2, . . . ,m(k) do
6: Sk (i) = CP−k C

T
+ Rk (i)

7: νk (i) = (zk (i)− ẑk )TSk (i)−1(zk (i)− ẑk )
8: if νk (i) ≤ γ then
9: Save zk (i) as a validated measurement.
10: end if
11: end for
12: if n(k) > 0 then
13: for i = 1, 2, . . . , n(k) do
14: Compute the association probability using (14)–

(16).
15: Perform the measurement update process

using (17)–(22) and obtain x̂+k and P+k .
16: end for
17: else
18: Operate the MVFF using (26) and obtain x̂∗k and P∗k .
19: Reset the PDAF as follows:
20: x̂+k = x̂∗k
21: P+k = P∗k
22: end if
23: x̂k = x̂+k
24: Obtain and save the nearest neighbor measurement at

time k for the assisting FIR filtering in the future.

and P+k The overall algorithm of the HPFF is summarized
in Algorithm 1.

IV. SIMULATION RESULTS
This section discusses the simulation results to evaluate
the performance of the proposed HPFF. In the simulation,
the position and velocity of a preceding vehicle were tracked
using both the HPFF and the conventional PDAF. Various
motions of the preceding vehicle were considered, which are
illustrated in Fig. 3 and are numbered as M1, M2, . . ., M8.
Fig. 3 (a) shows the constant velocity motions. The initial
positions ((x, y)) of the preceding vehicle for M1–M6 were
set to (10, 3.5), (10, 0), (10,−3.5), (100,−3.5), (100, 0),
(100, 3.5), respectively, all in meters. Fig. 3 (b) shows the
abruptly changing motions. In the case of M7, the preceding
vehicle was initially located at the third lane, and it abruptly
moved to the first lane. The width of a lane was assumed to
be 3.5m. In the case of M8, the distance between the host and
preceding vehicles decreased, which might have been due to
the acceleration of the host vehicle or the deceleration of the
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FIGURE 3. Scenarios of preceding vehicle motion: (a) constant velocity
motions, and (b) abruptly changing motions.

preceding vehicle. The relative speed was adjusted for a short
time interval, and the distance between the two vehicles was
maintained afterward.

Simulations were conducted for the eight motions
described above, two clutter conditions (moderate and heavy
clutters), and six detection probabilities. The preceding
vehicle tracking was conducted for 19.5 s. The sampling
interval was set as T = 0.3 s. The automotive radar
reported range/bearing measurements with noise covari-
ances σr = 0.25m and σθ = 1.5 ◦ [20], [24]. The
clutter density λ was set to 1.0 × 10−2 and 1.0 × 10−1

for the moderate and heavy clutter environments, respec-
tively. Falsemeasurements (clutters) were generated indepen-
dently and were uniformly distributed in a square centered
at the correct measurement. The area of the square was
V = NF/λ, and NF is the number of false measurements,

which was computed as

NF = [10Vkλ+ 1]−, (27)

Vk = πγ |Sk |1/2, (28)

where the notation [·]− means rounded down to the nearest
integer. In (28), Sk was obtained using the standardKF assum-
ing a clean (no clutters) environment [6].

The default value of detection probability PD was set to
0.95. The gate probability was set as PG = 0.99. The horizon
size of the MVFF was set as N = 4. The gate threshold was
γ = 9.21.
The initialization of both the PDAF and HPFF was per-

formed with the two-point differencing method assuming a
clean environment [6]. Because the first and second measure-
ments were used for the initialization, the filters produced
estimated positions from the third measurement (i.e., after
0.9 s). For evaluating the filter performance, the position error
at time k was computed as follows:√

(xk − x̂k )2 + (yk − ŷk )2, (29)

where (xk , yk ) and (x̂k , ŷk ) are the true and estimated posi-
tions, respectively.

Fig. 4 shows the simulation results of a successful track
case obtainedwith theM5motion scenario in amoderate clut-
ter environment. In this case, the PDAF successfully tracked
the target (preceding vehicle), and reset by the assisting FIR
filter was not conducted. Thus, the HPFF operated as if it
was a pure PDAF. Fig. 4 (a) shows the true and estimated
positions. The estimated positions initially deviated from the
true positions because radars typically exhibit large errors
in bearing measurement at a long range. Figs. 4 (b) and 4
(c) show the position and velocity errors as functions of time.
The PDAF and HPFF exhibited the same errors, which grad-
ually decreased because the distance between the target and
radar decreased. Fig. 4 (d) shows the reset timing diagram that
indicates the instance when the assisting FIR filter operated
and the PDAF in the HPFF was reset. There was no reset
because the main PDAF in the HPFF successfully tracked the
target.

Fig. 5 shows the simulation results obtained in the case of
M6 in a moderate clutter environment. In this case, the PDAF
failed in tracking the target, but the HPFF successfully
tracked the target because of the reset by the assisting FIR
filter. Fig. 5 (d) shows that the reset was conducted three
times. Lost tracks like this case rarely occurred in the M1–
M6 cases in a moderate clutter environment.

Fig. 6 shows the simulation results obtained with the
M7 motion scenario in a moderate clutter environment. The
preceding vehicle started to change the lane at 4.8 s and
finished the lane change at 6.6 s. During this time interval,
the position errors of the PDAF sharply increased to approxi-
mately 7m, which is the same as the distance that travelled by
the preceding vehicle. This means that the position estimated
by the PDAF remained in the third lane. The PDAF did not
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FIGURE 4. Simulation results with M5 motion scenario in moderate
clutter environment: (a) true and estimated positions, (b) RMS position
error, (c) RMS velocity error, and (d) reset timing.

recognize the lane change and lost the target vehicle. In con-
trast, the HPFF could track the preceding vehicle during the
lane change. This was due to the assistance of the FIR filter.

FIGURE 5. Simulation results with M6 motion scenario in moderate
clutter environment): (a) true and estimated positions, (b) RMS position
error, (c) RMS velocity error, and (d) reset timing.

Fig. 6 (d) shows that the reset occurred at the start and finish
times of the lane change. In these two instances, the changes
in the motion of the target were significant.
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FIGURE 6. Simulation results with M7 motion scenario in moderate
clutter environment): (a) true and estimated positions, (b) RMS position
error, (c) RMS velocity error, and (d) reset timing.

Fig. 7 shows the simulation results obtained in the case of
M8 in a moderate clutter environment. The distance between
the two vehicles decreased constantly for 4.5 s. The relative

FIGURE 7. Simulation results with M8 motion scenario in moderate
clutter environment: (a) true and estimated positions, (b) RMS position
error, (c) RMS velocity error, and (d) reset timing.

velocity decreased to zero for 1.2 s, and then the distance
maintained between the vehicles was approximately 80m,
as shown in Fig. 7 (a). In Fig. 7 (b), the position error of
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TABLE 2. Monte carlo simulation results with M1–M6 motions in a moderate clutter environment.

TABLE 3. Monte carlo simulation results with M1–M6 motions in a heavy clutter environment.

TABLE 4. Monte carlo simulation results for a range of detection probabilities.

the PDAF increased sharply because of the abrupt motion
change. Fig. 7 (c) shows that the relative velocity estimated
by the PDAF remained 4m/s, whichmeans that the PDAF did
not recognize the changes in the relative velocity. In contrast,
the HPFF successfully tracked the target vehicle because of
the reset by the assisting FIR filter. In Fig. 7 (d), the reset in
the HPFF occurred three times.

During the simulation, the PDAF sometimes lost a tar-
get vehicle when it suddenly changed the motion. However,
the HPFF successfully tracked the target because the main
filter (i.e., PDAF) was reset by the assisting FIR filter (i.e.,
MVFF). The reset was conducted when themain filter lost the
target, and thus there was no measurements in the validation
region.

Tables 2–6 show the Monte Carlo (MC) simulation results,
in which the root time averaged mean square (RTAMS) errors
(units in meters) and the percentage of the lost tracks were
computed. The RTAMS position error is defined as√√√√tmax∑

k=3

M∑
i=1

[(x ik − x̂
i
k )

2 + (yik − ŷ
i
k )

2], (30)

where i indicates the i-th MC run, and the RTAMS velocity
error can be obtain by replacing the 2D positions with the
2D velocities. The final time step tmax was set to 65, and
the number of MC runs M was set to 10, 000. A track was
considered lost when the correct measurement was not in the
validation region for at least the last 20 sampling times [6].
We computed the percentage of lost tracks among the 10, 000
MC runs.

Tables 2 and 3 are the MC simulation results when the pre-
ceding vehicle moves with constant velocity. Table 2 shows
that the PDAF and the HPFF exhibit similar performances
under moderate conditions. In Table 3, the performance of the

TABLE 5. Monte carlo simulation results with M7 and M8 motions in a
moderate clutter environment.

TABLE 6. Monte carlo simulation results with M7 and M8 motions in a
heavy clutter environment.

both filters deteriorated in the heavy clutter environment, but
the HPFF exhibited better reliability than the PDAF in terms
of the percentage of lost tracks.

Table 4 summarizes the MC simulation results for a range
of PD. As PD decreased, the probability that the radar does
not detect the true target increased. Thus, the tracking per-
formance worsend as PD decreased, which can be confirmed
from Table 4. The HPFF exhibited better performance than
the PDAF even when PD decreased.
Tables 5 and 6 are the MC simulation results when the

preceding vehicle abruptly changes the motion. Under these
severe conditions, the PDAF exhibited much larger lost tracks
than the HPFF. In the M8 motion scenario, the PDAF lost
the target with a probability 99.8%. However, the HPFF’s
percentage of lost track was only 1.2% in a moderate clut-
ter environment. This demonstrates that the HPFF is much
more reliable than the conventional PDAF under severe
conditions.
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V. CONCLUSION
In this paper, the HPFF algorithm was proposed for tracking
a preceding vehicle using automotive radars. The HPFF is a
combination of a main filter, the PDAF, and an assisting filer,
the FIR filter. Although the PDAF is successful in normal
situations, it can lose a target under severe conditions. The
proposed HPFF recovers the main PDAF after failure by
resetting it using the assisting FIR filter. Thus, the HPFF
can provide reliable preceding vehicle tracking, which was
demonstrated via simulations. The HPFF proposed in this
study is suitable only for single-target tracking, and in the
future we will develop a new HPFF for multiple-target track-
ing.
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