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ABSTRACT In many optimization problems, the main goal is to improve a single performance index
in which a minimum or maximum value of this index fully reflects the quality of the response obtained
from a system. However, in some cases, it is impossible to rely solely on a single index, so a multi-
objective optimization problem with multiple performance indicators is considered where the values of
all of them should be optimized simultaneously. The mentioned process requires a multi-objective opti-
mization algorithm that can deal with the complexity of problems with simultaneous indexes. This paper
presents the multi-objective version of a recently proposed metaheuristic algorithm called Crystal Structure
Algorithm (CryStAl) which was inspired by the principles underlying the formation crystal structures. For
the performance evaluation of this algorithm which is called MOCryStAl, the benchmark problems of
the Completions on Evolutionary Computation (CEC) on multi-objective optimization, called CEC-09, are
utilized. Some real-world engineering design problems are used to evaluate the efficiency of the proposed
approach. The results demonstrate that the proposed methods can provide excellent results in dealing with
the considered multi-objective problems.

INDEX TERMS Multi-objective optimization, metaheuristic, crystal structure algorithm (CryStAl), com-
pletions on evolutionary computation (CEC), real-world engineering design problem.

I. INTRODUCTION
Optimization is the art of finding the best answer among a set
of possible solutions under some predefined conditions. It is
used for decision-making in various areas such as engineer-
ing, management, economics, and finance [1]–[4]. The com-
plexity and interdependency of advanced engineering sys-
tems require an analyst with, at least, a general understanding
of the system to assist in the optimization of production,
laboratory, store, or service system. Besides, the interaction of
the subsystems should be considered in the study of a system
to ensure its integrity and optimality. In addition, the tech-
nical specifications and limitations of system components
as well as existing uncertainties should be determined and
considered when defining the sought-after goals. These goals
often require multidisciplinary optimization and modeling
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approaches to obtain design solutions. Metaheuristic algo-
rithms are a type of searching techniques in which some
upper-level strategies are utilized for finding the best solution
to a problem. Genetic Algorithm (GA) [5], Particle Swarm
Optimizer (PSO) [6], Ant colony Optimization (ACO) [7],
Chaos GameOptimization (CGO) [8], Atomic Orbital Search
(AOS) [9], Dynamic Water Strider Algorithm (DWSA) [10],
Material Generation Algorithm (MGA) [11], Stochastic Paint
Optimizer (SPO) [12], FlowDirectionAlgorithm (FDA) [13],
Advanced Charged System Search (ACSS) [14], and Hybrid
Invasive Weed Optimization-Shuffled Frog-leaping Algo-
rithm (IWO-SFLA) [15] are some well-known metaheuristic
algorithms. Besides, some of the improved and hybridized
metaheuristics have also been proposed for different appli-
cations [16]–[28].

Multi-objective optimization is an area of multi-criteria
decision-making in which multiple objective functions need
to be optimized simultaneously. Multi-objective optimization
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FIGURE 1. Position updating processes of cubicles containing different crystals.

TABLE 1. Parameters setting of all algorithms.

is also known by other names such as multi-objective pro-
gramming, vector optimization, multi-criteria optimization,
multi-attribute optimization, and Pareto optimization. Multi-
objective optimization methods are used in many branches
of science and engineering. These methods are particularly
used to achieve optimal decisions in problems in which
striking a balance between two or more conflicting goals is
in perspective. In most engineering applications, processes,
and systems, designers make decisions based on different
conflicting goals. For example, in a typical vehicle design
process, in addition to aiming to achieve the highest attain-
able performance, engineers make effort to minimize fuel
consumption and environmental pollution at the same time.
In such cases, becausemore than one objective functionsmust
be considered, it is necessary to consider the application of
multi-objective optimization methods. The most important
feature of such methods is that they provide system engineers
and designers with more than one candidate solution (i.e.
a possible answer to the problem) each of which will show
the balance between the different objective functions.

In recent decades, researchers have proposed the multi-
objective versions of some well-known metaheuristic algo-
rithms where the searching techniques of corresponding
single-objective algorithms have been modified to deal with
multiple objective functions. The multi-objective version of

the Genetic Algorithm (GA) [29] as Non-Dominated Sort-
ing Genetic Algorithm (NSGA), proposed by Srinivas and
Deb, alongside the improved version of this method called
NSGA-II [30], are amongst the primary multi-objective opti-
mization methods in the area of evolutionary computation.

Furthermore, researchers in the field of artificial intelli-
gence have proposed a range of multi-objective developments
such as the Multiple Objective Particle Swarm Optimiza-
tion (MOPSO) by Coello and Lechuga [31], Multi-Objective
Evolutionary Algorithm (MOEA) by Zhang and Li [32],
Multi-Objective Ant Colony Optimization (MOACO) by
Alaya et al. [33], and Multi-Objective Simulated Annealing
(MOSA) by Smith et al. [34]. Besides, the multi-objective
versions of some other recently proposed metaheuris-
tic algorithms have also been proposed, such as the
multi-objective seagull optimization algorithm [35], multi-
objective forest optimization algorithm [36], multi-objective
whale optimization algorithm with differential evolu-
tion [37], multi-objective crow search algorithm [38], and
Multi-objective Slap Swarm Algorithm (MSSA) [39].

Based on the Crystal Structure Algorithm (CryStAl)
developed recently by Talatahari et al. [40], here we pro-
pose the multi-objective version of CryStAl, abbreviated
as MOCryStAl, as a multi-objective metaheuristic algo-
rithm. In this algorithm, the geometric principles of crystal
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Algorithm 1 Pseudo-Code of CryStAl [19]
procedure Crystal Structure Algorithm (CryStAl)

Create random values for initial positions (x ji )
of initial crystals(Cri)

Evaluate fitness values for each crystal
while (t < maximum number of iterations)

for i = 1: number of initial crystals
Create Crmain
Create new crystals by Eq. 4
Create Crb
Create new crystals by Eq. 5
Create Fc
Create new crystals by Eq. 6
Create new crystals by Eq. 7
if new crystals violate boundary conditions
Control the position constraints for new

crystals and amend them
end if

Evaluate the fitness values for new crystals
Update Global Best (GB) if a better solution

is found
end for
t = t + 1

end while
Return GB

end procedure

structures, including the concepts of lattice and basis in the
configuration of crystals, are in perspective. For the perfor-
mance evaluation of this algorithm, the benchmark problems
of the Completions on Evolutionary Computation (CEC) on
multi-objective optimization, called CEC-09 [41], are uti-
lized. Some real-world engineering design problems are used
to evaluate the efficiency of the proposed approach. The
results demonstrate that MOCryStAl is capable of provid-
ing excellent results in dealing with the considered multi-
objective problems.

A. CRYSTAL STRUCTURE ALGORITHM (CryStAl)
Crystalline solids and their rich structural symmetries have
inspired the conception and design of many man-made struc-
tures, mechanisms, and artworks [42]–[54]. The crystal struc-
ture algorithm (CryStAl) is a recently proposed metaheuristic
algorithm in which the geometric principles of crystal struc-
tures are in perspective. As described in [40], the Bravais
model is one of the frequently referenced configurations of
crystals in which a periodic crystal structure is determined by
an infinite lattice shape in which any lattice point is defined
by the positions of related lattice points with a vector r =∑
niai, where ni is an integer, ai is the shortest vector along

the principal crystallographic directions, and i is the number
of crystal corners. At first, the initialization process of the
algorithm is formulated in which a random generation of the

Algorithm 2 Pseudo-Code of MOCryStAl
procedure Multi-Objective Crystal Structure
Algorithm (CryStAl)

Create random values for initial positions (x ji ) of
initial crystals(Cri)

Evaluate fitness values for each crystal
find The GB
obtain The non-dominated answers and create the archive

while (t < maximum number of iterations)
for i = 1: number of initial crystals
Create Crmain
Create new crystals by Eq. 4
Create Crb
Create new crystals by Eq. 5
Create Fc
Create new crystals by Eq. 6
Create new crystals by Eq. 7
if new crystals violate boundary conditions

Control the position constraints for new
crystals and amend them

end if
Evaluate the fitness values for new crystals
end for

evaluate The objective function for all crystals
obtain The non-dominated solution answers
update The archive according to the found non-
dominated answers

If the archive is full
use the grid mechanism to delete the cur

rent archives
add the new answer to the archive

endif
If any of the new added solutions to the

archive is located outside the hypercubes
update the grids
endif
t = t + 1

end while;
Return Archive
end procedure

initial candidate solutions are determined as follows:

Cr =



Cr1
Cr2
...

Cri
...

Crn


=



x11 x21 . . . x j1 . . . xd1
x12 x22 . . . x j2 . . . xd2
...

...
...

...
...

...

x1i x2i . . . x ji . . . x
d
i

...
...

...
...

...
...

x1n x2n . . . x jn . . . xdn


,

{
i=1, 2, . . . , n
j=1, 2, . . . , d

(1)

x ji (0)= x
j
i,min + ξ (x

j
i,max − x

j
i,min),

{
i = 1, 2, . . . , n
j = 1, 2, . . . , d

(2)
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TABLE 2. Bi-objective CEC-09 benchmark functions.

where n is the number of initial candidate solutions or crys-
tals, d is the dimension of the problem; x ji (0) is the initial
position of the crystals; x ji,min and x ji,max are the minimum
and maximum bounds in the considered problem; and ξ is
a randomly generated number in the interval of [0,1].

Based on the concept of ‘basis’ in crystallography, all
the crystals at the corners are considered as the main
crystals, Crmain, determined randomly by considering the
initially-created crystals (candidate solutions). It should be
noted that the random selection process for each step
is determined by omitting the current Cr . The crystal
with the best configuration is determined as Crb while
the mean values of randomly-selected crystals are denoted
by Fc.

The position updating process for the crystals, in which the
basis and lattice principles are utilized, are presented in Fig.1,
where Crnew represents the new position, Crold represents the
old position, and r , r1, r2, and r3 denote randomly-generated
coefficient.

A boundary control flag is determined for considering the
violating variables during the optimization process. In con-
trast, a maximum number of iterations or objective function
evaluation can be considered for termination purposes. The
pseudo-code of CryStAl is presented in Algorithm 1.

B. MULTI-OBJECTIVE CRYSTAL (MOCryStAl)
The Multi-Objective Crystal Structure Algorithm, abbrevi-
ated as MOCryStAl, is developed in this paper with the
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TABLE 3. Tri-objective CEC-09 benchmark functions.

goal of solving some problems more effectively. In order
to perform multi-objective optimization by MOCryStAl,
we integrate three components. The employed components
are very similar to those of (MOPSO) by Coello and
Lechuga [31]. This algorithm has three capabilities for per-
forming multi-objective optimizations as follows:

(i) Archive: The archive contains all of the non-dominated
Pareto optimum responses collected so far. When a
solution is meant to be archived or the archive is full,
an archive controller is a vital component of the archive.
In addition, the archivewill only accept a limited amount
of participants. Non-dominated solutions obtained up to
this step are compared to the existing archive during the
training process of an iteration.

(ii) Leader selection: The leader selection feature facilitates
the selection of the current best place solutions from the
archive as the leaders of the search process.

(iii) Grid mechanism: The grid mechanism features omit
one of the current archive members and adds the new
solution to the archive.

The employed external archive effectively saves the best non-
dominated solutions obtained so far. The grid mechanism
and selection leader component maintain the diversity of the
archive during optimization. The probability of removing a
solution rises in direct proportion to the hypercube’s total
number of solutions (segments). If the archive is full, the most
crowded segments are chosen from which a solution is ran-
domly deleted to make space for the new solution. In an
exceptional circumstance, a solution is added outside the
hypercubes. In this situation, all components are extended
to include the new solutions. As a result, the components of
several alternative solutions can be changed.

In the hope of finding a solution that is close to the
global optimum, the search leaders guide the other search
agents to the more promising areas of the search space.
The solutions in a multi-objective search space, however,
cannot easily be compared due to the Pareto optimality
theories discussed above. The procedure for selecting lead-
ers addresses this problem. As previously stated, there is a
database of the best non-dominated solutions found recently.
The leader selection component chooses the least congested
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TABLE 4. Multimodal benchmark functions with fixed dimensions.

TABLE 5. Statistical results of the CEC-09 benchmark functions for the
IGD performance metric.

regions of the search space and offers the best particles as
non-dominated solutions. Each hypercube is chosen using
a roulette-wheel methodology expressed by the following
equation

Pi =
C
Ni

(3)

TABLE 6. Statistical results of the CEC-09 benchmark functions for the GD
performance metric.

where C is a constant number higher than one and N is the
variety of acquired Pareto optimal answers in the ith section.

As can be concluded from Eq. (3), less congested hyper-
cubes have a higher probability of suggesting new leaders.
The chance of selecting a hypercube to select leaders from
improves as the number of obtained solutions in the hyper-
cube decreases. Importantly, the MOCryStAl approach is
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FIGURE 2. True and obtained Pareto fronts for the CEC-09 problems (UF1-5).

based on the CryStAl method for convergence. If one chooses
a solution from the archive, the CryStAl approach will
most likely be able to increase its already good consistency.

However, finding the Pareto optimal solutions among a
large variety of responses is generally challenging. By using
archive maintenance with the leader function collection,
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FIGURE 3. True and obtained Pareto fronts for the CEC-09 problems (UF6-10).

the problems can be solved. The pseudo-code of MOCryStAl
is presented in Algorithm 2.

II. RESULTS AND DISCUSSION
In this section, the efficiency of the suggested technique
is evaluated using performance measures and case studies,
including unconstrained and constrained bi- and tri-objective
mathematics (CEC-09) and real-world engineering design

problems. The ability of multi-objective optimizers to han-
dle problems with non-convexity and non-linearity is tested
using these problems and mathematical functions. MATLAB
2021a was used to code the algorithm. On the computer,
the following features are used to carry out the current work:
the CPU is 2.3 GHz (an Intel Core i9 computer platform),
and the RAM is 16 GB 2400 MHz DDR4 with Macintosh
(macOS BigSur).
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TABLE 7. Statistical results of the CEC-09 benchmark functions for the
MS performance metric.

TABLE 8. Statistical results of the CEC-09 benchmark functions for the S
performance metric.

TABLE 9. Statistical results of the ZDT and DTLZ benchmark functions for
the GD performance metric.

A. PERFORMANCE METRICS
The following four measures are used to assess the results of
the algorithms:

TABLE 10. Statistical results of the ZDT and DTLZ benchmark functions
for the IGD performance metric.

TABLE 11. Statistical results of the ZDT and DTLZ benchmark functions
for the MS performance metric.

TABLE 12. Statistical results of the ZDT and DTLZ benchmark functions
for the S performance metric.

(i) Generational distance (GD): GD is an index for deter-
mining the sum of adjacent distances of candidate solutions
in different sets achieved by different optimization algorithms
as a credible indicator to measure the convergence behavior
of many-objective metaheuristic optimization algorithms.

GD =

(
1
npf

npf∑
i=1

dis2i

) 1
2

(4)

(ii) Spacing (S): S is the overall distance between can-
didate solutions in different sets achieved by different
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FIGURE 4. True and obtained Pareto fronts for ZDT problems.

optimization algorithms.

S =
(

1
npf

∑npf

i=1
(di − d̄)

2
) 1

2

where d̄ =
1
npf

∑npf

i=1
di

(5)

(iii) Maximum Spread (MS): MS denotes the spread of
candidate solutions in the different solution sets concerning

both numbers of distinct optimum choices.

MS=

 1
m

m∑
i=1

[
min

(
f maxi ,Fmaxi

)
-max(f mini ,Fmini )

Fmaxi − Fmini

]2 1
2

(6)

iv. Inverted Generational Distance (IGD): IGD is a metric
for the quality evaluation of the approximations to the Pareto
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FIGURE 5. True and obtained Pareto fronts for DTLZ problems.

TABLE 13. Statistical results of the engineering problems for the GD performance metric.

front achieved by different many-objective algorithms.

IGD =

√∑n
i=1 d

2
i

n
(7)

B. EXPERIMENTAL SETUP
This section compares MOPSO, MSSA, and MOMVO to
MOCryStAl, and the best figure of a collection of Pareto opti-
mal is shown. Table 1 lists the initial settings for each algo-
rithm. Each experiment had a maximum of 1000 iterations
and 100 populations. As illustrated in Tables 2-4 and appen-
dices A and B, this section puts the proposed algorithm to the
test in 25 different case studies, including seventeen uncon-
strained and constrained bi- and tri-objective mathematical
problems, as well as eight real-world engineering design
problems.

1) DISCUSSION OF THE CEC-09 TEST FUNCTION
In Table 5, the comparative and statistical results of differ-
ent multi-objective approaches alongside the proposed algo-
rithm, namely MOCryStAl, are presented. The mentioned
comparison metrics such as the GD, S, MS, and IGD are
utilized in dealing with the CEC-09 problems. It turned out
that MOCryStAl can outrank the other approaches, with
regard to the IGD index, in five of the problems while the
other methods, such as MSSA, also produce very competitive
results.

ConcerningGD,which are calculated in Table 6,MOCryS-
tAl can provide acceptable results in most cases, including
the five complex CEC-09 problems. The average results of
UF8 in MOCryStAl have total differences of 90%, 80%,
and 28% from MOPSO, MSSA, and MOMVO, respec-
tively, which demonstrates the capability of the proposed
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TABLE 14. Statistical results of the engineering problems for the IGD performance metric.

TABLE 15. Statistical results of the engineering problems for the MS performance metric.

TABLE 16. Statistical results of the engineering problems for the S performance metric.

multi-objective algorithm in dealing with these sorts of com-
plex problems.

Based on the results in Tables 7 and 8 in which the MS and
S are presented, the ability of the MOCryStAl in outranking
the other approaches are demonstrated. In Figs. 2 and 3,
the true and obtained Pareto fronts for CEC-09 problems are
represented by means of the proposedMOCryStAl method in

which this algorithm can create better solutions with closer
distance to the Pareto front.

2) DISCUSSION OF THE ZDT AND DTLZ TEST FUNCTIONS
This section presents the statistical results of different
methods alongside the proposed MOCryStAl algorithm in
dealing with the multimodal benchmark functions with
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FIGURE 6. True and obtained Pareto fronts for engineering design problems (BNH, CONSTR, DISK BRAKE, and 4-BAR TRUSS).

fixed-dimension. In Table 9, the comparative results of the
GD performance metric are demonstrated. The capability of
the proposed methods in outranking the other multi-objective
algorithms in four of these problems is demonstrated.

Regarding the IGD metric in dealing with the multimodal
benchmark functions with fixed-dimension, the MOPSO,
MSSA, and MOMVO are capable of providing best results
for only one or two of the considered test problems. At the
same time, the proposedMOCryStAl is capable of outranking
the other methods in four of these complex test problems
which demonstrate its capability in dealing with these sorts
of complex problems.

In other metrics such as the MS and S indices, MOCryStAl
is able to provide even more acceptable results than the IGD

index, while this algorithm is capable of outranking the other
methods in most of the considered test problems.

The true and obtained Pareto fronts for the ZDT and DTLZ
problems by means of the proposed MOCryStAl method are
illustrated in Fig. 4 and Fig. 5, respectively. It can be seen
that this algorithm can create better solutions with a closer
distance to the Pareto front.

3) DISCUSSION OF THE ENGINEERING PROBLEMS
Based on the fact that the novel multi-objective algo-
rithms should be evaluated by means of some difficult real-
world optimization problems, the capability of the proposed
MOCryStAl is assessed through some other optimization
problems. I these cases, the GD (Table 13), IGD (Table 14),
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FIGURE 7. True and obtained Pareto fronts for engineering design problems (WELDED BEAM, OSY, SPEED REDUCER, and SRN).

MS (Table 15), and S (Table 16) metrics are also utilized
for performance evaluation while the results demonstrate the
superiority of the proposed algorithm in most of the cases.
In Fig. 6 and Fig. 7, the true and obtained Pareto fronts
for these problems are represented through the proposed
MOCryStAl method. This algorithm can create better solu-
tions with a closer distance to the Pareto front.

III. CONCLUSION AND FUTURE WORK
This paper presented the multi-objective version of the Crys-
tal Structure Algorithm (CryStAl) as a recently proposed
metaheuristic algorithm inspired by some geometric princi-
ples of crystal structures including the lattice and basis in the

configuration of crystals. For the performance evaluation of
this algorithm, the benchmark problems of the Completions
on Evolutionary Computation (CEC) on multi-objective opti-
mization called CEC-09 were utilized. Some real-world engi-
neering design problems were used to evaluate the efficiency
of the proposed MOCryStAl approach. This paper demon-
strates that MOCryStAl is capable of outranking the other
approaches considering the IGD index in five of the CEC-
09 problems while the other methods such as MSSA also
produce very competitive results. Concerning GD, the aver-
age results of UF8 in MOCryStAl had total differences of
90%, 80%, and 28% from the results of MOPSO, MSSA, and
MOMVO, respectively, which demonstrate the capability of
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the proposed multi-objective algorithm in dealing with such
challenging problems. By considering the true and obtained
Pareto fronts for the CEC-09, ZDT, and DTLZ problems, it is
concluded that the proposed MOCryStAl method can create
better solutions with a closer distance from the Pareto front.

APPENDIX A: ONSTRAINED MULTI-OBJECTIVE TEST
PROBLEMS (USED IN THIS PAPER)
CONSTR
There are two constraints and two design variables in this
problem, which have a convex Pareto front.

Minimize f1 (x) = x1 (A.1)

Minimize f2 (x) = (1+ x2)/x1 (A.2)

where g1 (x) = 6− (x2 + 9x1) (A.3)

g2 (x) = 1+ x2 − 9x1)

0.1 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 5 (A.4)

SRN
Srinivasan and Deb [55] suggested a continuous Pareto opti-
mal front for the following problem:

Minimize f1(x) = 2+ (x12)2 + (x21)2 (A.5)

Minimize f2 (x) = 9x1(x21)2 (A.6)

where g1(x) = x21 + x
2
2 − 255 (A.7)

g2 (x) = x1 − 3x2 + 10

− 20 ≤ x1 ≤ 20,−20 ≤ x2 ≤ 20 (A.8)

BNH
Binh and Korn [56] were the first to propose this problem as
follows:

Minimize f1(x) = 4x21 + 4x22 (A.9)

Minimize f2(x) = (x1 − 5)2 + (x2 − 5)2 (A.10)

where g1(x) = (x1 − 5)2 + x22 − 25 (A.11)

g2(x) = 7.7− (x1 − 8)2 − (x2 + 3)2

0 ≤ x1 ≤ 5, 0 ≤ x2 ≤ 3 (A.12)

OSY
Osyczka and Kundu [57] proposed five distinct regions for
the OSY test issue. There are also six constraints and six
design variables to consider as follows:

Minimize f1(x) = x21 + x
2
2 + x

2
3 + x

2
4 + x

2
5 + x

2
6 (A.13)

Minimize f2(x) = [25(x1 − 2)2 + (x2 − 1)2 + (x3 − 1)

+ (x4 − 4)2 + (x5 − 1)2] (A.14)

where g1 (x) = 2− x1 − x2 (A.15)

g2(x) = −6+ x1 + x2 (A.16)

g3(x) = −2− x1 + x2 (A.17)

g4(x) = −2+ x1 − 3x2 (A.18)

g5(x) = −4+ x4 + (x3 − 3)2 (A.19)

g6(x) = 4− x6 − (x5 − 3)2 (A.20)

0 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 10, 1 ≤ x3 ≤ 5

0 ≤ x4 ≤ 6, 1 ≤ x5 ≤ 5, 0 ≤ x6 ≤ 10 (A.21)

APPENDIX B: CONSTRAINED MULTI-OBJECTIVE
ENGINEERING PROBLEMS (USED IN THIS PAPER)
THE FOUR-BAR TRUSS DESIGN PROBLEM
The 4-bar truss design problem [58], in which the structural
volume (f1) and displacement (f2) of a 4-bar truss should
be minimized, is a well-known problem in the structural
optimization field. There are four design variables (x1 − x4)
connected to the cross-sectional area of members 1, 2, 3,
and 4, as shown in the equations below:

Minimize f1 (x) = 200× (2× x (1)+ sqrt (2× x (2))

+ sqrt (x (3))+ x (4)) (B.1)

Minimize f2(x) = 0.01×
(

2
x(1)

)
+

(
2× sqrt(2)

x(2)

)
− ((2× sqrt(2))/x(3))+ (2/x(1)))

1 ≤ x1 ≤ 3, 1.4142 ≤ x2 ≤ 3

1.4142 ≤ x3 ≤ 3, 1 ≤ x4 ≤ 3 (B.2)

THE WELDED BEAM DESIGN PROBLEM
Ray and Liew [59] suggested four constraints for the welded
beam design issue. In this issue, the fabrication cost (f1) and
beam deflection (f2) of a welded beam should be minimized.
The thickness of the weld (x1), the length of the clamped bar
(x2), the height of the bar (x3), and the thickness of the bar
(x4) are the four design variables.

Minimize f1 (x) = 1.10471× x(1)2 × x (2)

+ 0.04811× x(3)× x(4)× (14+ x (2))

(B.3)

Minimize f2 (x) = 65856000/(30× 106 × x(4)× x (3)3)

(B.4)

where g1 (x) = τ − 13600 (B.5)

g2(x) = σ − 30000 (B.6)

g3 (x) = x (1)− x(4) (B.7)

g4 (x) = 6000− P

0.125 ≤ x1 ≤ 5, 0.1 ≤ x2 ≤ 10

0.1 ≤ x3 ≤ 10, 0.125 ≤ x4 ≤ 5 (B.8)

where q = 6000×
(
14+

x(2)
2

)
;D

= sqrt
(
x(2)2

4
+
x(1)+ x(3))2

4

)
(B.9)

J = 2×
(
x(1)× x(2)× sqrt(2)×

(
x(2)2

12

+
(x(1)+ x(3))2

4

))
(B.10)

α =
6000

sqrt(2)× x(1)× x(2)
(B.11)

β = Q×
D
J

(B.12)
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DISK BRAKE DESIGN PROBLEM
Ray and Liew [59] proposed the disc brake design issue,
which has multiple constraints. Stopping time (f1) and brake
mass (f2) for a disc brake are the two objectives to be min-
imized. The inner radius of the disc (x1), the outer radius
of the disc (x2), the engaging force (x3), and the number of
friction surfaces (x4) as well as five constraints, are shown in
the following equations:

Minimize f1 (x) = 4.9× (10)(−5) × (x(2)(2)

− x (1)(2))× (x (4)− 1) (B.13)
Minimize f2 (x) = (9.82× (10)(6)))× (x(2))(2)

−x (1)(2)))/((x(2))(3)

−x (1)(3))× x (4)× x (3)) (B.14)
g1 (x) = 20+ x (1)− x(2) (B.15)
g2 (x) = 2.5+ (x (4)+ 1)− 30 (B.16)

g3 (x) = (x (3))/(3.14×
(
x (2)2 − x (1)2

)2
)− 0.4

(B.17)
g4 (x) = (2.22× (10)(−3) × x (3)

×

(
x (2)3−x (1)3

)
)/(
(
x (2)2−x (1)2

)2
)−1

(B.18)
g5 (x) = 900− (2.66× (10)(−2) × x (3)× x (4)

×

(
x (2)3 − x (1)3

)
)/(
(
x (2)2 − x (1)2

)2
)

55 ≤ x1 ≤ 80, 75 ≤ x2 ≤ 110
1000 ≤ x3 ≤ 3000, 2 ≤ x4 ≤ 20 (B.19)

SPEED REDUCER DESIGN PROBLEM
The weight (f1) and stress (f2) of a speed reducer should be
minimized in the speed reducer design issue, which is well-
known in the field of mechanical engineering [58] and [60].
There are seven design variables: gear face width (x1), teeth
module (x2), number of teeth of a pinion (x3 integer variable),
distance between bearings 1 (x4), distance between bearings
2 (x5), the diameter of shaft 1 (x6), and the diameter of shaft 2
(x7), as well as eleven constraints.

Minimize f 1 (x) = 0.7854× x (1)× x(2)2 × (3.3333

× x
(
3)2 + 14.9334× x (3)

)
. . .

− 43.0934)−1.508×x(1)×(x(6)2+x(7)2

(B.20)

Minimize f 2(x) = ((sqrt(((745× x(4))/x(2)× x(3)))2

+ 19.9e6)/(0.1× x(6)3)) (B.21)

where g1 (x) = 27/(x (1)× x
(
2)2 × x (3)

)
− 1 (B.22)

g2 (x) = 397.5/(x (1)× x(2)2 × x
(
3)2
)
− 1 (B.23)

g3 (x)= (1.93× (x
(
4)3
)
/(x(2)× x(3)× x

(
6)4
)
− 1

(B.24)

g4 (x)= (1.93× (x
(
5)3
)
/(x(2)× x(3)× x

(
7)4
)
− 1

(B.25)

g5 (x) = ((sqrt((745× x (4))/x(2)

× x
(
3)))2 + 16.9e6

)
)/(110× x

(
6)3
)
)− 1

(B.26)

g6 (x) = ((sqrt((745× x (4))/x(2)

× x
(
3)))2 + 157.5e6

)
)/(85× x

(
7)3
)
)− 1

(B.27)

g7 (x) = ((x(2)× x(3))/40)1 (B.28)

τ = sqrt
(
α2 + 2× α × β ×

x(2)
2× D

+ β2
)

(B.29)

σ =
504000

x(4)× x(3)2
(B.30)

tmpf = 4.013×
30× 106

196
(B.31)

P = tmpf × sqrt
(
x(3)2 ×

x(4)6

36

)

×

1− x(3)×
sqrt

(
30
48

)
28

 (B.32)
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