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ABSTRACT This study aimed to automatically construct knowledge graphs for online collaborative
programming. We proposed several models and developed a system to construct knowledge graphs based
on online discussion texts and the target knowledge graph for the C programming language. Our system
included two main modules, namely, entity recognition and relation extraction. We proposed an innovative
approach for recognizing knowledge entities, which included sequence tagging, text classification, and
keywordmatching. The extraction of relationships among knowledge entities was performed through queries
of the target knowledge graph. The six kinds of knowledge graphs could be automatically generated through
our method, including the activated and unactivated knowledge graphs of each student, each group, and each
class. The accuracy of entity recognition reached 87.27%. The accuracies of relation extraction for students,
groups, and the class reached 89.7%, 90.4%, and 90.2%, respectively. This study is very promising and
significant for both teachers and practitioners to provide interventions and personalized learning services
based on the constructed knowledge graphs.

INDEX TERMS Knowledge graph, entity recognition, relation extraction, deep neural network model,
online collaborative learning, collaborative programming.

I. INTRODUCTION
Online collaborative learning has been widely used in the
field of education, especially during Corona Virus Disease
2019 (COVID-19). Online collaborative learning is also
known as telecollaboration, which is defined as an educa-
tional endeavor that engages learners in different locations
through networks and resources to learn together [1]. The
benefits of online collaborative learning have been well
documented. For example, online collaborative learning cre-
ates learning communities and provides multiple interactive
opportunities with others anywhere and anytime [2]. Online
collaborative learning contributes to improving problem-
solving abilities, enhancing communication skills, increasing
learning outcomes, and promoting intellectual curiosity [3].

The associate editor coordinating the review of this manuscript and
approving it for publication was Chia-Wen Tsai.

Furthermore, learners often generate a large volume of
discussion texts during online collaborative learning [4].
It has been pointed out that online discussion texts should be
analyzed in real-time to detect the learners’ perceptions, prob-
lems or difficulties [5]. However, previous studies analyzed
online discussion texts manually through content analysis
methods [6], lag sequential analysis [7], or epistemic network
analysis [8]. It is very difficult to capture learners’ knowledge
gains, their knowledge building progress, and difficulties
directly through manual analysis methods. Moreover, stu-
dents often have difficulties in terms of establishing shared
understanding [9] and engaging in learning [10] during
online collaborative learning. Therefore, it is necessary to
provide real-time analytics results to demonstrate the latest
knowledge-building progress. Only in this way can teachers
and instructors provide real-time and personalized support for
learners to improve their learning performance.
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To automatically analyze online discussion texts and
to understand the learners’ knowledge-building progress,
natural language processing and knowledge graphs tech-
niques have potential for facilitating the automatic generation
of knowledge graphs. Knowledge graphs can demonstrate
knowledge and their relationships [11] to visually represent
the learners’ knowledge-building progress and problems.
Nevertheless, there is still a lack of studies on the automatic
generation of knowledge graphs in the online collaborative
programming field. To close this research gap, this study
aimed to automatically construct knowledge graphs based
on online discussion texts during online collaborative pro-
gramming. There are six types of knowledge graphs that
can be constructed automatically in this study, including the
activated knowledge graph of each student, the unactivated
knowledge graph of each student, the activated knowledge
graph of each group, the unactivated knowledge graph of each
group, the activated knowledge graph of the whole class, and
the unactivated knowledge graph of the whole class.

The main contributions of this paper are as follows:

• To the best of our knowledge, this is the first work that
automatically constructed knowledge graphs based on
online discussion transcripts during online collaborative
programming.

• An innovative system is proposed to construct knowl-
edge graphs, including entity recognition through
sequence tagging, text classification, and keyword
matching, relation extraction through a query from the
target knowledge graph.

• Six types of knowledge graphs could be automatically
constructed through our method, including the activated
and unactivated knowledge graphs of each student,
each group, and each class. The constructed knowledge
graphs provide important references for personalized
learning support.

• We demonstrate an experiment by constructing a
knowledge graph for C programming. The accuracies of
entity recognition and relation extraction are very high
and satisfactory.

The rest of this paper is organized as follows:
Section 2 introduces the related work. Section 3 illustrates
the proposed system and method. Section 4 demonstrates the
experiment, results, and an exemplary case. Section 5 dis-
cusses the implications and limitations. Section 6 concludes
the paper.

II. RELATED WORK
A. ONLINE DISCUSSION TEXT ANALYSIS OF ONLINE
COLLABORATIVE LEARNING
In the field of online collaborative learning, researchers
sought to adopt qualitative analysis methods, quantitative
analysis methods, and mixed analysis methods to analyze
online discussion texts. Commonly used qualitative analysis
methods in this field include conversation analysis, ethno-
graphic analysis, and case studies [12]. The quantitative

analysis method aims to create and test predictions about
the relationships between collaborative learning processes
and learning outcomes, such as the content analysis method
and the social network analysis method [13]. Furthermore,
the mixed-analysis method extracts the strengths of both the
qualitative and quantitative analysis methods to provide a
comprehensive analysis of the online collaborative learning
process and outcomes.

Some studies attempted to analyze online discussion
texts through machine learning methods. For example,
Liu et al. [14] adopted the naive Bayes algorithm to
automatically classify online discussion texts to analyze
the teachers’ reflective thinking. Xie et al. [15] used a
logistic regression model and the adaptive boosting model to
classify online discussion texts to identify opinion leaders.
Wu et al. [16] employed a supervised machine learning
algorithm to automatically analyze online discussion texts in
large-scale online forums to predict academic performance.

However, Hadi et al. [17] addressed the concept that
traditional machine learning depended heavily on human-
designed features, making it difficult to capture semantic
representations [18]. Furthermore, very few studies have
adopted deep learning technology to automatically classify
online discussion texts. Compared with traditional machine
learning techniques, the use of deep learning techniques
for text classification can eliminate the process of manual
feature extraction and capture the contextual semantic
relationships [19]. Therefore, this study adopted deep neural
network models to automatically analyze online discussion
texts in an online collaborative programming setting.

B. ONLINE COLLABORATIVE PROGRAMMING
Collaborative programming is an effective pedagogical
approach, in which a group of learners complete the program-
ming code and tasks together [20]. The purpose of online
collaborative programming is to improve programming skills
through online writing and revising programming code with
peers [21]. It has been found that there are many advantages
of online collaborative programming, including improv-
ing computational thinking competence [22], programming
skills [23], and problem-solving abilities [24].

However, learners often have many difficulties during
online collaborative programming. For example, students
become less engaged in programming when they have
difficulties in writing codes [10]. Learners cannot achieve
shared understanding and knowledge convergence during
collaborative programming [9]. Moreover, group members
cannot capture the latest progress during online collaborative
programming. There is a lack of continuous inspection during
programming, which leads to poor-quality programming
skills [25].

In addition, learners generate a large amount of data
during online collaborative programming. If there is a lack
of real-time analysis, teachers and instructors cannot provide
personalized guidance or intervention when students have
difficulties in programming [21]. Therefore, there is an
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urgent need to automatically analyze online discussion texts
during online collaborative programming. This study aimed
to automatically construct knowledge graphs for online
collaborative programming to provide the latest progress in
collaborative knowledge building.

C. KNOWLEDGE GRAPHS
The phrase ‘‘knowledge graph’’ was initially used in 1972 [26]
and the modern incarnation of the phrase originates from the
Google Knowledge Graph in 2012 [27], [28]. A knowledge
graph is defined as a graph that represents real-world entities
and their relationships [26]. Entities can be real-world objects
and abstract concepts, and their relationships represent the
relationships among the entities [29]. The main tasks of
constructing knowledge graphs include entity recognition and
relation extraction [29].

Entity recognition or named entity recognition (NER)
aims to identify the mentions of named entities in a
text [30], including people, organizations, locations, and
other types [31]. Typically, there are three approaches to
conduct entity recognition. The first approach is to adopt
supervised methods to manually label all entities in a
training data set [28], [32]. The second approach is the
bootstrapping-based approach that utilizes seed examples
of the entity to recognize entities [28], [33]. The third
approach is the distant supervision, which adopts known
entities in a knowledge graph as seed examples to recognize
entities [28], [34]. To effectively recognize entities, different
models have been developed and applied in previous studies.
There are two types of mainstream models. One is the
conditional random field (CRF) [35] and the other is the
neural networks model [29], [36]. The CRF model has been
widely used in terminology recognition [37] and Chinese
entity recognition [29], [38]. In addition, the neural network
model has been used to recognize entities, including the gated
recurrent unit [39], long short-term memory (LSTM) [40],
bidirectional LSTMs (BiLSTM)with a sequential conditional
random filed layer on top [41], and transition-based parsing
with states represented by stack LSTMs [42].

Relation extraction is used to extract unknown relational
facts and add them into knowledge graphs [29]. Currently,
most studies have adopted learning-based frameworks [43]
to extract relations. The learning-based frameworks include
supervisedmethods [32], bootstrapping [44], andweak super-
vision [45]. The neural relation extraction methods include
convolutional neural networks (CNNs), recurrent neural
networks (RNNs), attention mechanism, graph convolutional
networks (GCNs), adversarial training, reinforcement learn-
ing, and others [29]. In addition, some researchers have
adopted knowledge base completion [46] and refinement
techniques [11] to detect missing relations. Furthermore,
it has been found that a knowledge graph embedding-based
link prediction method is a promising method, which can
address knowledge graph incompleteness through predicting
missing facts among entities [47].

Knowledge graphs have become a popular research
direction and many topics emerged, including knowledge
graph representation learning, knowledge acquisition and
completion, temporal knowledge graph, and knowledge-
aware applications [48]. In addition, knowledge graphs
have been widely used in different fields, such as question
answering [49], search [50], recommender systems [51],
and machine reading comprehension [52]. A domain-specific
knowledge graph is represented in terms of semantically
interrelated entities and relations in a specific domain and
domain-specific knowledge graph can be adopted to alleviate
the problem of selecting resources to benefit teachers and
learners [53]. Recently, knowledge graphs have been adopted
in the field of education. For example, Chen et al. [36]
proposed a KnowEdu system to automatically construct
a knowledge graph for mathematics in middle school.
Liu et al. [54] proposed three approaches to constructing
directed concept graphs based on online courses from differ-
ent providers, including a classification approach, a learning
to rank approach, and a nearest-neighbor search approach. In
addition, Chaplot and Koedinger [55] created a prerequisite
structure graph based on educational material as well as
student activity data, and they found that an unsupervised
approach outperformed the supervised methods. Further-
more, Abu-Salih et al. [56] proposed a credibility-based
domain-specific knowledge graph embedding framework to
construct a domain-specific knowledge graph based on an
extended politics domain augmented ontology.

However, there is a lack of studies on constructing
knowledge graphs based on online discussion transcripts in
online collaborative programming settings. This study aimed
to close the research gap to construct knowledge graphs for
online collaborative programming. The following sections
will illustrate the proposed models and system.

III. SYSTEM
The purpose of the system is to generate the activated
and unactivated knowledge graphs of each student, each
group, and the whole class (all groups) based on discussion
transcripts during online collaborative programming. The
construction of these knowledge graphs depends on the target
knowledge graph. Before online collaborative programming,
teachers drew a target knowledge graph to represent the
expected knowledge gains. The target knowledge graph
consists of all knowledge entities and their relationships.
The types of knowledge entities and relationships were
adapted from Yang [57]. There are five types of knowledge
entities, namely, concepts, principles, processes, examples,
and formats. There are three types of relationships, namely,
‘‘is a kind of’’, ‘‘has characteristic of’’, and ‘‘including’’. The
target knowledge graph is stored in the Neo4j graph database.

A. SYSTEM OVERVIEW
Figure 1 shows the system architecture of constructing
knowledge graphs for online collaborative programming.
There are two modules in this system: the entity recognition
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FIGURE 1. The system architecture of constructing knowledge graphs for
online collaborative programming.

module and the relation extraction module. The entity
recognition module takes charge of recognizing the knowl-
edge entity from online discussion texts during online pro-
gramming. Different entity recognition techniques, such as
sequence tagging, text classification, and keyword matching
are adopted to recognize the knowledge entity. The relation
extraction module takes charge of extracting the relationships
among the knowledge entities. Specifically, the activated and
unactivated relationships can also be recognized through our
system. After recognizing the knowledge entity and relations,
knowledge graphs for C programming can be generated
automatically to provide services for teachers, students,
groups, and the whole class. In total, there are six kinds
of knowledge graphs that can be automatically generated
through the system, including the activated and unactivated
knowledge graphs for each student, each group, and thewhole
class. In the following sections, we will describe the two
modules in detail.

B. ENTITY RECOGNITION MODULE
In this study, we proposed an innovative method to recognize
knowledge entities accurately. This method includes three
steps, namely sequence tagging, text classification, and
keyword matching. Figure 2 shows the entity recognition
process. In the present study, there are two types of target
knowledge entities: one is the directly matched knowledge
entity, and the other is the semantically matched knowledge
entity. Sequence tagging aims to recognize semantically
matched knowledge entities. Text classification aims to
recognize directly matched knowledge entities and irrelevant
knowledge. Keyword matching aims to recognize directly
matched knowledge entities. The following sections will
illustrate each step in depth.

FIGURE 2. The entity recognition process.

FIGURE 3. The architecture of the BERT-LSTM-CRF model.

1) SEQUENCE TAGGING
The first step of sequence tagging is to recognize semantically
matched knowledge entities. The model is the Bidirectional
Encoder Representations from the Transformers (BERT)-
LSTM-CRF model. The BERT is designed to pretrain deep
bidirectional representations from unlabeled texts and the
pre-trained model can be fine-tuned with one additional
output layer [58]. We integrated BERT, LSTM, and CRF to
achieve the best performance. Figure 3 shows the architecture
of the BERT-LSTM-CRF model. First, the sentence is
represented as a sequence of vectors through the BERT
embedding layer. The Bert model is mainly based on a
transformer structure with an attention mechanism. The
probability related to each word in the sentence is calculated
by formula (1) [59]:

Attention(Q,K ,V ) = softmax
(
QKT
√
dk

)
V (1)

where Q denotes query, K denotes keys, V denotes values,
and dk denotes the keys of the dimension. In this study,
BERT-Base in Chinese was selected as the pretrained
model. We adopted the BERT sentence vector as the text
representation and the dimension of a single sentence vector
was set as 768 dimensions. The sentence length can be
adjusted by setting a sliding window.

Second, the embedding layer is given as an input from
the LSTM layer. LSTM computes a representation of the
sequence at each time point t. The LSTM memory cell is
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implemented based on [40]. Given the input sequence X =
{x1, x2, . . . , xt}, at each time point t, there are input gate it,
forget gate ft and output gate ot. The memory unit ct controls
the input and the forgetting of data through the different gate
control units. The calculation formulas are as follows:

it = σ (Wi · [h(t−1), xt ]+ bi) (2)

C̃t = tanh(WC · [ht−1, xt]+ bc) (3)

Ct = ft · Ct−1 + it · C̃t (4)

ft = σ (Wf · [h(t−1), xt]+ bf) (5)

ot = σ (Wo · [h(t−1), xt]+ bo) (6)

ht = ot · tanh(Ct) (7)

where σ is the sigmoid function; Wi, WC, Wf, Wo are
weight matrices; and bi, bc, bf, bo are bias units. In terms
of our model, dropout is set as 0.5 in the LSTM layer. The
model optimization function is Adam and the loss function is
crf.loss_function. By adjusting the sliding window, the sen-
tence length ranges from 20 to 500.

Finally, we adopted CRF [35] to calculate the conditional
probability distribution of the labeling sequence according to
the given prediction sequence, and then we used the Veterbi
algorithm [60] to predict the maximum possible sequence as
the labeling result.

FIGURE 4. The flow chart of text classification.

2) TEXT CLASSIFICATION
The second step of entity recognition is to classify the directly
matched knowledge entity and the irrelevant knowledge texts.
Figure 4 shows the flow chart of the text classification.
We tested and compared the performance of four types of
classifiers, including BERT, BERT + random forest (RF),
BERT+LSTM, and BERT+BiLSTM. Then, the best model
was adopted to predict the text classification results.

3) KEYWORD MATCHING
The third step of entity recognition is to conduct keyword
matching to extract the matched knowledge entity directly.
First, a keyword library was built based on the target knowl-
edge and online discussion transcripts. Second, the directly
matched knowledge entity was extracted automatically

through string matching. Finally, the accuracy of automatic
keyword extraction was evaluated through the precision,
recall rate, and accuracy rate.

FIGURE 5. The flow chart of relation extraction.

C. RELATION EXTRACTION
After recognizing knowledge entities, the next step is to
extract relations. As shown in Figure 5, there are three types
of relations to be extracted, namely the relations between
knowledge entities, the activated relations, and unactivated
relations. The relations between knowledge entities are
extracted through query from the target knowledge graph.
The activated relations were established among knowledge
entities, each student, each group, and the class. The
unactivated relations were established through comparing
activated relationships with the target knowledge graph.
The following sections will illustrate the relation extraction
through an example.

FIGURE 6. An example of relation extraction.

1) EXTRACTION OF RELATIONS AMONG
KNOWLEDGE ENTITIES
Figure 6 shows an example of relation extraction. The
relations between knowledge entities can be regarded as
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the relation A between knowledge entity 1 and knowledge
entity 2. The relation extraction between the two entities
is conducted through a query from the target knowledge
graph. When two knowledge entities have been recognized,
the relation between them could be mapped automatically
from the target knowledge graph.

2) EXTRACTION OF ACTIVATED AND UNACTIVATED
RELATIONSHIPS
As shown in Figure 6, the activated and unactivated
relationships can be regarded as the relation B and the
relation C, respectively. We established activated relation-
ships among each knowledge entity and each student, group,
and class. These can be represented by triples, namely
(student name, activated, knowledge entity), (group number,
activated, knowledge entity), and (class, activated, knowledge
entity). Through comparing the active relationships with the
relationships of the target knowledge graph, all unactivated
relationships can be identified clearly. These can also be
represented by triples, namely (student name, unactivated,
knowledge entity), (group number, unactivated, knowledge
entity) and (class, unactivated, knowledge entity). Thus,
activated and unactivated relationships can be extracted and
established.

D. CONSTRUCT AND STORE A KNOWLEDGE GRAPH
The purpose of this step is to construct knowledge graphs
through integrating several optimal models. We integrated
the entity recognition model, the text classification model,
and the keyword matching model to recognize and predict
knowledge entities in online discussion texts during online
collaborative programming. After completing entity recogni-
tion and relationship extraction, the activated and unactivated
knowledge graphs of each student, each group, and the class
can be stored in the Neo4j graph database. The knowledge
graph of the class consists of the knowledge graphs of all
groups.

IV. EXPERIMENT AND RESULTS
A. DATA SET
This study adopted the VSCode software as an online
collaborative programming platform for data collection.
Learners used the LiveShare chat room in VSCode for online
discussion. The VSCode software includes two areas: one is
the programming area and the other is the discussion area,
as shown in Figure 7. Online discussion transcripts were
automatically recorded through the VSCode software.

This experiment initially recruited 103 college students
who attended the C language course. After the pretest,
13 students with a score of less than 60 were excluded.
Finally, there were 90 college students with 59 men
and 31 women who participated in this experiment. The
90 participants were divided into 30 groups of three students
each. The collaborative programming task was to develop a
program about the three-person version of the snake game

FIGURE 7. Screen shot of the online collaborative programming platform.

through C language. The game applied four rules. The first
rule is that different snakes are represented by different
colors. The second rule is that the length adds one if a snake
eats one piece of food. The third rule is that the game will fail
when the player encounters other game players, walls, or their
own body. The fourth rule is that the player with the highest
score wins within 3 minutes of the countdown. All of groups
completed the same online collaborative programming task.

B. EXPERIMENTAL SETUP
1) THE TARGET KNOWLEDGE GRAPH
In this experiment, there are 92 knowledge entities in the
target knowledge graph, including 38 conceptual entities,
14 principle entities, 5 process entities, 24 example entities,
and 11 format entities. In addition, there were 45 relations
about ‘‘a kind of’’, 14 relations about ‘‘has characteristics
of’’, and 35 relations about ‘‘including’’ in the target
knowledge graph. In total, there were 94 triples in the target
knowledge graph.

Furthermore, this study set up the class graph. The node
types in the class knowledge graph included the class, group,
and student. There are 121 nodes, including 1 class node, 30
group nodes, and 90 student nodes. The relationship types
in the class knowledge graph are, namely, belong to (group
node, belong to, class) and (student node, belong to, group).
In total, there are 120 relationships among 121 nodes. Both
the target knowledge graph and class graph were stored in the
Neo4j graph database for retrieval later.

2) ENTITY RECOGNITION
a: SEQUENCE TAGGING
In this experiment, there were 14193 online discussion
transcripts generated by 30 groups, which comprised the
overall data sets. According to the labeling rules, two research
assistants who know C language well manually labeled all of
the discussion transcripts and resolved any discrepancies. The
order of the original online discussion transcripts was kept to
obtain contextual semantics. We selected a single discussion
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TABLE 1. The 12 classification labels and the data distribution.

transcript as a word and multiple discussion transcripts as
sentences to form 12 classification labels, among which there
were 11 semantically matched knowledge entities as well
as other directly matched knowledge entities and irrelevant
knowledge texts. Table 1 shows all of the labels and the data
distribution.

b: TEXT CLASSIFICATION
After recognizing 11 semantically matched knowledge enti-
ties, the next step is to classify directly matched knowledge
entities and irrelevant knowledge texts. In total, there were
10351 discussion transcripts for these two types of texts. Two
research assistants classified 10351 discussion transcripts,
among which 0 represented irrelevant knowledge texts, and
1 representing directly matched knowledge entities. The data
set is shown in Table 2. Before the model training, the overall
data set was divided into the training set, the validation set,
and the test set according to the ratio of 7:2:1. That is,
the overall data set contains 8493 irrelevant knowledge texts
and 1858 directly matched knowledge entities.

TABLE 2. The data distribution of the text classification.

c: KEYWORD MATCHING
In this study, the keyword library includes 92 entities and
58 of them include 148 synonyms. Table 3 shows some
examples of the entity and its synonyms. Each comma in

TABLE 3. Some examples of the keyword library.

TABLE 4. The accuracy of different lengths.

the entity synonyms separates a synonymous entity. The
thesaurus size is 240 words in total.

C. RESULTS
1) ENTITY RECOGNITION
a: SEQUENCE TAGGING
Table 4 shows the accuracy of the different lengths. It was
found that the accuracy of our model achieved the highest
(85.8%) when the sentence length was set to 500. Therefore,
the sentence length was fixed at 500 to achieve the best
performance.

b: TEXT CLASSIFICATION
Table 5 shows the results of the text classification. It was
found that the BERT + RF achieved the best performance.
The overall accuracy achieved 0.91.

VOLUME 9, 2021 117975



Y. Zhen et al.: Constructing Knowledge Graphs for Online Collaborative Programming

TABLE 5. The results of text classification.

c: KEYWORD MATCHING
The evaluate indicators of keyword matching included
precision, recall and F1 value. It was found that the keyword
recognition accuracy was 0.87, the recall rate was 0.98,
the F1 value was 0.92, and the overall keyword matching
model accuracy rate was 85%. In summary, the overall
accuracy of the proposed model achieved 87.27%.

2) RELATION EXTRACTION
Relation extraction aims to extract three types of relations.
One is to recognize the relations among different knowledge
entities. Regarding this type of relations, the main task is
to retrieve the specific type of relations from the target
knowledge graph. As a result, all the relations among recog-
nized knowledge entities are extracted through correct ones.
The second and third type of relations include the activated
and unactivated relations among knowledge entities, students,
groups, and the class. The performance of this type of
relation extraction is closely related to the accuracy of entity
recognition. If an entity is correctly recognized, the relation
will also be correctly extracted, and vice versa. Therefore,
the accuracy of relations extraction is actually identical to
the overall accuracy of entity recognition, which is 89.7% for
students, 90.4% for group, and 90.2% for class, respectively.

3) KNOWLEDGE GRAPH DEMONSTRATION
After construction of the knowledge graphs, the activated and
unactivated knowledge graphs of each student, each group,
and the class can be observed. The following sections will be
illustrated one by one.

a: THE KNOWLEDGE GRAPH OF EACH STUDENT
• The activated knowledge graph of each student

In this study, we adopted the cypher query to retrieve the
knowledge entity and relationships from the Neo4j database.
The cypher query sentence is:

MATCH (:student {name: ’∗ ∗ ∗’ })-[:‘activated‘]-
>(knowledge)

RETURN (:student {name: ’∗ ∗ ∗’ })-[:‘activated‘]-
>(knowledge)

FIGURE 8. The activated knowledge graph of a student.

Take one student from group 1 as an example.
Figure 8 shows the knowledge graph that this student has
activated. As shown in Figure 8, there were 34 knowledge
entities and 21 relationships. More specifically, there were
6 example entities, 22 concept entities, 1 format entity,
4 principle entities, and 1 process entity. In terms of activated
relationships, there were 13 relationships about ‘‘is a kind
of’’, 3 relationships about ‘‘has characteristics of’’, and
5 relationships about ‘‘including’’.
• The unactivated knowledge graph of each student
In this study, we adopted the cypher query to retrieve the

knowledge entity and relationships from the Neo4j database.
The cypher query sentence is:

MATCH (:student {name: ’∗ ∗ ∗’ })-[:‘unactivated‘]-
>(knowledge)

RETURN (:student {name: ’∗ ∗ ∗’ })-[:‘unactivated‘]-
>(knowledge)

Take the same student as an example. Figure 9 shows
the knowledge graph that this student has not activated.
As shown in Figure 9, there were 58 knowledge entities
and 34 relationships. More specifically, there are 18 example
entities, 16 concept entities, 10 format entities, 10 principle
entities, and 4 process entities. In terms of activated
relationships, there are 17 relationships about ‘‘is a kind
of’’, 3 relationships about ‘‘has characteristics of’’, and
14 relationships about ‘‘including’’.

b: THE KNOWLEDGE GRAPH OF EACH GROUP
• The activated knowledge graph of a group

Similarly, the activated knowledge graph of any group can
be automatically generated. Figure 10 shows the activated
knowledge graph of group 1. There were 61 knowledge
entities and 38 relationships. More specifically, there were
9 example entities, 32 concept entities, 9 format entities,
9 principle entities, and 2 process entities. In terms of
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FIGURE 9. The unactivated knowledge graph of a student.

FIGURE 10. The activated knowledge graph of a group.

activated relationships, there are 22 relationships about ‘‘is a
kind of’’, 9 relationships about ‘‘has characteristics of’’, and
7 relationships about ‘‘including’’.
• The unactivated knowledge graph of a group

The unactivated knowledge graph of any group can be
automatically generated. Figure 11 shows the unactivated
knowledge graph of group 1. There were 31 knowledge
entities and 6 relationships. More specifically, there were
15 example entities, 6 concept entities, 2 format entities,
5 principle entities, and 3 process entities. In terms of
activated relationships, there were 2 relationships about ‘‘is
a kind of’’ and 4 relationships about ‘‘including’’.

c: THE KNOWLEDGE GRAPH OF THE CLASS
• The activated knowledge graph of the class

Similarly, the activated knowledge graph of the class (all
groups) can be automatically generated. Figure 12 shows

FIGURE 11. The unactivated knowledge graph of a group.

FIGURE 12. The activated knowledge graph of the class.

the activated knowledge graph of the class. There were
84 knowledge entities and 84 relationships.More specifically,
there were 21 example entities, 36 concept entities, 11 format
entities, 13 principle entities, and 3 process entities. In terms
of activated relationships, there were 41 relationships about
‘‘is a kind of’’, 13 relationships about ‘‘has characteristics
of’’, and 30 relationships about ‘‘including’’.

d: THE KNOWLEDGE GRAPH OF THE CLASS
• The unactivated knowledge graph of the class

Similarly, the unactivated knowledge graph of the class can
be automatically generated. Figure 13 shows the unactivated
knowledge graph. There were 8 unactivated knowledge
entities. More specifically, there were 3 example entities,
2 concept entities, 1 principle entity, and 2 process entities.

4) EXAMPLARY DEMONSTRATION
Take the student ZYW of the first group as an example.
The process of knowledge graph construction is shown
in Figure 14.

The discussion transcripts output by ZYW during the
online collaborative programming were the input of the
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FIGURE 13. The unactivated knowledge graph of the class.

FIGURE 14. An example of knowledge graph construction.

entire model. For example, ZYW said three sentences:
‘‘Hello everyone, I’m ZYW, I hope to complete the
online collaborative programming tasks with you’’. ‘‘Logical
expressions refers to the operators as ||, and &&, and

not’’. ‘‘The forward direction of each section of the snake
body is along the direction of the previous section that is
connected to it’’. The three sentences are input for sequence
tagging. The third sentence was recognized as the entity
‘MoveSnake()’. The first sentence and the second sentence
were considered as the input to conduct text classification.
The results indicated that the first sentence was classified into
irrelevant knowledge and the second sentence is classified
into directly matched knowledge entity. The second sentence
was conducted keyword matching further and four entities
were recognized, including ‘logical expressions’, ‘and’, ‘or’,
‘not’.

The next step is to extract relations from the target
knowledge graph. There are three triples, including (and,
is a kind of, logical expressions), (or, is a kind of,
logical expressions), (not, is a kind of, logical expressions).
In addition, activated relations were built between ZYW
and the recognized entities, while unactivated relations were
built between ZYW and other entities. Thus, the activated
knowledge graph and inactive knowledge graph of ZYW
are generated. The processes of generating activated and
unactivated knowledge graphs of groups and the class are the
same as that of the student ZYW.

V. DISCUSSION
This study developed and examined a system that automati-
cally constructed knowledge graphs for online collaborative
programming. To the best of our knowledge, this is the first
work that constructed knowledge graphs for online collabo-
rative programming. This study has several implications for
teachers, researchers, and developers.

First, the automatic generated knowledge graph is very
helpful for each student in terms of obtaining a better under-
standing of the collaborative knowledge building progress.
When students find an unactivated knowledge graph during
online collaborative learning, they can interact and discuss
the unactivated knowledge with group members.

Second, the automatically generated knowledge graph is
very useful for each group. For example, all group members
can quickly understand the latest progress in knowledge
building through the activated and unactivated knowledge
graphs. The constructed knowledge graphs also serve as a
knowledge awareness tool for each group.

Third, the automatically generated knowledge graph can
provide a picture of the whole class to teachers. Teachers
can provide real-time intervention and personalized support
for each student and each group based on the activated and
unactivated knowledge graphs.

However, this study had several limitations. First, this
study only focused on constructing knowledge graphs for
a C language course. In a future study, we will explore
how to automatically construct knowledge graphs for other
learning domains. Second, the extraction of relationships was
performed through queries of the target knowledge graph,
which cannot detect relationships different from the target
knowledge graph. In a future study, we will investigate other
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deep neural network models to extract relationships from
online discussion texts.

VI. CONCLUSION
This study proposed an innovative approach and developed
a system to automatically construct knowledge graphs for
online collaborative programming.We adopted sequence tag-
ging, text classification, and keyword matching to recognize
knowledge entities. The extraction of relationships among
knowledge entities was performed through queries of the
target knowledge graph. In total, six types of knowledge
graphs could be automatically generated, including the
activated and unactivated knowledge graphs of each student,
each group, and the class. The accuracy of entity recognition
reached 87.27%. The accuracies of relation extraction for
students, groups, and the class reached 89.7%, 90.4%,
and 90.2%, respectively. This study is very significant and
promising for detecting the knowledge-building progress and
for providing personalized services for learners.
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