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ABSTRACT Remote photoplethysmography (rPPG) is a method to measure cardiac activities without
any contact sensors. Non-contact sensors include radar, laser, and digital cameras, and there have been
wide developments regarding the measurement of rPPG signals using continuous face frames. However,
non-contact sensors are quite sensitive to the subject’s motion, which causes motion artifacts. In this paper,
two hypotheses are proposed: a) the motion artifacts are caused by unevenly reflected light due to the
curvature of the subject’s face; and b) melanin and residuals in the continuous face frames are time-varying
values whenever the subject’s movement is triggered. Adaptive noise cancellation based on recursive least
square (ANS based on RLS) using the Lambert-Beer law and the hue—saturation—intensity (HSI) model
were applied. The former is used for skin modeling, and the latter is used to reduce noises derived by the
curvature of the face. Furthermore, the proposed algorithm is directly applied to two-dimensional continuous
face frames and results in the rPPG signal and rPPG image, respectively. To evaluate proposed algorithm,
two different experiments (e.g., static and dynamic situation) were conducted. Furthermore, in a study with
15 participants, the performances of heart rate estimation and heart rate variability (HRV) were evaluated by
comparing the proposed method with previously developed methods. The results showed that a) the artifacts
derived by head movement are efficiently removed, compared to previous methods; and b) rPPG images
describing the spread of facial blood flow are acquired in real-time.

INDEX TERMS Adaptive noise cancellation (ANC), heart rate variability (HRV), HSI color model,

photoplethysmography (PPG), recursive least square (RLS), remote sensing, skin modeling.

I. INTRODUCTION

Quantitative understanding of cardiac activity is an important
part of individual health management in the modern society.
Many medical devices have been developed to understand
individual health and to acquire their accurate biosignals.
The electrocardiogram (ECG) and photoplethysmography
(PPG) are two such methods that can monitor cardiac activi-
ties without invasive procedures. Especially, heart rate vari-
ability (HRV), which is calculated from the change in the
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beat interval of ECG and PPG, is a useful tool to inves-
tigate physiological phenomena [1]. In general, since the
ECG shape is derived by electrical changes in the heart,
the HRV calculated using ECG is used as a reference signal.
However, at least three channels are required to measure
the ECG, and it is very sensitive to the magnetic field of the
external environment. Alternatively, HRV calculated using
PPG has been widely used since the cardiac activity can be
monitored by only one PPG sensor attached to the index
finger. In addition, many studies have demonstrated that
HRVs calculated using PPG and ECG are not significantly
different [2]-[4].
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The shape of the PPG curve is induced by changes to the
blood circulating through the index finger, and blood flow
in the vessels is detected using the optical characteristics of
the skin [5]-[7]. Those optical characteristics also apply to
changes in facial skin color as well [7]-[9]. Several research
groups have developed techniques to identify changes in
blood movement caused by heart activities by measuring
the changes in facial skin color using a webcam; the tech-
nology utilized to estimate the cardiac activities using only
facial images is called remote-PPG (rPPG) [9]-[12]. The skin
images (recorded by a webcam) capture the skin color and
reflective light. Although a skin image seems to represent
only the external surface of the human body, it also reflects
the activity of the capillary circulation system.

There are two limitations in measuring accurate
rPPG information. First, as the variation of blood flow is
relatively small under the skin, it cannot be visible to the
naked eye. However, the information of blood flow change is
widely distributed in the pixels of the human skin image. Few
pixels are not enough for tracking the blood flow changes.
To estimate precise blood flow changes, sequential and stable
two-dimensional (2D) images recorded using a video camera
(with sufficient pixels of human face skin) are required. Sec-
ond, the motion artifacts induced by face motion can interfere
with an accurate estimation of rPPG information [13]. Since
the motion artifacts induced by face motion can be mixed
with pure rPPG information, a filtering process is required to
extract it [14]-[16].

Our study is based on the two important assumptions. First,
from the perspective of the face recording camera, the facial
images acquired from webcam include not only the blood
flow change but also unexpected signals such as shadow and
uneven reflected light triggered by curvature of the face. Such
unexpected signals can trigger the motion artifacts whenever
the position of face is changed [7], [17]. Fig. 1 illustrates the
process of face image acquisition when the angles (« and B)
of the face are changed. To reduce the effects of irregular
intensities, the hue—saturation—intensity (HSI) model, which
is a transformation of the red—green-blue (RGB) model is
applied [7]. In general, the intensity of the HSI model is
related to the image brightness, it is necessary to change the
uneven intensity of HSI to the evenly distributed intensity
of HSI. Second, from the perspective of the face recording
camera, the colors of the hemoglobin, melanin, and residual
pigments of the facial skin are time-varying values influenced
by the heart activity and continuous movements [5], [18].
In other words, if the noises derived from the melanin and
residual pigments can be reduced, pure rPPG information can
be obtained because only hemoglobin is related to the blood
flow changes. Therefore, the goal of this study is to apply
adaptive noise cancellation (ANC) based on recursive least
squares (RLS) to each pixel [14], [15].

Il. RELATED WORKS
Previous studies have aimed at estimating rPPG signals using
the continuous face frames. Takano et al. proposed a method
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FIGURE 1. Face image acquisition based on the two different angles

(e and B) of face skin. The square filled green represents the face skin
target. The arrow thickness represents the intensity strength of the
reflected light. Although the camera can capture the same face skin area,
the reflected light differs according to the face curvature.

using a simple average of the image brightness [19]. It was
possible to estimate the heart rate from the rPPG signal using
the autoregressive spectral analysis as they assumed that the
change of image brightness could reflect the blood flow
alteration. Xu et al. proposed a human skin model and used
the Beer—Lambert law to estimate the rPPG signal [20], [21].
They assume that the human skin consists of three layers
(epidermis, dermis, and subcutaneous fat tissue), and the
melanin and hemoglobin are distributed in the epidermis
and dermis, respectively. Given that the melanin compo-
nents are time-invariant, the absorption change should depend
on the movement of hemoglobin and can be defined as a
rPPG signal. Poh et al. represented RGB human skin images
using a model of mixed sources [8]. To solve this problem,
blind source separation (BSS) approach was applied. In the
BSS approach, the independent component analysis (ICA)
algorithm is used for extracting the independent components
(ICs) from randomly mixed multivariate signals. In the ICs,
the periodic signal can be defined as a rPPG signal.
Wau et al. proposed the Eulerian video magnification method
to identify changes in the human skin color from videos [22].
They applied the spatial-temporal filtering to the sequences
of face video images for each pixel. Consequently, the
rPPG image and the signal are acquired simultaneously.
However, as this method focuses on rPPG images, the esti-
mated rPPG signal can be distorted or delayed compared with
the actual PPG signal. Wang et al. represented the Plane-
Orthogonal-to-Skin (POS) algorithm defining a plane orthog-
onal to the skin-tone in the temporally normalized RGB
space for a rPPG signal [12]. Since the signal extracted from
POS algorithm is orthogonal to the plane of skin-tone, the sig-
nal is less sensitive to the skin-tone but more to the blood flow
changes.

Recently, deep learning technology has been developed
with advanced computer performance and huge cloud ser-
vices. Earlier, deep learning was only used for image clas-
sification and analysis using the vest 2D images [23]-[26].
Researchers use deep learning not only for face recog-
nition [27]-[29] but also for rPPG signal extraction [9],
[30], [31]. Chen et al. and Yu et al. proposed DeepPhys
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and rPPGNet, respectively [9], [32]. These deep learning
models consisted of a convolutional neural network (CNN).
DeepPhys can calculate the motion representation based on
skin reflection model and train the difference between frames
using only the attention mechanism [32]. rPPGNet uses pulse
signal and labeled skin regions as the input data when learning
and its performance is evaluated using video compression [9].
Lee et al. proposed the Meta-rPPG, which composed of a fea-
ture extractor and PPG estimator modeled on a CNN and long
short-term memory (LSTM) [31]. Since the distributional
changes in the face images are unpredictable, a transduc-
tive meta-learner is developed by obtaining unlabeled sam-
ples and constructing a self-supervised weight adjustment.
Yu et al. proposed the PhysNet which is a combination
of the three-dimensional CNN (3DCNN) based network
and Recurrent Neural Network (RNN) based network [30].
3DCNN based networks can simultaneously extract the
semantic pulse features in spatial and temporal domain.
Moreover, the RNN based networks directly estimate the
pulse signals using calculated features.

In the medical domain, motion artifact removal techniques
have been used not only for 2D medical images such as
X-ray, computed tomography (CT), and magnetic resonance
imaging (MRI), but also for 1D time series signals such
as electroencephalogram (EEG), electromyography (EMG),
ECG and PPG. In particular, 1D time series signals acquired
from contact-type biosensors are essential to apply the motion
artifact filtering process. Unlike the 2D medical image that
is acquired in a restricted environment, 1D time series sig-
nals are acquired from the wearable medical devices or
contact-type biosensors that may be damaged by sudden
physical movements or unexpected variation in the external
environment.

Digital filters, configured by a linear time invariant (LTT)
system and Fast Fourier Transform (FFT) for searching
motion artifact frequency ranges, have been used for remov-
ing motion [30], [33]. It is widely known that the fre-
quency range (<0.2 Hz) of motion artifacts is lower than
the frequency range (>1Hz) of pulse signals generated by
cardiac activities. Additionally, for measuring accurate fre-
quency ranges of motion artifacts, some research groups have
attached accelerator sensors to their wearable system [35].
However, it is difficult to remove noise with a similar fre-
quency range to that of the biosignal since the digital filter
based on the LTI system. To solve this problem, adaptive
filtering, such as least mean square (LMS), normalized least
mean square (NLMS), and RLS, that changes the filter coef-
ficients based on the input signal has been developed [14].
Since the measured biosignals are non-stationary signals,
it is essential to construct a filtering system that changes
with time. However, as adaptive filtering models are mainly
designed for 1D time series signals such as ECG, PPG, EMG,
and EEG, it is difficult to make the 2D face image as an input
matrix of the adaptive filtering model.

To solve this problem, the dimensions of continuous face
frames (width x height x time) are reduced by averaging
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each 2D image (1 x time) [36]-[38], but there are two
problems with this approach. First, each point in the
dimension-reduced face frame cannot guarantee the spatial
information of the facial image. From the camera’s perspec-
tive, motion artifacts are induced by face movements gen-
erated by changing each pixel value. Since the cause of the
change in each pixel’s value is different (e.g., facial shape),
itis essential to apply a filtering process to each pixel. Second,
unexpected spatial information such as the background of the
facial image and subject’s hair can be mixed while simply
reducing the dimensions of continuous facial frame by aver-
aging.

In case of deep learning processes such as CNN, LSTM,
and RNN, the 2D facial images can be used as the input
signal and the aforementioned problems can be solved [9],
[30]-[32]. However, for deep learning models that use many
continuous face frames as inputs, a large number of GPUs
and considerable time are required during training. Further-
more, there are space-time constraints and complex com-
putations for calculating rPPG information. To solve this
problem, it is essential to construct a process that extracts
rPPG information from each pixel value without heavy com-
putation. In addition, to accurately estimate the rPPG signal,
the filtering process is applied to only the facial compo-
nent of the image as the remaining information prevents the
approximation. In this paper, RLS-based ANC configured by
matrix operations is applied to each pixel of 2D continuous
facial frames, and the artifacts derived by face curvature
are reduced by applying the modified HSI model as well.
In other words, the proposed method (combination mod-
ified HSI and RLS based ANC) can help overcome the
limitations of the traditional filtering process and solve the
aforementioned problems such as omission of spatial infor-
mation, inclusion of unnecessary pixel values and heavy
computations.

lil. METHOD
A. DATA COLLECTION
To track the blood flow changes using continuous face
frames, an image acquisition system with a low-cost webcam
(HD webcam C615, Logitech; RGB 640 x 480 pixels) was
developed. Additionally, to measure the PPG signal from the
index finger, a photoplethysmogram (RP320, Laxtha Corp)
sensor was used, and this signal represented the reference
signal. The PPG signals and continuous face video images
were simultaneously acquired at 15 Hz sampling frequency.
For time synchronization between the PPG signal and
continuous face frames, an external clock was configured.
Whenever the PPG signal and continuous face frames were
acquired, the external clock recorded the acquisition time
points, and each time point was used for the synchroniza-
tion between two signals. Finally, since the sampling rate
of the rPPG signal is lower than the sampling rate of the
PPG signal, a cubic spline method for interpolating missing
data was applied. Fig. 2 illustrates the block diagram for the
data acquisition and synchronization. To acquire continuous
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FIGURE 2. Block diagram depicting data acquisition of PPG and
continuous face frames and synchronization procedure between PPG and
estimated rPPG signal. A cubic spline method that interpolates the
omitted data position is applied to the rPPG signal.
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face frames, the Viola—Jones face detector, known for its
face detection algorithm based on Haar-like features, was
used [39]. Fifteen participants (males: 13, females: 2) were
recruited. The average age of the participants was 27.1 years
(standard deviation (SD): £1.98). The subjects having car-
diovascular diseases such as arrhythmia, ventricular tachycar-
dia and bradycardia were excluded. The study was approved
by the Public Institution Bioethics Committee designated by
the Ministry of Health and Welfare of South Korea (IRB PO1-
201812-12-001). A written informed consent was obtained
from each participant, all methods were performed in accor-
dance with the relevant guidelines and regulations, and the
whole procedure including the experimental protocol was
conducted in agreement with the Public Institution Bioethics
Committee designated by the Ministry of Health and Welfare
of South Korea. Informed consent to publish identification
images (face) was obtained from the concerned subject.

To evaluate the performance of the adaptive algorithms,
two types of experiments were conducted. First, the par-
ticipants did not move their faces in the image frame for
three minutes. This dataset is called “static images”. Second,
the participants moved in two different manners: they shook
their head from side to side (movement left and right side
within a 60° angle on the transverse plane) and nodded their
head up and down (movement top and bottom side within
a 45° angle on the sagittal plane). A combination of these
two movements were realized over three minutes; refer to the
dataset of this second part as the ‘“motion artifact corrupted
images (MA-corrupted images).” The images are corrupted
because the head motion can induce artifacts in the continu-
ous image frame, which can disturb the accurate tracking of
blood flow changes.

B. MODIFIED HSI MODEL

To reduce the motion artifacts, the color space HSI model,
derived by transforming the RGB model, was modified.
It stands for hue (H), saturation (S), and intensity (I) [17].
The I-plane in the HSI model represents the intensity of
each pixel on a scale from O to 1. I-plane values of 0 and 1
indicate that the image comprising RGB has no and max-
imum intensity, respectively. To evenly distribute intensity
across a skin image, the value of 1 is considered. In the
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HSI model, the value of 1 means that each pixel has the max-
imum intensity and minimizes the effect of noise generated
by the face shape. Subsequently, a modified HSI model is
inversely transformed into the RGB model. Finally, the irreg-
ular intensity of the light reflected from the face surface can
be changed to a regular intensity. Fig. 3 illustrates the overall
HSI modification (HSI(1)) method.

HSI modification ————

RGB — HSI

Saturation
Intensity

Intensity = 1

(b)

Hue

Saturation

Intensity

FIGURE 3. Basic scheme of the HSI modification. Three steps:

(1) transformation from RGB to HSI (RGB — HSI); (2) change of I plane
as 1 (Intensity = 1); (2) transformation of HSI to RGB (HSI — RGB).

(a) Original face image. The red box represents the ROI. (b) Image after
applying the HSI modification method.

In this study, since the wavelength bands of deoxy-
hemoglobin and hemoglobin are 520 and 590 nm, respec-
tively, which are close to the wavelength of the G-plane
(wavelength = 546.1 nm) of the RGB model, the G-plane is
used as the input signal for the proposed method [40], [41].

C. RECURSIVE LEAST SQUARES (RLS)

Recursive least squares (RLS) is an adaptive filtering algo-
rithm that recursively finds unknown filter coefficients by
minimizing the weighted linear least squares error func-
tion. The convergence time of RLS is lesser than the
least mean squares (LMS), where filter coefficients can
be updated using the mean square error. In addition, the
LMS has a greater step size compared to that of the RLS. Con-
sequently, the LMS has a high computational load. In other
words, the filtering performance of RLS is superior to other
adaptive filtering methods (e.g., LMS and normalized LMS)
when compared using the same computation load. Therefore,
RLS is the best method for a non-stationary environment
compared to other adaptive filtering methods [14], [15].

Let iy y(n) = [ixy(n), ixy(n — 1), ..., ix y(n—-p + D17 be
the input signal vector, where x and y are coordinates, n is a
time index, and p is the order in the two-dimensional input
image. In addition, input signal value i y(n) is a sum of the
desired signal d, y(n) and noise signal vy (). The estimated
noise signal vy, y(n) is calculated and the error function ey (1)

VOLUME 9, 2021



D. Cho et al.: Reduction of Motion Artifacts From rPPG Using ANC and Modified HSI Model

IEEE Access

as follows:
Dy y(n) = Wy ()i (), (1
ex,y(n) = ix,y(n) - ‘,}x,y(n) = dx,y(”)v ()
where dy y(n) and Wy, (1) = [Wy,0(n) W' (), ...,

Wy, P —1 ()7 are the estimated desired signal and estimated
filter coefficients, respectively. The weighted linear least
squares error is calculated as follows:

E oA ey y(m)* = 0, 3)

where A is the forgetting factor. The updated RLS equations
are represented as follows:

ATIRCL (= 1) iy (n)

= . (4

Boy () =17 A7HT R (1= D i () @
.y (1) = dyy (1) — Wy y () iy (1), )
ﬁ"x,y n+1) = ﬁ’x,y (n) + ax,y (n) gy (M), (6)

where R, , is the autocorrelation matrix of the input vector
iy y(n), oy y(n) is a priori error, and g, ,(n) is the gain vector.
Fig. 4 illustrates the basic configuration of the RLS-based
ANC method. Consequently, the estimated desired signal
ax, y(n) is equal to the error function ey y(n) of the ANC in (2).
Therefore, it is essential to determine the noise signal vy (1),
which interferes with the estimation of an accurate desired
signal d, y(n).

dey () + 3 iy (W)= dyy (n) +v,, (1) 4 @ex,y(n):ﬁx,y(n)

RLS

Vey (1) T Wy + D Wy ()

FIGURE 4. Basic configuration of the RLS-based ANC.

D. HUMAN SKIN MODELING FROM AN IMAGE

The human skin is a complex multilayer organic structure
that consists of stratum corneum, epidermis, dermis, and
subcutaneous fat tissues. When light shines on the human
skin, a part of it is absorbed by melanin and hemoglobin
distributed throughout the skin. Melanin, which is a natural
chromophore on the epidermis, contributes to the skin color,
and its location is fixed. However, hemoglobin is a part of red
blood cells that transfer oxygen from the respiratory organs
to the tissues of the entire body.

To describe this phenomenon mathematically, the
Beer—Lambert law, which relates light attenuation to
the material properties, was applied [21]. Representing
the skin absorbance, wavelength, and time index as A, A,
and n, respectively, the modified Beer—Lambert law can be
expressed as

AOun) =V" )"+ O n) "+ A% (), (7
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where powers m and & represent melanin and hemoglobin,
respectively. In addition, v is the product of the pigment
extinction coefficient and the mean path length of photons
in the skin layer, c is the pigment concentration, and A° is
the baseline absorbance of skin and residual pigments [21].
The values of v, ¢", ¢" and A° are time-invariant and
only v" changes with time index n. Thus, a change in skin
absorbance A reflects a change in blood flow (7). Neverthe-
less, whenever the position of the human face is changed,
the values of constants ¢, ¢, and A° may change, which int-
roduces unexpected motion artifacts. Therefore, (7) is modi-
fied to reduce the motion artifact effect and is expressed as

AGun) =V"n)d"+V o n) " +A° (L n),  (8)

where the values of v" and A° which are time-invariant
variables in (7), are changed to time-variant ones. In other
words, the motion artifacts induced by the movement of the
head can be represented by (8). In addition, absorbance can
be represented as

A= —log(L/E), ©)

where L is the power of the transmitted light, and E is the
power of the incident light. By combining (8) and (9),

L (A, n)=Eexp{—("(A,n)c"
+vt )+ A" (L)) (10)

is acquired. Additionally, the pixel intensity at coordinates x
and y from (10) is represented as

vy (n) = Gfo,y (A, n)S (Wdr, (11)

where i is the pixel intensity, G is the camera gain, and
S is the spectral response function. Assuming that the spectral
response function S is a Kronecker delta function, (11) can
be expressed as

l'x,y (n) = GEeXp{—(vzl’y (n) C)rcn,y
e +AY )} (12)

Here, (12) implies that the change in intensity i of an
image is related to the change in the absorbance of melanin,
hemoglobin, and residual pigment. By applying natural log-
arithm to both sides of (12), it becomes

Ini;y,(n) = InGE
— (v e ok el a0 ).

(13)
Differentiating (13) with respect to n,
i, (n) / / /
— B = ) eV ) el AT (), (14)
Ix,y (n) .

where apostrophe () indicates that the differentiation oper-
ation is acquired. As the camera gain G and incident light
power E are constants, the differentiation of In GE with
respect to n equals zero. The changes in absorption of
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FIGURE 5. Block diagram for estimating the rPPG signal and rPPG image from the continuous face frames.

melanin and residual pigments are much higher than that of
hemoglobin in the face image (because hemoglobin is present
under the skin while melanin is present on the skin). As a
result, (14) can be approximated as

i, , (n) / /
— = () e+ AY (). (15)
Lx,y (n)

Hence, (15) represents the absorption changes in melanin
and residual pigments over time.

E. PROPOSED EXTRACTION METHOD: HSI(1)+RLS

Our study is based on two important assumptions. First,
it is assumed that the irregular intensities induced by the
uneven face shapes can trigger motion artifacts. Second,
the intensities of hemoglobin, melanin, and residual pig-
ments of the facial skin are time-varying values influenced
by the heart activity and continuous movements. To remove
the motion artifacts according to these two assumptions,
an extraction method that combines the HSI modification
(HSI(1)) and the RLS-based ANC was applied [14], [15].
The HSI(1) is the method that can reduce the effects of
irregular intensity induced by uneven face shapes because
the HSI(1) can change from an uneven intensity to an even
intensity. ANC is the adaptive filtering method that removes
the motion artifact v, y(n) by updating the unknown fil-
ter coefficient Wy, (n). By using (15) as the noise signal
(e.g., vxy(n) = _i;co’ (n)/ix,y (n)), the effects induced by
the absorption change in melanin and residual pigments
can be reduced. Additionally, zero-phase infinite impulse
response filter (0.5 — 4 Hz bandpass) is used to enhance the
rPPG information and reduce the unnecessary noise [14].

Assuming that the input image and rPPG information
I y(n) and H, y(n), respectively, the proposed algorithm
(HSI(1) + RLS) is described in Algorithm 1.

For evaluating the performance of the proposed method,
two different cases are constructed using Hy y(n). Those
are rPPG signal ¥ (n) and rPPG image W(n), respectively.
The rPPG signal vr(n) is similar to the PPG signal because
Y(n) is a one-dimensional signal and varies according to
a time series. The corresponding value is calculated
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Algorithm 1 Proposed Method: HSI(1) + RLS
Input: Input image I, ,(n); length of time index N; order

p
Output: rPPG information Hy (n)
forn =1:N do

Step 1: Calculate HSI(1): iy y(n) < L y(n)
Step 2: Calculate the noise signal:
Ve (1) < —1 @) [y ()
Step 3: ANC based on RLS:
ATIRE ) (=i y(n)
8y (n) = 1271 )Ry (n— D),y ()
Ox,y (n) = dx,y (n) — ﬁ’x,y (n)Tix,y (n)
wx,y}\(” +1 = ﬁ’x,y () + oy y (1) gx .y (M)
dy,y (n) = ixy (n) — ﬁ"x,y (n)Tix,y (n) R
Step 4: Implement the IR filter: Hy y(n) < dy y (n)
return H, () n=1,...,N

as follows:

11
Yoy =D D Hey), (16)

The rPPG image W(n) represents the variations in blood
flow changes on the face as a 2D image. To visualize the
changes, the original input image I, y(n) is overlapped with
rPPG information Hy y(n) multiplied by the amplification
parameter y, with a scale from O to 1. Assuming that the input
image size is X and Y, the rPPG image W(n) is described as
follows:

x=1,...,X
V) =I.,(n)+H,, Y 17
(n) x,y() x,y()V y=1,...,Y. 17

Before implementing the proposed algorithm, the original
input facial image was downsampled to reduce the computa-
tional cost. Finally, the rPPG signal ¥/ (n) is calculated using
Hy y(n), derived from the downsampled input facial image.
Subsequently, the upsampling of Hy y(n) is also performed to
reconstruct the rPPG image W (n). Overall procedure of the
proposed method is schematically illustrated in Fig. 5.
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TABLE 1. Summary of previous rPPG information estimation algorithm and proposed algorithm.

. Input data Input Data set, Face
Algorithms type data dimension reference detection Comments
TR [19] G 1xN Male: O,Pl;e(n;ale: 14, VI Butterworth bandpass filtering
Ambiguous
REE [21] R, G 2 xN (face, palm, arm), \"2) Skin modeling based on Lambert-Beer law
PPG
ICA[13] R,G,B 3xN Male: 1%;5‘“3‘16: 2 VJ Feature normalization, Fast [CA
EVM [22] CFF 3% 200 x 200 x N B vJ Amplifying hidden information based on spatio—
temporal filtering
60 video sequences, Applying a projection plane orthogonal to the skin-
POS [12] R,G,B 3xN ECG or PPG \%2) tone
3 x 128 x 128 x 64 212 video sequences, Combine 3D-convolutional neural network and
PhysNet [30] CFF (each epoch) ECG or PPG Vi temporal encoder—decoder
{PPGNet [9] CFF 3 x128 x 128 x 64 527 video sequences VJ.SD Combine a spati.o—temporal co.nvolutional network
(each epoch) ECG and skin-based attention module
HSI(1) + Male: 13, Female: 2, Skin modeling based on Lambert—Beer law, HSI
RLS CFF 37200 %200 N PPG VI modification, ANC process based on RLS

R, G, B: average pixels from 3 channels (red, green and blue) of each face frame, CFI: continuous face frames, VJ: Viola—Jones face detection algorithm
[40], SD: skin detection algorithm [41], N: total video frame length for each subject.

F. VALIDATI ON PROCESS

To evaluate the performance of the proposed algorithm,
the following baseline methods were implemented: infi-
nite impulse response (IIR) filtering [19], robust efficient
estimation (REE) [21], independent component analysis
(ICA) [13], Eulerian video magnification (EVM) [22],
Plane-Orthogonal-to-Skin (POS) [12], PhysNet [30] and
rPPGNet [9]. Table 1 summarizes the previous studies of
extracting rPPG information from continuous face frames
and the proposed method. Additionally, Fig. 6 shows the
reconstructed rPPG signal compared with the results of pre-
vious studies.

To validate the proposed methods, two analyses were per-
formed: heart rate and heart rate variability (HRV). To esti-
mate the accurate heart rate, the spectral analysis using the
fast Fourier transform (FFT) algorithm was applied to the
rPPG signal. Subsequently, the most dominant frequency
value was represented as the heart rate. The number of beats
per minute (bpm) was calculated by multiplying the most
dominant frequency by 60 (i.e., 1.375 x 60 = 82.5 bpm).
In this study, heart rate values were calculated from the rPPG
signal (180 s). The first 10 seconds of the rPPG signal were
excluded due to the initial transient time of the proposed
method. Therefore, the 17 epochs per subject were obtained
by dividing the rPPG signal into windows of 10 s length. The
heart rate signal was calculated by applying FFT algorithm
into each epoch. In other words, the total number of heart
rate was 510 (15 subjects x 2 experiments x17 epochs).
The true heart rate was obtained from PPG signal. Simi-
larly, the first 10 s of PPG signal were excluded and the
17 epochs were obtained by dividing PPG signal into window
of 10 s length. Finally, the estimated heart rates (IIR [19],
REE [21], ICA [13], EVM [22], POS [12], PhysNet [30] and
rPPGNet [9]) are in a one-one correspondence with the true
heart rates (PPG).
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FIGURE 6. rPPG signal induced by various algorithms: IIR [19], REE [21],
ICA [13], EVM [22], POS [12], PhysNet [30] and rPPGNet [9] and proposed
algorithm (HSI(1) + RLS) in (a) static images and (b) MA-corrupted
images. The reference signal is PPG.

HRV is measured by the variations in time between
each heartbeat and the distance between heartbeats is called
RR interval or NN interval. HRV can be represented
using various parameters corresponding to time, frequency,
and geometric domains [1]. In this study, five different
time-domain parameters were estimated, i.e., Mean RR (aver-
age of the beat intervals), STD RR (standard deviation of
the beat intervals), SDSD (standard deviation of differences
between adjacent bit intervals), RMSSD (the square root of
the average of the sum of the squares of differences between
adjacent beat intervals), and pNN50 (percentage of the aver-
age of the pairs of adjacent beat intervals differing by more
than 50 ms in the beat intervals in the entire recording).
The HRV parameters were obtained via IIR [19], REE [21],
ICA [13], EVM [22], POS [12], PhysNet [30], rPPGNet [9]
and the PPG signal in the static and MA-corrupted images.
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FIGURE 7. Bland-Altman plots for the proposed method (HSI(1) + RLS) and previous algorithms (IIR [19], REE [21], ICA [13], EVM [22],
POS [12], PhysNet [30] and rPPGNet [9]). The vertical axis represents the heart rate difference (true heart rates - estimated heart rates). The
horizontal axis represents the average ([true heart rates + estimated heart rates]/2) (a) Static images. (b) MA-corrupted images.

In addition, the first 10 s of the rPPG signal were excluded
due to the initial transient time.

IV. RESULT AND EVALUATION

A. HEART RATE ESTIMATION

To illustrate the performance of the proposed method, Bland—
Altman method, which is a graphical approach to evaluate a
statistical similarity, was used. In general, a Bland—Altman
plot consists of the difference (vertical-axis) and average
(horizontal-axis) between the estimated and true heart rates.
Therefore, the Bland—Altman plot can describe mean m and
standard deviation d for the heart rate difference as well as a
95% confidence interval (/i £ 1.96d) to show an agreement
between the estimated and true heart rates. Fig. 7 shows
the estimated heart rates from previous algorithms (IIR [19],
REE [21], ICA [13], EVM [22], POS [12], PhysNet [30] and
rPPGNet [9]) and the proposed algorithm (HSI(1) + RLS),
extracted from the static and MA-corrupted images. In partic-
ular, Fig. 7(a) shows that most of the data points stay within
a 95% confidence interval. The proposed algorithm has the
smallest d for static images. The results of previous algo-
rithms (IIR [19], REE [21], ICA [13], EVM [22], POS [12],
PhysNet [30] and rPPGNet [9]) show that the bias of m and d
are greater than those for the proposed algorithm. Fig. 7(b)
shows that d and bias of / in the proposed algorithm are
greater than the results of Fig. 7(a) for the MA-corrupted case.
However, the changes of bias in the proposed algorithm are
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less than those in other algorithms. Tables 2 and 3 represent
the quantitative values of the Bland—Altman plot. Correlation
coefficients between the estimated heart rates were calculated
from the rPPG signal obtained by various algorithms and true
heart rates calculated from the PPG signal. In addition, when
the p-value is less than 0.001, the correlation coefficient value
is considered to be significant.

Table 2 shows the Bland—Altman results for static images.
Here, m is 0.04 bpm, and the widths of 95% confidence
interval (7 £ 1.96d) are 3.89 bpm in the proposed algorithm.
In addition, the correlation coefficient (*0.99) and p-value
(<0.001) indicate a good heart-rate agreement between the
PPG signal and the estimated rPPG signals in all subjects.
IIR [19], REE [21], ICA [13], EVM [22], POS [12], Phys-
Net [30] and rPPGNet [9] obtain worse values of m and 95%
confidence interval (72 & 1.96d) compared to the proposed
algorithm. In addition, although p-value (<0.001) indicates
highly significant results, the correlation coefficient (<=0.5)
is lower than the results of the proposed algorithm.

Table 3 shows the Bland—Altman results for MA-corrupted
images. The result of m and the widths of 95% confidence
interval (7 & 1.96d) obtained by the proposed algorithm
arehigher than the results for static images. However, the
correlation analysis of the proposed algorithm shows that
the heart rate calculated by the proposed algorithm is some-
what similar to the true heart rate induced by the PPG sig-
nal (although the estimated rPPG signal was corrupted by
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TABLE 2. Statistical analysis of various algorithms for static images. *
indicates the significance at p < 0.001.

Algorithms 1 m+1.96d -1.96d Correlation

(bpm) (bpm) (bpm) coefficient
IR [19] 13.49 52.85 —25.88 0.4087*
REE [21] 4.99 28.41 -18.44 0.2778*
ICA[13] 7.46 40.97 —26.06 0.3069*
EVM [22] 14.8 55.66 —26.05 0.2884*
POS [12] -1.18 24.62 —-26.98 0.4905*
PhysNet [30] -0.37 17.02 -17.76 0.3995*
rPPGNet [9] -3.07 32.81 -38.94 0.2902*
HSI(1) + RLS 0.04 1.98 -1.91 0.9942%*

TABLE 3. Statistical analysis of various algorithms for MA-corrupted
images. * indicates the significance at p < 0.001.

Algorithms 1 +1.96d i-1.96d Correlation
(bpm) (bpm) (bpm) coefficient
1R [19] 38.71 73.85 —3.58 0.2845
REE [21] 21.55 64.58 —22.48 -0.1241
ICA[13] 28.10 69.18 —12.98 0.1310
EVM [22] 33.36 77.82 -11.11 —0.0230
POS [12] —6.64 42.38 —55.65 0.1902
PhysNet [30] 1.71 20.76 —17.34 0.3738*
rPPGNet [9] 5.14 48.40 —38.11 0.2112*
HSI(1) + RLS 5.77 33.46 -21.92 0.6272*

motion artifacts). However, the correlation analysis of other
algorithms indicates that the estimated heart rate calculated
by other algorithms is influenced by motion artifacts.

B. HRV ESTIMATION

Table 4 summarizes the HRV parameters obtained via the
various algorithms for the static image. Generally, the differ-
ence between the HRV parameters calculated from the PPG
signal and the proposed algorithm is less than that calculated
from the PPG signal and the algorithms such as IIR [19],
REE [21], ICA [13], EVM [22], POS [12], PhysNet [30] and
rPPGNet [9]. In general, the smaller the difference between
the HRV parameter of the PPG signal and the HRV parameter
of the estimated signal, the better the performance is demon-
strated. In particular, the Mean RR values obtained via the
proposed and other algorithms are similar to that obtained
via the PPG signal. However, HRV parameters such as STD
RR, SDSD, RMSSD, and pNNS50 calculated via the other
algorithms are greater than those calculated via the proposed
algorithm.

Table 5 lists the HRV parameters obtained via various
algorithms for the MA-corrupted image, which are larger than
those obtained for the static image. In particular, the Mean
RR values calculated via the other algorithms for the static
image are similar to those of the PPG signal; however,
the Mean RR values calculated via the other algorithms
(IIR [19], REE [21], ICA [13], EVM [22], POS [12], Phys-
Net [30] and rPPGNet [9]) for the MA-corrupted image
exhibit a difference of more than 100 ms than those of the
PPG signal. Other HRV parameters such as STD RR, SDSD,
RMSSD, and pNNS50 are also higher for the MA-corrupted
image than for the static image. However, the increase in the
HRV parameter values obtained via the proposed algorithm
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FIGURE 8. Face images reconstructed by the proposed algorithm
according to the downsampling sizes of 5 x 5, 20 x 20, 35 x 35, and

50 x 50 pixels. Each left-side face image and right-side face image is the
rPPG image and the rPPG information, respectively. (a), (b), and (c) are
the reconstructed face images in high, intermediate, and low peak
positions of the rPPG signal, respectively. (d) shows the rPPG signal

(35 x 35 downsampling size) and the PPG signal.

is less than those obtained via the other algorithms for the
MA-corrupted image.

C. IMAGE RECONSTRUCTION AND REMOTE PPG
MEASUREMENT

An ROI size of 200 x 200 pixels was used for applying
the proposed algorithm to face images of 640 x 480 pixels.
In addition, to reduce the computational complexity, the sizes
of downsampled images such as 5 x 5, 20 x 20, 35 x 35,
and 50 x 50 pixels were established. Each left-side face
image in Fig. 8 shows the rPPG image calculated by the
proposed algorithm according to the downsampled sizes of
input images. Each right-side face image is the G-plane
of the RGB model in the rPPG image. These were calcu-
lated from the high, intermediate, and low peak positions of
the rPPG signal in Fig. 8 (a), (b), and (c), respectively. The
rPPG images in Fig. 8 (a) show high rPPG information at the
positions of cheek and nose, compared with that of Fig. 8 (c).
Therefore, the blood flow changes mainly occur in the cheeks
and nose because capillaries are widely distributed. Further-
more, the downsampling size affects the resolution of rPPG
images. For example, the downsampled image of 50 x 50
pixels can show obvious spatial patterns on the rPPG image.
Meanwhile, the downsampled image of 5 x 5 pixels has
only vague spatial patterns. Fig. 8 (d) shows the rPPG signal
calculated from the original face images and the PPG signal
measured at the finger. It indicates that the shape of the
rPPG signal is similar to the PPG signal, and the proposed
algorithm can accurately extract the pure blood flow changes.
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TABLE 4. HRV parameters using various algorithms in the static image.

Algorithms Mean RR (ms) STD RR (ms) SDSD (ms) RMSSD (ms) PNNS50 (ms)
MR [19] 761.25 +90.2 91.62+37.9 103.69 +42.1 103.63 +42.2 74.91+£10.3
REE [21] 764.43 £ 60.5 67.19+19.2 67.68 +19.5 67.57+19.5 63.1+8.6
ICA[13] 768.43 + 80 100.95 +40 106.66 +41.3 106.46 +41.3 7414 +7.4
EVM [22] 749.51 £73.2 84.97 + 28 88.21 £30.6 88.05+30.3 73.88+9.6
POS [12] 676.61 £ 80.6 81.94 £25.5 82.12+26.9 81.95+26.7 68.51+94

PhysNet [30] 624.83 £75.3 90.3+20.2 88.12+£25.1 88.07 £25.1 70.48 £9.6
rPPGNet [9] 651.44+51.8 93.08 +24.7 97.59 +26.2 97.64 +26.7 75.76 5.7
HSI(1)+RLS 735.01 £77.1 64.93 +13.5 66.33 + 18 66.15+17.9 63.73+8.3

PPG signal 738.85+79.8 47.67+11.1 59.8+15.4 59.64+15.3 56.39+9.6

TABLE 5. HRV parameters using various algorithms in the MA-corrupted image.

Algorithms Mean RR (ms) STD RR (ms) SDSD (ms) RMSSD (ms) PNNS50 (ms)
IR [19] 940.58 + 158.4 193.1+£54.2 203.31 +£61.8 202.84 +61.2 86.81 +6.0
REE [21] 813.27 +£55.9 103.42 + 34 110.61 £44.5 110.37 +44.3 7586+ 8
ICA[13] 875.8+48.3 142.82 +48.9 151.84 +54.1 151.33+53.6 81.24+7.9

EVM [22] 833.72+105.4 152.31+42.8 159.13 £44.9 158.66 +44.8 82.48 +£7
POS [12] 597.52 £ 63.6 90.7 +18.8 93.32+23.1 933+23.1 74.02+8.5

PhysNet [30] 601.56 +39.6 98.88 £ 11.3 95.63+16.9 95.63+16.8 72.92+49
rPPGNet [9] 637.6+29.4 102.76 +25.1 105.02 +27 104.97 +£26.9 78.05 + 6.6
HSI(1)+RLS 723.74 +74.8 80.52 £24.6 81.46 £28.7 81.22+28.6 70.05 £+ 10.5

PPG signal 718.74 +82.3 48.7+9.8 60.05+12.4 59.89+12.3 55.38+7.8
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FIGURE 9. Video frame rates according to the downsampled sizes such as
5 x 5,10 x 10, 35 x 35, 50 x 50, 100 x 100, 150 x 150, and 200 x 200
pixels. The numbers on the blue squares represents the computation time
for processing one frame. The red dot lines represent the limit of camera
specification for configuring the real-time system.

The proposed algorithm is intended for real-time systems, and
the relationship between the computation time and face image
sizes is plotted in Fig. 9. This figure shows that the ROI size
is inversely proportional to the video frame rate. Therefore,
a suitable downsample is essential to configure a real-time
system based on the camera specification.
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V. DISCUSSION

In this study, it is demonstrated that the proposed algorithm
(HSI(1) + RLS) can estimate the correct rPPG signal and
the rPPG image from continuous face frames. In general,
estimating the rPPG signal from a regular webcam has a
critical limitation because the color changes induced by blood
flow are much smaller than the color changes of human move-
ments. In this study, it is assumed that the motion artifacts
can be triggered by two problems: a) unevenly distributed
intensity induced by face curves and b) the color changes
caused by the movement of melanin and residual pigments.

The first problem implies that the rPPG signal is influ-
enced by an irregular face surface. Although the light source
(e.g., fluorescent light) is uniformly distributed, the light
reflected from the human face has irregular intensity, which
is measured by a webcam. Therefore, head movements
may cause motion artifacts, which are generated by the
amplification of unevenly distributed intensity of face
curves. Motion artifacts may considerably overlap with the
rPPG signal. To solve this problem, the HSI is modified and
shown in Fig. 3.

To solve the second problem, the Lambert—Beer law, which
can represent the absorbance of melanin, hemoglobin, and
residual pigments by (7), was applied. A previous study that
estimated rPPG signals from continuous face frames assumed
that the melanin and residual pigments were constant, and
the change of each pixel was induced only by the change
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of hemoglobin [13]. However, as motion artifacts can be
triggered by the movements of melanin and residual pig-
ments, it becomes difficult to estimate pure rPPG signals.
Therefore, in the ordinary Lambert—Beer law, melanin and
residual pigments defined as constants, were replaced with
variables which change with various head motions in (8).
Accordingly, the ANC method based on the RLS algorithm
was used to reduce the effects of variation of melanin and
residual pigments, as shown in Fig. 4.

Accordingly, the proposed algorithm is constructed by
combining the HSI modification and ANC based on RLS
(HSI(1) + RLS) to reduce motion artifacts induced by
head movements and irregular reflected intensity, as shown
in Fig. 5. To evaluate the performance of the proposed algo-
rithm, the rPPG signal was calculated using the methods
of previous studies, such as IIR [19], REE [21], ICA [13],
EVM [22], POS [12], PhysNet [30] and rPPGNet [9]. In addi-
tion, to model different environments, two different experi-
ments were conducted with static and MA-corrupted images.
First, the static images show the human face without move-
ments. Therefore, melanin and residual pigments are fixed
at each pixel of the face image, and the irregular reflected
intensity from the face does not trigger motion artifacts.
Second, the MA-corrupted images show the human face with
movements and the variety of motion artifacts occurred.

A. EVALUATION OF HEART RATE

To quantitatively evaluate the proposed algorithm, the heart
rate by previous studies was estimated and compared with
the heart rate of the PPG signal. Table 2 shows that the heart
rates estimated by the proposed and previous algorithms are
not significantly different from that of the PPG signal in static
images. Table 3 shows that the heart rates obtained by the
PhysNet [30], rPPGNet [9] and proposed algorithm are not
significantly different from the true heart rate of PPG signal in
the MA-corrupted images. However, correlation coefficients
of PhysNet (0.3738) and rPPGNet (0.2112) are smaller than
that of proposed algorithm (0.6272). In other words, in com-
parison with previous methods, the proposed algorithm can
estimate the accurate heart rate robustly in the MA-corrupted
environment. Additionally, the value of HSI(1) + RLS listed
in Tables 2 and 3 are 0.4 bpm and 5.77 bpm mean(in), respec-
tively. However, a bias of 5.77 bpm was observed. The pro-
posed algorithm considers two different assumptions. First,
melanin and residual pigments are time-varying with respect
to the recording camera. To reduce the motion artifacts
triggered by melanin and residual pigments, the RLS algo-
rithm is applied. In RLS, the desired signal entails the sum
of the variance of melanin and residual pigments, as given
in (15). Therefore, whenever motion artifacts occur, the
desired signal increases. Since the value of variance of
hemoglobin is considerably smaller than that of the desired
signal in MA-corrupted environments, RLS can remove not
only the noise signal derived by motion artifacts, but also a
part of the rPPG signal. Therefore, a bias is observed in the
MA-corrupted environment.

VOLUME 9, 2021

B. EVALUATION OF HEART RATE VARIABILITY

Based on the HRV parameter values listed in Tables 4 and 35,
compared with the previous methods, the proposed algorithm
can effectively estimate the rPPG signal. Since the HRV
parameters are calculated with respect to the beat interval of
heart activity, the results are very sensitive, particularly to the
motion artifacts. Therefore, the HRV parameters calculated
via the proposed and other algorithms are similar to those
calculated for the PPG signal in the static image as only
a small motion artifact effect is observed. However, in the
MA-corrupted image, since correct beat intervals are difficult
to obtain, the HRV parameter exhibits a larger bias than those
obtained for the static image. Therefore, the Mean RR of the
HRV parameters calculated via the other algorithms exhibit
a difference of more than 100 ms and results of other HRV
parameters such as STD RR, SDSD, RMSSD and pNN50 are
more than twice that of reference, as summarized in Table 5.
The table also indicates that the proposed algorithm effec-
tively removes motion artifacts and estimates HRV parame-
ters more precisely.

C. EVALUATION OF REMOTE PPG INFORMATION

The shapes of rPPG signals calculated by previous studies
and proposed algorithm are similar to that of the PPG signal
in Fig. 7 (a) because changes in the position of melanin
and residual pigments barely occur. In addition, the reflected
intensity change of the face image is also small. Meanwhile,
the shapes of rPPG signals calculated by previous studies are
different from that of the PPG signal because the changes in
melanin and residual pigments as well as irregular intensity
caused by face curves can trigger various motion artifacts
in Fig. 7 (b). In particular, the rPPG signal of IIR has a low
frequency component. Because the IR filter is a linear time-
invariant system, it is difficult to eliminate nonlinear signals,
such as motion artifacts [14], [15]. The motion artifacts also
affect the results of REE because the REE does not assume the
changes in melanin and residual pigments in (7). Therefore,
noise signals triggered by motion artifacts were unstably
included in the results [22]. ICA assumes that the rPPG signal
is an IC. In short, the interactions among ICs are minimal, and
the characteristics of ICs themselves are maximal. However,
the results of ICA show that the signals triggered by melanin
and residual pigments and the signals estimated from the
movement of hemoglobin are dependent, and the method
eventually fails to separate them, as shown in Fig. 7 and
Table 3, respectively [13]. The rPPG signal calculated by
EVM is also vulnerable to motion artifacts. The concept of
EVM is not to extract rPPG signals but to amplify slight
movements. Therefore, it is impossible to separate the noise
signals (melanin and residual pigments) from the rPPG sig-
nals. In other words, EVM barely considers motion artifacts
compared with other previously developed algorithms [22].
POS can remove the noise signal by assuming that the noise
signal is orthogonal only to skin-tone and by projecting aver-
aged signals of face image onto the plane [12]. However,
POS does not consider the unevenly distributed face curve,
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and unevenly distributed face curve eventually caused motion
artifacts in the MA-corrupted image. PhysNet and rPPGNet
are based on the convolutional neural network (CNN) and
have a form of supervisor learning. Therefore, learning model
requires a high-purity raining sets of face image [9], [30].
Although, results of PhysNet and rPPGNet are better than
the previous studies, performances of PhysNet and rPPGNet
are lower than that of proposed algorithm in the static and
MA-corrupted image. Therefore, we see that the two algo-
rithms (PhysNet and rPPGNet) does not consider the optical
properties of facial skin, resulting in a poor result.

Finally, the proposed algorithm also reconstructed the
rPPG image in real-time. However, the proposed algorithm
may have a high computational cost because the proposed
algorithm is applied to each pixel of face images in (17).
Consequently, it is necessary to reduce the size of images
for extracting rPPG signals and optimizing a real-time sys-
tem. Fig. 8 shows the results of rPPG image reconstruction
depending on the downsampling size. Especially, a rPPG
image of 50 x 50 pixels has a high resolution. However,
it is difficult to show the changes in clear rPPG patterns
because the proposed algorithm is applied to each pixel, and
the filtered signals in each pixel are independent. Mean-
while, the rPPG images of 5 x 5 and 20 x 20 pixels have
a suitable sparse resolution. The downsampling process for
reducing the computational cost can prevent displaying the
excessive sparse information produced by independent fil-
tering processes in each pixel and provide a blur effect.
In addition, Fig. 9 shows that downsampling size selection
depends on the camera specification used for configuring
real-time system. To implement the real-time system, it is
necessary to complete rPPG signal estimation process before
acquiring the next face image. For instance, a camera at 60 fps
should be configured with a downsampling process of at
least 35 x 35 pixels, whereas, a camera at 15 fps is capable
of a downsampling process up to 50 x 50 pixels. There-
fore, the proper downsampling process not only produces
a more efficient real-time system but also displays distinct
rPPG pattern images.

D. LIMITATIONS

The proposed method, complying with the Lambert—Beer
law, can be applied to human skin modeling to remove
the artifacts derived by the reflective irregular intensity as
well as various head movements. The results for heart rate
estimation and HRV obtained in this study are better than
those obtained in previous studies that employed IIR [19],
REE [21], ICA [13], EVM [22], POS [12], PhysNet [30]
and rPPGNet [9]. However, the proposed algorithm exhibits
two limitations. First, the rPPG signal is influenced by the
intensity of the light source and variation in the location of the
light source. The focus is on the reflective irregular intensity
caused by face shape, not the irregular intensity caused by the
variation in the light source. Therefore, extracting the rPPG
signal in an outdoor environment is difficult since the light
source intensity and location can vary unexpectedly. Second,
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in MA-corrupted environments, heart rate value calculated
with the rPPG signal is biased compared with that calculated
with the reference PPG signal. In RLS, the desired signal
is the sum of melanin and pigment variation and is larger
in MA-corrupted environments. The large value of desired
signal can be removed from original signal and the result
of proposed algorithm is unstable. Therefore, an adaptive
attenuation value should be studied to reduce the effect of the
desired signal in MA-corrupted environments.

VI. CONCLUSION AND FUTURE WORK

In this study, we proposed a novel method that combined the
HSI modification with RLS-based ANC to estimate the rPPG
signal and rPPG image. To evaluate the performance of the
proposed algorithm, the estimation performances of heart rate
and HRV were investigated, and compared the results with
previous algorithms. Consequently, the proposed algorithm
shows a better heart rate agreement between the estimated
rPPG signal and the PPG. However, the cross-correlation in
MA-corrupted images remained low. It means that the motion
artifacts were not removed perfectly. In addition, it is neces-
sary to evaluate the performance of the proposed algorithm
according to different skin colors as well because the distri-
bution of melanin under the face is different according to the
race, and can affect the extraction of an accurate rPPG signal.
Finally, there is a plan to recruit the participants of various
races for analyzing the noise cancellation performance.
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