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ABSTRACT Active noise control algorithms undergo stability problems in the presence of impulsive noise.
This paper investigates such algorithms with online secondary path modeling for impulsive noise and varying
acoustic paths. The paper presents three methods for active noise control, along with improved online
secondary path modeling. Firstly, the filtered x recursive least square algorithm is applied for both active
noise control and online secondary path modeling. This method gave faster convergence, improved stability,
and modeling accuracy as compared to existing ones. The filtered x recursive least square algorithm is not
robust for abruptly changing acoustic paths. To overcome this problem another method that uses modified
gain filtered x recursive least square algorithm for active noise control is presented. Furthermore, it is
observed that modified gain filtered x recursive least square achieves the desired performance with overheads
of increased complexity. Thus, a hybrid method is proposed which has less computational complexity than
the rest methods with no compromise on active noise control system performance.

INDEX TERMS Active noise control, path modeling, least square algorithms, computational complexity.

I. INTRODUCTION

Active control of noise (ANC) has grown rapidly and gar-
nered lots of consideration and attention in recent years
because of the development of new successful applications
using this technology [1]-[4]. The working of the ANC sys-
tem is built upon the principle of superposition, i.e., gen-
eration of anti-noise signal with opposite phase but same
magnitude to that of primary (unwanted) noise [4]. The
filtered-x least mean square (FXLMS) algorithm is one of
the most widespread, simplest, and commonly used adap-
tive algorithms for the ANC system [S]-[7]. The block
diagram of a basic FXLMS based ANC system is shown
in Fig. 1. The stability of the FXLMS algorithm needs filter-
ing of the reference signal through the estimated secondary
path [8]-[10]. Poor estimation of the secondary path i.e.,
when the phase response of original and estimated secondary
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path coefficients has a difference of more than 90 degrees,
results in a low convergence rate and may cause system
instability [11]. Therefore, online secondary path modeling
(OSPM) methods for a feasible solution with improved effi-
ciency of ANC system for time-varying acoustic paths are
employed.

Two different approaches for OSPM are found in the liter-
ature [13]. In the first approach, additional random auxiliary
noise v(n) is injected into the ANC system to employ the
method of system identification for modeling of secondary
path [12]-[17]. The second approach tries to model the sec-
ondary path from the output, y(n) of the ANC filter with-
out the injection of additional random noise into the ANC
system [1]. The second approach does not always give an
accurate secondary path estimate and its modeling process
is also dependent upon the output signal. On the other hand,
the first approach is not only independent of the output signal
but also works fine for the entire frequency range. Therefore,
the first approach is preferred in practical applications [13].
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FIGURE 1. Block diagram of FXLMS algorithm-based ANC system.
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FIGURE 2. Eriksson’s method for ANC systems with OSPM.

The first ANC system with OSPM was presented by
Eriksson and Allie [12]. This method estimated the sec-
ondary path by introducing a random noise v(n) to the system.
The block diagram of [12] is shown in Fig. 2, where x(n) is
the input reference signal, e(n) is the residual error signal
of the ANC filter, p(n) and s(n) are the impulse response
vectors of primary and secondary acoustic paths, w(n) and
S(m) represent the impulse responses of ANC and OSPM
filters respectively. The description along with computations
of all quantities introduced in Fig. 1 and 2, can be found
in Table 1.

As seen in Fig. 2, the residual error signal of ANC filter
e (n) has two different components. One of the components
i.e., d (n) — y' (n) is associated with the reference signal and
is beneficial for the update of the ANC filter w (n) but acts as
a disturbance for the OSPM filter § (r) . The second compo-
nent v;, (n) is related to the random noise v (n) and utilized
in updating the modeling filter § (n), but acts as a distur-
bance for the control filter w (n). Owing to this interference
between the modeling and control processes, the ANC sys-
tem’s overall performance is degraded. To reduce this mutual
interference and improve the performance of [12], numer-
ous methods have been proposed in the literature. [13]-[16]
added a third filter to reduce the cross-interference of two
filters. Among these Zhang et al.’s method [15] gave the
best reduction in mutual interference and fastest convergence
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TABLE 1. Description of quantities used for the ANC systems with OSPM.

x'(n) = s(n) *x(n)

Quantity Description

p(n) Coefficient vector of the primary
path

s(n) Coefficient vector of the secondary
path

S(n) Coefficient vector of OSPM filter

w(n) Coefficient vector of ANC filter

x(n) Reference / Input signal

Reference signal filtered through

secondary path

x'(n) = 8(n) * x(n) Reference signal filtered through
secondary path

d(n) = p(n) * x(n) Primary disturbance signal

y(m) = w'(n) * x(n) Output of ANC filter

y'(n) = s(n) * x(n) Canceling signal

v(n) Auxiliary noise generated internally
for OSPM filter

G(n) Time-varying gain factor used
for v(n)

vg(n) = G(n) * v(n) Auxiliary noise with varying gain

injected into the system
vy'(n) = s(n) * vg(m) Modeling signal
9," (n) = 8(n) * v4(n)

e(n) = dn) - [y'(n) —v,'(M)]
fm) =em) -9,/

Output of OSPM filter
Error signal of ANC filter

Error signal of OSPM filter

in terms of overall noise reduction but at the expense of
added computational complexity. In [17], Akhtar ef al. devel-
oped an ANC system that consumed two filters, one for
control and the other for modeling purposes. His variable
step size FXLMS (VSS FxLMS) based OSPM filter gave
faster convergence. In all these methods, the gain G (n) of
additional random noise v (n) was fixed i.e., G(n) = 1
(for all values of n) such that v (n) =vg (n) [12]-[17]. For
an efficient ANC system, G(n) should approach zero as the
OSPM filter approaches its steady state i.e., a good estimate
of the secondary path has been achieved. If G(n) is kept
constant, vg(n) keeps on appearing in the residual noise e (n) ,
resulting in overall degradation in noise reduction capability
of the system. In [18], auxiliary noise power (ANP) schedul-
ing that tracks the modeling process and then varies G(n)
accordingly was introduced. This ANP scheduling technique
decreased the intervening of auxiliary noise vg(n) in residual
error e (n) of control filter after the precise estimate of the
secondary path has been achieved. In recent times, many
strategies with variants of VSS FXLMS and different ANP
scheduling techniques have been proposed to achieve low
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residual error in steady-state, fast, and accurate modeling, and
better convergence [18]-[23]. A self-tuning ANP scheduling
strategy alongside the optimal VSS parameters, normalized
FxLMS (VSS-FxNLMS) for both adaptive (ANC & OSPM)
filters were proposed by Carini and Malatini [19]. A two-
stage ANP scheduling approach was introduced by Ahmed
et al. [21] along with a normalized variable step size algo-
rithm for both OSPM and ANC filters. An OSPM filter
equipped with VSS FxLMS and a simplified ANP schedul-
ing strategy with decreased computational complexity was
introduced by Pu et al. [22]. Recently, Yang et al. [23] have
proposed an enhanced method in which the gain G(n) is
determined only by the modeling error f(n) and the step size
s for the OSPM filter is adapted using the convergence of
three adaptive filters. All the reported techniques [12]-[23]
with OSPM focused on the modeling of the secondary path
for the Gaussian noise. To the best of our awareness, no work
has been reported in the literature for ANC of impulsive
noise (IN) with OSPM. Therefore, in this paper, we have
explored the ANC of IN along with OSPM. The IN is mod-
eled using symmetric «-stable (SS) model [24], which has
the following characteristic function:

p@t)=e vt (1)

where « is called the characteristic exponent and controls the
shape of distribution with value ranges 0 < « < 2. The nearer
the value of « to 0, the heavier is the tail, which specifies
the high IN. The distribution becomes Gaussian if ¢ = 2.
In (1), the SaS distribution becomes stable SaS distribution
by setting the scale parameter, y to 1. Fig. 3 depicts SaS
distribution with varying values of «.
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FIGURE 3. SaS distribution for varying values of «.

We tested the performance of all existing techniques in
the presence of IN, given in section IV. The results validate
that Carini’s method [19] outperforms all other methods in
the terms of noise and vibration reduction for stationary
acoustic paths but diverges for a non-stationary environment.
Moreover, all the reported techniques [12]-[23] used variants
of FXLMS for both ANC and OSPM filters, so there is a
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dire need to investigate new methods for OSPM. In [25],
performance comparison of FXLMS and filtered x recursive
least squares (FxRLS) for ANC with IN validated the claims
made in the literature that the FXRLS algorithm has superior
convergence speed. These findings worked as a motivation
for us to switch to the least-squares family of adaptive
filters. Many novel variants of the FXRLS algorithm have
also been proposed in the literature with improved perfor-
mances [27]-[32], however, none of them combines online
secondary path modeling with the active noise control for
impulsive input. Moreover, using [26], we have incorporated
the characteristic of robustness into our proposed methods
too.

Therefore, three methods have been proposed in this
paper were first proposed FXRLS-FxRLS method improved
convergence and modeling accuracy of ANC system
with OSPM, the second proposed modified gain FxRLS
(MGFxRLS-FxRLS) method further improved the robust-
ness, and the third proposed variable step size normalized
FxLMS (VSS FxNLMS-FxRLS) method gave fast conver-
gence, modeling accuracy, and robustness along with the
reduced computational load. The proposed FXRLS-FxRLS
method assessed the performance of the FXRLS algorithm
when implemented in both ANC and OSPM filters. This
method attained faster convergence than the reported variants
of the FXLMS algorithm. However, the FxRLS algorithm
is not much robust for non-stationary acoustic paths, and
stability is not assured under high IN [2], [26]. To cater to
this problem, a second proposed MGFxRLS-FxRLS method
that employs the MGFxXRLS algorithm [26] in ANC filter
and FxRLS algorithm in OSPM filter is devised. This further
improved the robustness of the overall system. However,
the algorithms belonging to the FXRLS family are reported
to have increased computational complexity, whereas some
variants of FXLMS i.e., FXNLMS with relatively less com-
putational complexity are found to be comparable in terms
of performance with FXxRLS variants [31]. These facts lead
us to carry out extensive simulations and experimentations
to devise our third method which not only reduced the
computations but also enhanced the system performance.
The proposed VSS FxNLMS-FxRLS method uses VSS
FxNLMS [19] algorithm in the ANC filter and the FxRLS
algorithm in the OSPM filter. The first two proposed methods
i.e., the FXRLS-FxRLS method and MGFxRLS-FxRLS have
been developed using the observations from the literature that
validate the fast convergence of FXRLS in the presence of
impulsive noise [25] and better robustness of the MGFxRLS
method in a non-stationary environment [26]. However,
variants of FXRLS have much higher computational com-
plexity compared to FxLMS family algorithms [32], [33].
To overcome the issue of increased computational com-
plexity, a novel method, i.e., the VSS FxNLMS-FxRLS
algorithm, exploits the fastest convergence of FXRLS and
lowers the computational complexity of the VSS FxXNLMS
algorithm is proposed. Henceforth, the proposed VSS
FxNLMS-FxRLS method achieved superior results among
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investigated [12], [18], [19], [21]-[23] and proposed tech-
niques for the active cancellation of impulsive noise with
online secondary path modeling.

The rest of this paper is structured as follows: The proposed
methods are discussed in Section 2. The complexity analysis
of proposed methods is given in Section 3 followed by the
comparative analysis of proposed and existing methods with
the help of simulation experiments in Section 4. Finally,
a conclusion is drawn in Section 5.

Il. PROPOSED METHODS

In this section, we present the proficient methods for the
OSPM with ANC of IN. Three suggested algorithms are
discussed below.

A. PROPOSED FxRLS ALGORITHM BASED ANC AND
OSPM (FxRLS-FXRLS METHOD)
The block diagram of the proposed pxrrs-FXRLS method is
given in Fig. 4. All the existing techniques for OSPM worked
fine with Gaussian input but were not very efficient in terms
of modeling accuracy and convergence in the presence of
IN. Moreover, many of these methods [12], [14]-[23] lacked
robustness for varying acoustic paths. Therefore, we have
proposed a method where both ANC and OSPM filters
employ the FxRLS algorithm. FXRLS algorithm minimizes
the sum of square error by recursively finding the filter coef-
ficients [32].

The weights of the OSPM filter are updated as:

Sm+1) =8m) +kx(m)f (n) 2
where
P> (n — 1) vg(n)
Vg MmP;(m—1)vg (n) + A

o) =1dm—yml+[m—im] @

k; in (4) is the gain used to predict weights of modeling filter
with decreasing modeling error f(n), A is forgetting factor
with value ranges between 0.9-1 and P is the covariance
matrix of vy (n) which is updated as:

ky (n) = 3

Pr(m)=1""Pa(n—D-2""ky(m)v; mP; (n—1) (5
The ANC filter update equation is provided as:
wn+1)=wm) +ki(n)e(n) (6)

where
P1(n— ¥ (n)
— . 7
X'TmMPi(n—1)X (n) + A
Pim) =2""P1n—D-12""kgm X T )P (n—-1) (8)

ki (n) =

As mentioned earlier, vg’ (n) serves as a disturbance in e(n).
If the gain of auxiliary noise is kept constant, this will cause
a continuous degradation in the ANC filter. To overcome
this problem, the ANP scheduling approach was presented
in [18]. According to this, once the OSPM filter has attained a
steady state, the gain of auxiliary noise should be significantly
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FIGURE 4. Block diagram of the proposed FxRLS - FXRLS method.

reduced until a change in the secondary path is encountered.
ANP scheduling used in this paper is the same as in [23]. The
gain G(n) for all investigated methods is updated as:

G (n) = cy/Py(n) ©)

where
Py (n) = APy (n— 1)+ (1 —)L)g2 (n) (10)

A third filter h(n) is used for the power calculation Pg(n).
This filter is updated as:

h(n+1) =h®m) + uug (n) x (n) Y

The value of G(n) keeps on decreasing as OSPM filter
coefficients approach the actual secondary path-vector ensur-
ing improved modeling accuracy of the system. If a sudden
change is encountered in the secondary path, G(n) again
becomes large, hence increasing the amplitude of vg(n). The
faster the OSPM filter converges, the lesser is the value of
f(n) and lower is the contribution of vg(n) in e(n). With the
use of the FXRLS algorithm along with ANP scheduling not
only the ANC filter’s performance is enhanced but the OSPM
filter also attains the accurate model of the secondary path in
minimum time.

However, for non-stationary acoustic paths, re-initialization
needs to be done for FXRLS which is very difficult rather
impossible in the course of runtime application [34]. Prac-
tically, for varying acoustic paths, the FXRLS algorithm is
deficient in robustness and may even become unstable. Thus,
modifications are obligatory in the proposed FXRLS-FxRLS
method to make it robust. In the next section, we proposed
the MGFxRLS-FxRLS method. MGFxRLS is reported in
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the literature to have better robustness for the non-stationary
environment [26]. Hence method 2 not only preserves the
fast converging property of method 1 but is also robust in the
presence of changing acoustic paths.

B. PROPOSED MGFxRLS ALGORITHM BASED ANC AND
FXRLS ALGORITHM BASED OSPM (MGFxRLS-FxRLS
METHOD)

In this proposed method, the ANC filter uses the MGFxRLS
algorithm whereas the OSPM filter employs FxRLS. The
OSPM filter employs the FXxRLS algorithm and is updated
as:

Sm+1) =8m) +ky (m)f (n) (12)
where
P2 (n —1)vg(n)
mP2 (n—1)vg (n) + A

k; is the gain and P is the covariance matrix of vg(n) which
is updated as:

k, () = Vg (13)

Pm)=2""Pa(n—1) -2 "ka(m) vg" m)P2(n — 1)
(14)

The ANC filter is based on the MGFxRLS algorithm. The
weights ANC filter have the following update equation:

wm+1) =w(m) +Kkym)e(n) (15)

Pi(n—1X (n)
¥TmP(m—1)X(m)+ A+ E.(n)
PPm)=12"Pm—1D -2k & TmP;n—1)

(17
& () (18)

ki (m) =

(16)

E.(n)y =M, (n—1)+(1—-21)

E, (n) is the energy of the residual error e(n) and Py is the
covariance matrix of x'(n). The gain G(n) is updated as:

G (n) = c\/Py(n) (19)

where
Py (1) = APy (n — 1) 4 (1 — 1) g% (n) (20)

A third filter h(n) is used for the power calculation Pg(n).
This filter is updated as:

h(n+1) =h®m) + g (n) x (n) 21

Simulation results in Section IV authenticate the improved
robustness of the proposed MGFxXRLS-FxRLS method. If the
acoustic paths change, the proposed MGFxRLS-FxRLS
method still shows good convergence along with the low
steady-state error, hence, ensuring robustness and stability
of this algorithm. However, it is important to mention here
that although both proposed FXRLS-FxRLS and proposed
MGFxRLS-FxRLS methods give good noise reduction, faster
convergence, and good modeling accuracy but at the cost
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of increased computational complexity. This motivated us to
devise our third hybrid method which not only gives reduced
computations but also enhances the system’s overall perfor-
mance. This method is presented in the next section.

C. PROPOSED VSS FxNLMS ALGORITHM BASED ANC AND
FXRLS ALGORITHM BASED OSPM-(VSS FXxNLMS-FxRLS
METHOD)

We suggest a new method for OSPM that combines the high
convergence speed and good modeling accuracy features of
the FXRLS algorithm with the noise reduction capability of
the VSS FxXNLMS algorithm. The FXNLMS algorithm with
optimal VSS derived in [19] is found to be most efficient
in terms of noise reduction when used in an ANC filter.
The proposed VSS FxNLMS-FxRLS method uses the VSS
FxNLMS algorithm [19] in the ANC filter and the FxRLS
algorithm in the OSPM filter. The block diagram of this
method is given in Fig. 5.

Impulsive
MNoise
source

| White noise [

T -

f(n

x(n)

1 0OSPM Process

Power
Calculation

g(n)

FIGURE 5. Block diagram of the proposed VSS FXNLMS - FxRLS method.

The weight update equation of the ANC filter is given as:

ki (m) X' ()

(22)

The step size parameter of the ANC filter w,,(n) is approx-
imated using the following equation:
Ny (n)
Pe(n)

o (n) = (23)

where
Ny = ANy (n— 1D+ (1= emmt m)x () (24)
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TABLE 2. Computational complexity analysis of proposed FxRLS-FxRLS method.

For each n calculate * +/-
1

G) = c\/F(n)
Vg(n) = G(n)v(n) 1

vy(n) = sT(n)Vg(n) M M-1

£'(n) = 8§T(m)x(n) M M-1

y(n) = wT(n)x(n) L, Ly-1

M

y'(n) =sT(m)y(n) M-1

9,'(n) = 8T(n) v4(n) M M-1

e(n) =d®n) — [y'(n) — v,/ (n)] 2

f) =em) —9,'(n) 1

z(n) = hT(m)x(n) K K-1

g(n) =f(n) —z(n) 1

Py(n) = AP, (n— 1)+ (1-2) g*(n) 3 2

PZ (n) = )L_lPZ(n - 1) - A_lkz(n)ng(n)PZ (n - 1) 3 sz 2 sz‘ Lw
P,(n) =2"P;(n—1) — A 'k;(n)X' (n)P;(n — 1) | 3M? 2MP-M

_ P,(n — 1)vy(n)
k2(0) = S TP, (n — Dvg(n) + 4 M M
ky(n) = — Pa(n - l)ﬁf,n) 2L, L,
R (m)Py(n — 1R (n) + 1

S(n+ 1) =8(m) +Kky(n) f(n) M M

w(n + 1) =w(n) + k;(n) e(n) L, Ly,

h(n + 1) = h(n) + p,g(n) x(n) K+1 K

Total Computations in proposed FXRLS-FxRLS

3MP+TM+3 L+ | 2MP*+5M+2 L, >+
method :
4L, +2K+5 2L,+2K-2
. 2 ~ g(mx (m) h
=A -1 1—AN)—F— 25 where
m (n) m (n ) + ( ))2/ (n)T )’Z/(n) ( ) . ) ~ PZ (n _ 1) Vg(n)
P,(n) = AP, (n—1)+ (1 —A) ez(n) (26) 2(m) = Vg mP;(n—1)vg(m)+ A

The weight update equation of the OSPM filter is specified
as:

Sm+1) =8 +ky(m)f (n) 27)

117476

(28)

Py(m)=21""P2 (1D ~3"'ky () vy M Pz (n=1) (29)

Gain is updated as:

G (n) = c/Pg(n)

(30)
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The third filter h(n) used for the power calculation P ()
is updated as:
h(n+1) =hm) + pupg (n) x (n) (32)

Simulation results have validated our claim that the
proposed VSS FxNLMS-FxRLS method has enhanced
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TABLE 3. Computational complexity analysis of proposed MGFXRLS-FXRLS method.

For each n calculate * +/- / W
1

G(n) = c/B;(n) 1

vg(n) = G(n)v(n) 1

vg(n) = sT(m)v,(n) M M-1

£'(n) = 8T(n)x(n) M M-1

y(n) = wT(n)x(n) L, L,-1
M

y'(n) =sT(m)y(n) M-1

9,'(n) = 8T(n) vg(n) M M-1

e(n) =dm) — [y'(n) — vy’ (n)] 2

f@n) = e(n) — 3,/ (w) I

z(n) = hT(n)x(n) K K-1

gn) =f(m) —z(n) 1

P,(n) = AP, (n— 1)+ (1 -2 g*(n) 3 2

P,(n) = A7'P,(n — 1) — 27 'k (n)v, ()P, (n — 1)| 3 L,2 2 Ly Ly 1

P,(n) =A"'P;(n— 1) — 27 'k, (M)’ (n)P;(n — 1) | 3M? 2M*-M 1

_ P(n-Dyvy()
kz (l‘l) - ng(n)Pz(n—l)vg(n)+l M M 1
E,(n) =AE,(n—1) + (1 — D)]e?(n)| 3 2
_ P1(n—1)%/(n)

ky(n) = 2T (m)P1 (- DR’ () +A+Ee(n) 2Lw L+l 1

S(n+1) =8M) +ky(n) f(n) M M

w(n + 1) = w(n) + ky(n) e(n) Ly Ly,

h(n + 1) = h(n) + p,g(n) x(n) K+1 K

Total Computations in proposed MGFxRLS-FxRLS
3MAHTM+3L,H 2MPASMA2L, 2+

method: 4 1
4L, +2K+8 2 L, +2K+1

Py(n) =APg(n—1)+ (1 —21) g2 (n) (31 robustness, stability, and convergence with reduced computa-

tions in comparison to other existing and proposed methods.

Ill. COMPUTATIONAL COMPLEXITY
Computational complexity plays a vital role in the implemen-
tation of algorithms in real-time applications. The proposed
methods’ complexity per iteration is specified in Tables 2-4,
respectively. The computational complexity of existing and
proposed methods is given in Table 5.
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TABLE 4. Computational complexity analysis of proposed VSS FXNLMS-FxRLS method.

For each n calculate * +/- / v
G(n) =c /B 1 1
vg(n) = G(n)v(n) 1
vy (n) = sT(n)vg(n) M M-1
9,'(n) = 8T(n) vy(n) M M-
y(n) = w'(n) x(n) Ly L1
y'(n) =sT(n) xy(n) M M-1
§'(m) =8T(m) x y(n) M M-1
£'(n) = 8T(n) * x(n) M M-1
f(m) =em) —9,'(n) 1
d'(n) = wT(n) *&'(n) L, L1
d(n) =9'(n) + f(n) 1
k,(n) = d(n) —d'(n) 1
z(n) = hT(n) *x(n) K K-1
g(n) = f(n) —z(n) 1
Py(n) =AP(n— 1D+ (1 -2) g*(n) 3 2
P(n)=AP,(n—1) + (1 — 1) e?(n) 3 2
P(n) = 271 P(n — Dk, (n) — 27k, (m)v] (n) P(n — 1| 3422 2MP-M 1
_ P(n—l)vg(n)
ky(n) = vg T(m) P(n—1)vg(n)+2 M M+l 1
mn) = Am(n — 1) + (1 - 1) 0@ 20,+1 L 1
x'" (m)xr(n)
N,(n) =AN,(n — 1) + (1 — Dk,(n)m" (n)&'(n) L2 Ly
_ Ny
My () = 25 1
S(n+1) =8(n) + ky(n) f(n) M M
w(n +1) = w(n) + p, (n) X
%" (m)R'(n)
h(n + 1) = h(n) + p,g(n) x(n) K+1 K
Total Computations in proposed VSS FXNLMS-FxRLS | 3M*+ 8M+5L,+ | 2M*+6M+4L,+2K 3 1
method: 2K+9 +1
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TABLE 5. Computational complexity analysis of the proposed and several existing methods.

Methods *J +,- Total
Carini’s method [19] 7L +O6M+4D+26 6L, +6M+4D-1 13L,+12M+8D+25
Ahmed’s method [21] 5L, +9M+36 5Ly +IM+6 10L,+18M+42
Pu’s method [22] 2L, +3M~+18 2L, +3M+3 4L,+4M+21
Yang’s method [23] 2L, +3M+2K+19 2L, +3M+2K+5 4L, +6M+4K+24
3MPHTMA3L, >+ 2MPH5M+2L, 2+ SMP+12M+5L,*+6L,+4K
Proposed FxXRLS-FxRLS AL, A2K+10 2L A2K2 +8
method
3MPHTMA3L, >+ 2MPHSMA2L,2+ SMP+12M+5L,*+6L,+4K
Proposed MGFxRLS-FxRLS AL, 42K+13 2L A2KH] 14
method
Proposed VSS FxXNLMS-FxRLS ﬂf + 8MHSLy2K DMPA6MAALGA 2K+ |SMP+14MAOL, +4K+14
method
TABLE 6. Set of parameters fixed for all simulations.
ANC System with OSPM Impulsive Noise x(n)
Parameter Symbol Value Parameter Symbol Value
Primary path tap length L 48 Total Realizations Avg 10
Secondary path tap length M 16 Total Iterations N 100,000
ANC filter tap length Ly 32 Characteristic exponent  a 1.65,1.85
Scale Parameter Y 1
Location Parameter C 0
OSPM filter tap length M 16 Skewness parameter 5 0

In Table 2-5, L,,, K, M, and D represent the number of
filter coefficients of w (n) , h (n), § (n) and delay used in [19],
respectively. It is a well-developed fact in the literature that
the FXRLS algorithm and its variants have much higher com-
putational complexities although they have exemplary per-
formances and hence our proposed FXRLS-FxRLS method
and proposed MGFxRLS-FxRLS method also have increased
complexity. To reduce the complexity of these methods with-
out compromising performance, the VSS FxXNLMS-FxRLS
method has been proposed. Fig. 6 (a-c) shows the comparison
of computations involved in all investigated [19], [21]-[23]
and proposed methods. Fig. 6 (a-b) shows a comparison of
the number of additions and multiplications involved in var-
ious proposed and investigated methods, whereas, Fig. 6 (c),
shows an assessment of total computations taking place in
each method. From Fig. 6 (a-c), it is evident that the compu-
tational complexity of the proposed VSS FxXNLMS-FxRLS
method is much reduced and comparable to existing
algorithms [19], [21]-[23]. Moreover, the performance

VOLUME 9, 2021

of the proposed VSS FxNLMS-FxRLS method is much
better.

IV. SIMULATION RESULTS

This section provides and discusses simulation results of vari-
ous experiments carried out using MATLAB and also delivers
a detailed comparative analysis of existing and proposed
methods for ANC of IN with OSPM. The following existing
methods are compared with the proposed methods:

o Erikson’s method [12]
o Akhtar’s method [18]
o Carini’s method [19]
o« Ahmad’s method [21]
o Pu’s method [22]

o Yang’s method [23]

The comparison of the investigated algorithms is carried out
based on the following three performance metrics:
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1 Mean Noise Reduction, MNR is calculated as:

Ac(n) }
Aa(n)
Ae(n) =2 (n— D+ A =21 le(m)] (34

Ag () =rAq(n— 1D+ A —-21)ldm)] (35)

AMNR®n) = E { (33)

where Ag4(n) and A.(n) (n)represent the absolute values
of disturbance and residual error signal respectively.
ii Vibration reduction, R is computed as:

2
R (n) = —101log Ze—(n)z (36)
> d(n)
iii Relative modeling error of secondary path, A S is given
by:
s(m) — sam) >
AS (n) = 10log;) —————— (37

Is(m)||?

The primary p (n) and secondary s (n) acoustic paths are
modeled as FIR filters by means of data taken from [1].
The impulse response of both acoustic paths is truncated to
memory lengths of 48 and 16, respectively, and is depicted
in Fig. 7(a-b). The tap length of ANC filter w(n) and OSPM
filter S(m) is set to 32 and 16, respectively for all the investi-
gations in this paper.

Two phases of the ANC system have been taken into
account as in [19] for all simulations in this paper. In the first
phase, the ANC filter is kept inactive till 5000 iterations and
only the OSPM filter is adapted to obtain the secondary path’s
initial estimate. In the second phase, after 5000 iterations
the system is operated by adapting both OSPM and ANC
filters simultaneously. Therefore, in all plots of this section,
the vertical dashed line at n = 5000 denotes the end of
the inactive ANC phase. The auxiliary signal v(n) is white
Gaussian noise with zero mean and 0.05 variance. Exhaustive
examinations have been performed to get the fitting value of
parameters for the efficient OSPM performance of the ANC
system. The parameters used in simulating the ANC with
OSPM for IN are listed in Table 6. In the simulations of the
ANC system, three cases are considered:

Case 1: Moderate impulsive input (@ = 1.85) with station-
ary acoustic paths.

Case 2: Moderate Impulsive input (¢« = 1.85) with non-
stationary acoustic paths.

Case 3: High Impulsive input (¢ = 1.65) with non-
stationary acoustic paths.

A. CASE 1: MODERATE IMPULSIVE INPUT (o = 1.85)
WITH STATIONARY ACOUSTIC PATHS

In case 1, the performance of already reported algo-
rithms [12], [18]—-[23] for ANC of IN with OSPM is tested
when the input is impulsive (¢ = 1.85) in nature and acoustic
paths are also stationary. Extensive simulations are executed
to find the suitable values of various controlling parameters
of all existing methods which are listed in Table 7.
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FIGURE 6. Complexity comparison plots of the investigated and proposed
algorithms (a) Number of additions (b) Number of multiplications
(c) Total number of computations.

Fig.8 (a-c) shows the comparison of mean noise reduc-
tion, vibration reduction, and relative modeling error of var-
ious existing techniques, respectively. Fig.7 (a) depicts that
MNR curve of Carini’s method shows the fastest conver-
gence at n = 5400 and reaches a minimum steady-state value
of 0.24 dB as compared to other investigated algorithms.
In Fig 7(b), Carini’s method also exhibits the fastest growth
at n = 3400 with respect to vibration reduction and achieves
the highest value of 19 dB. Henceforth, it can be concluded
that Carini’s method is the most efficient concerning mean
noise and vibration reduction amongst all reported methods
in the presence of IN and stationary acoustic paths. However,
Fig.7 (c) shows that Carini et al.’s method shows slow con-
vergence and does not provide the most accurate model of
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FIGURE 7. Impulse response of (a) Primary path (b) Secondary path.
TABLE 7. Values of controlling parameter for existing methods.
Value of Controlling Parameter
Methods Caso 1
ase Case 2 Case 3
p, = le—7,
Erikson’s Method [12] Wy =le—7 - -
W, = le—38,
Akhtar’s method [18] Us min = 1l&e — 6 ) -
Hs max = le =3,
67,., = 1e—3
612;77[(19( = 1
i=07 i=07 i=07
D=8 D=8 D=38
Carini’s Method [19] A=0.99 A=0.99 A=0.99
R=1 R=1 R=1
Hs min = le — 4 Hs_min = le — 4 Hs min = le — 4
u =03 u =03 u =03
u, = 0.08 u, = 0.08 u, = 0.08
Ahmed’s Method [21] a =0.997 a =0.997 a = 0.997
Ymin = 0.3 Ymin = 0.3 Ymin = 0.3
Ymax = 0.9 Ymax = 0.9 Ymax = 0.9
Pu’s Method [22] Wy =1le—8 - -
Wy =1le—8 Wy =1le—8 Wy =1le—28
Yang’s Method [23] u, =1le—7 w, =1le—=7 u, =1le—7
a = 0.005 a = 0.005 a =0.005

From Fig. 8, it is authenticated Erikson’s, Akhtar’s, and
Pu’s methods diverge in the presence of IN. Moreover,
Carini’s method gives the best reduction in noise and
vibration for moderate IN whereas Ahmed’s and Yang’s

secondary path modeling whereas, Yang and Ahmed’s meth-
ods exhibit fast convergence and good modeling accuracy by
achieving the lowest value of AS i.e., —30dB at n = 12000
and n = 6700, respectively.
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FIGURE 8. Performance evaluation of existing methods for case 1:
(a) MNR (b) R (c) AS.

methods give the best estimate of the secondary path with
the best modeling speed and accuracy. Therefore, in the next
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set of experiments, Carini’s, Ahmed’s, and Yang’s methods
have been selected for comparison with proposed methods in
a non-stationary acoustic environment.

B. CASE 2: MODERATE IMPULSIVE INPUT (« = 1.85)
WITH NON-STATIONARY ACOUSTIC PATHS

In this case, moderate impulsive input (¢ = 1.85) with
non-stationary acoustic paths is considered to check the
performance of existing methods of ANC system with
OSPM. For this purpose, a strong perturbation is given to
both primary and secondary acoustic paths by generating two
sample right circular shifts at 50,000 iterations. The impulse
response of perturbed primary and secondary acoustic paths
is displayed in Fig. 7. The comparative results of Carini’s,
Ahmed’s, and Yang’s for time-varying acoustic paths are
illustrated in Fig. 9.

From Fig. 9(a-c), it is evident that Carini’s method diverges
for all three performance metrics whenever a perturbation in
acoustic paths is encountered. Ahmed’s method shows rela-
tively better convergence along with better noise and vibra-
tion reduction, whereas Yang’s method has comparatively
superior modeling accuracy. Therefore, we have selected
Ahmed’s and Yang’s methods for further comparison with
our proposed methods in non-stationary acoustic paths. The
values of various controlling parameters of proposed methods
for the three cases are listed in Table 8. The value of uj and
A is kept the same for all simulations i.e., u; = le — 4 and
A =0.9999.

Fig. 10 (a-c) shows that Yang’s and Ahmed’s methods give
slow convergence and are less robust in comparison to FXRLS
family algorithms. The proposed FxRLS-FxRLS method
provides good convergence as compared to Ahmed’s and
Yang’s methods. The MNR of the proposed FXRLS-FxRLS
method converges at around 14000 iterations, whereas rela-
tive modeling error takes almost 10000 iterations to achieve
a steady-state value. The highest vibration reduction value
achieved by this method is 13dB. This method is nei-
ther robust enough nor fastest converging for non-stationary
acoustic paths. The proposed MGFxRLS-FxRLS method
gives better performance i.e., faster convergence, better noise
reduction, good modeling accuracy and enhanced robust-
ness than the proposed FXRLS-FxRLS method under non-
stationary acoustic paths as it achieves the lowest value
for MNR at about 6000 iterations and for AS, the steady-
state value is achieved only within 6000 iterations. The
highest vibration reduction value achieved by the pro-
posed MGFxRLS-FxRLS method is 14.5 dB. Furthermore,
although the proposed MGFxRLS-FxRLS method is giving
faster convergence and improved robustness and stability than
all existing algorithms. However, when compared to FXLMS
variants, this improved performance is achieved at the over-
head of increased computational load. The newly proposed
VSS FxNLMS-FxRLS method is giving the same perfor-
mance as that of the proposed MGFxRLS-FXxRLS method
along with the reduced computational load.
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FIGURE 9. Performance evaluation with existing methods for case 2:
(a) MNR (b) R (c) AS.

C. CASE 3: HIGH IMPULSIVE INPUT (o = 1.65) WITH
NON-STATIONARY ACOUSTIC PATHS

In this case, high impulsive input (¢ = 1.65) with
non-stationary acoustic paths is considered to validate the
performance of investigated methods of ANC system with
OSPM. For this purpose, a strong perturbation is given
to truncated impulse responses of both primary and sec-
ondary acoustic paths by generating two sample right cir-
cular shifts at 50,000 iterations. The primary and secondary
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FIGURE 10. Performance evaluation of proposed methods for case 2:
(a) MNR (b) R (c) AS.

acoustic paths’ impulse responses after perturbation are
shown in Fig. 7. The comparative results of Ahmed’s, Yang’s,
and three proposed methods for non-stationary acoustic paths
are illustrated in Fig. 10-11.

The results from Fig. 11 (a-c) yet again substantiate the
superior performance of all proposed solutions to the stan-
dard OSPM methods in terms of vibration and noise reduc-
tion, robustness, modeling accuracy, and modeling speed.
As depicted in Fig. 10, the proposed FXRLS-FxRLS method
is not considered stable under high IN, whereas the proposed
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FIGURE 11. Performance comparison of proposed methods for case 3:
(a) MNR (b) R (c) AS.

MGFxRLS-FxRLS method is relatively stable in compari-
son to the proposed FXxXRLS-FxRLS method. The proposed
VSS FxNLMS-FxRLS method has even better performance
than the proposed MGFxRLS-FxRLS method in terms of
robustness, modeling accuracy, stability, and noise reduc-
tion. Furthermore, it is established from Table 5 that the
proposed VSS FXNLMS-FxRLS method has also decreased
the computational freight as compared to the proposed
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TABLE 8. Values of controlling parameter of proposed methods.

Values of
Methods Controlling Parameter

Case 2 Case 3
Proposed FXRLS-FxRLS 6:=100,000 | 8;=1000
method 6,=1000 8,=1000
Proposed MGFXRLS-FxRLS 6;=1000 8:=1000
method 8,=1000 8=1000
Proposed VSS FXNLMS-FxRLS | 3,=1000 8,=1000
method 1=09 1=09

FxRLS-FxRLS and proposed MGFxRLS-FxRLS methods.
Hence, the proposed VSS FXNLMS-FxRLS method gives an
enhanced performance with reduced complexity.

It has been observed from simulation experiments that
for IN and non-varying acoustic paths Carini’s method gave
fast convergence best noise and vibration reduction among
all existing methods of ANC with OSPM. However, this
method lacked robustness as it diverges when acoustic paths
are non-stationary (see Fig. 9). The proposed FxRLS-FxRLS
method gave faster convergence but still lacked robustness.
To achieve robustness along with the preservation of fast
convergence and good modeling accuracy and modeling
speed, a proposed MGFxRLS-FxRLS method is devised.
This method achieved the enhanced robustness and perfor-
mance but at the cost of additional computational load. The
proposed VSS FXNLMS-FxRLS method which is developed
to reduce the computational complexity of the proposed
MGFxRLS-FxRLS method without making a compromise
on system performance gives the best performance of all the
existing and proposed methods as evident from Fig. 10-11.

V. CONCLUSION

We have tested active noise control (ANC) of impulsive
noise (IN) with online secondary path modeling (OSPM).
In this paper, three new methods are proposed using the
filtered-x recursive least squares (FXxRLS) family of algo-
rithms. Simulation results illustrated that the proposed
FxRLS-FxRLS method gives better convergence and mod-
eling accuracy in comparison of filtered-x least mean
square (FXLMS) family algorithms but shortages robustness
in presence of non-stationary acoustic paths. To enhance
the robustness, a modified gain FXRLS (MGFxRLS) based
proposed MGFxRLS-FxRLS method has been devised. This
method gave faster convergence with better stability and
robustness than the proposed FXRLS-FxRLS method. How-
ever, FXRLS and MGFxRLS are computationally complex
algorithms. To lessen the computational load the third method
i.e. proposed VSS-FXNLMS-FxRLS is presented. The results
proved that the proposed VSS-FxNLMS-FxRLS method
achieves faster convergence, good modeling accuracy, and
modeling speed with reduced computational complexity as
compared to other reported and proposed methods.
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