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ABSTRACT Random forest (RF) is an ensemble classifier method, all decision trees participate in voting,
some low-quality decision trees will reduce the accuracy of random forest. To improve the accuracy of
random forest, decision trees with larger degree of diversity and higher classification accuracy are selected
for voting. In this paper, the RF based on Kappa measure and the improved binary artificial bee colony
algorithm (IBABC) are proposed. Firstly, Kappa measure is used for pre-pruning, and the decision trees with
larger degree of diversity are selected from the forest. Then, the crossover operator and leaping operator are
applied in ABC, and the improved binary ABC is used for secondary pruning, and the decision trees with
better performance are selected for voting. The proposed method (Kappa+IBABC) are tested on a quantity
of UCI datasets. Computational results demonstrate that Kappa+IBABC improves the performance on most
datasets with fewer decision trees. The Wilcoxon signed-rank test is used to verify the significant difference
between the Kappa+IBABC method and other pruning methods. In addition, Chinese haze pollution is
becoming more and more serious. This proposed method is used to predict haze weather and has achieved
good results.

INDEX TERMS Random forest, Kappa measure, artificial bee colony algorithm, haze prediction.

I. INTRODUCTION
RF is an ensemble classifier method proposed by
Breiman [1]. Random forest comprises tree classifiers, and
meta-classifiers are decision trees constructed by classifica-
tion and regression trees (CART). A majority vote (for classi-
fication) or an average of the outputs of all the single trees (for
regression) is used to obtain the output of RF [2]. Compared
with a single CART, the majority vote of several CARTs is
less susceptible to outliers, which mitigates the volatility due
to small data and improves the robustness. Random forest
has been applied to many fields, such as the remote sens-
ing [3], crime linkage [4], target detection [5], lymph node
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segmentation [6], speech emotion recognition [7], hemagglu-
tinin sequence data [8], driver’s stress level classification [9],
estimation of daily PM2.5 concentrations [10]–[12], CO2
emissions [13].

Random forest can better tolerate noise, deal with con-
tinuous attributes and discrete attributes at the same time.
Furthermore, RF avoids overfitting and is suited to deal with
the missing value and abnormal value. Although random
forest has many advantages, it still has some disadvantages,
such as poor classification in unbalanced data and inability to
control the specific operation inside the model. It can only
be overcome by parameter adjustment and other methods.
Ishwaran et al. [14] proposed a RF model based on survival
trees, and proved that the classification ability of random sur-
vival forests (RSF) for high-dimensional samples was greater
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than that of ordinary random forest. Park et al. [15] used
quantile regression forest (QRF) to predict the extremal pre-
cipitation. Xu et al. [16] proposed the weighted random forest
(WRF) for classifying text data. Wang et al. [17] proposed
RF based on particle swarm optimization algorithm (PSO),
PSO is applied to optimize the weight of every tree in RF.
In the previous modification of the random forest, all decision
trees participate in voting. As we all know, the contribution
of the different trees in forest is different, and some of them
may amplify the wrong prediction, which will reduce the
prediction performance of the forest. Therefore, sub-forests
obtained by pruning the relatively harmful trees have better
performance than complete forests. How to choose the high-
quality trees from the forest is the key of our study.

The diversity and average precision of decision trees in
random forest are two important indexes to improve the per-
formance of random forest. However, increasing the diversity
among the classifiers will inevitably reduce the classification
accuracy, and increasing the accuracy of the classifiers will
also reduce the diversity. There is a balance between the
diversity and the precision, which will make the generaliza-
tion performance of the model better. Zhou [18] found that
using some of the classifiers is better than using all the clas-
sifiers. That is, by pruning the base classifier in the ensemble
system, the generalization ability will improve. Margineantu
and Dietterich [19] proposed Kappa pruning, according to the
order of the Kappa measure of the base classifier from small
to large, the base classifiers with smaller Kappa measure of
the integrated part were selected. With the help of Kappa
pruning, good integration results were obtained. In addition,
swarm intelligence optimization algorithm can also pruning
and select some high quality decision trees to participate
in integration. ABC [20] is an algorithm inspired by bee
colony behaviour. Compared with particle swarm optimiza-
tion, genetic algorithms and other similar evolutionary algo-
rithms and swarm intelligence optimization techniques, ABC
has good local and global searching ability and few control
parameters. ABC is very effective when dealing with large
and complex search spaces.

Many continuous variants of ABC have been widely used
to deal with continuous optimization problems [22]–[26].
In addition, for discrete optimization problems, discrete opti-
mization algorithms need to be used to solve. For discrete
swarm intelligence algorithms, there are mainly four differ-
ent approaches: genetic operators [27], [28], transfer func-
tions [29], similarity-based approach [30], and logic gate
operators [31], [32]. ABC algorithm is applied for knapsack
problem, allocation (assignment) problems, facility location
problems, feature/attribute space reduction, portfolio selec-
tion and so on. Some discrete ABC algorithms have been
proposed [33].

For workforce scheduling problem in call centres, neigh-
bourhood structures and abandoning mode are introduced
in ABC, an enhanced ABC is tailored [34]. Cauchy OBL
strategy is applied to initialize the population, and gener-
ate candidate positions, which improves the search method

of ABC [35]. The single population ABC is extended to
multi-hive cooperative coevolutionary model by divide-and-
conquer decomposing strategy and multi-objective handling
strategies, which fastens the convergence speed and improves
the population diversity [36]. Orthogonal Latin squares
method and reinforcement learning are introduced in ABC,
which are applied to solve the RNP instances [37]. In addi-
tion, various improved ABC have also been applied to the
distributed heterogeneous no-wait flowshop scheduling [38],
job-shop scheduling problem [39], traveling salesman prob-
lem [40], multi-objective resource allocation problem [41].
Therefore, we use the improved ABC to select the high
quality trees from the forest for voting.

The main contributions of this paper are as follows:
(1) A novel random forest based on Kappa measure and the

improved binary artificial bee colony algorithm (IBABC) is
proposed, where Kappa measure is regarded as a pre-pruning
way and IBABC is used for secondary pruning. The proposed
method can significantly improve the generalization perfor-
mance.

(2) Kappa measure is used for pre-pruning, the CARTs
with poor comprehensive performance are eliminated,
the number of CARTs is reduced, and the computational
complexity of integrated pruning is reduced.

(3) The crossover operator and leaping operator are applied
in ABC, and the improved binary ABC is used for secondary
pruning, and the decision trees with better performance are
selected for voting.

(4) The computational results on several UCI data sets
present that the Kappa+IBABC method is superior to other
random forest methods. The proposed algorithm uses fewer
base classifiers and obtains better integration performance.

The reminder of the paper is as follows: Section 2 describes
the related work. Section 3 presents random forest based on
Kappa and IBABC. Section 4 shows the computational results
on UCI datasets and haze prediction. Section 5 provides the
conclusion.

II. RELATED WORK
A. RANDOM FOREST
RF [1] is an ensemble method which involves construction of
several CART via bootstrap sampling. The growth of a single
CART in random forest is as follows:

(1) The training set of each tree is generated by bootstrap
sampling: n is the number of samples of the original training
set, and randomly select n samples from the original training
set using a bootstrap sampling method.

(2) The internal nodes of each tree are selected from a
subset of randomly selected candidate features: let the num-
ber of features in the original dataset be M, and a positive
integer Mtry � M is predetermined; at each internal node,
Mtry features are randomly selected from all M features as
candidate features, from these Mtry features, we choose the
features that can best separate the data set.

(3) Every tree is allowed to grow without pruning.
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FIGURE 1. The random forest.

The steps of random forest are shown as follows.
For i = 1: nTree

Using the bootstrap method, each tree is given a
training set with the size of n.
Randomly select Mtry features at nodes, compare
and select the best features
Recursively generate each decision tree without
pruning.

End
The classification is determined by majority voting.
The process is shown in Figure 1.

It is worth noting that random forest employs all the CATRs
to constitute an ensemble outputs. As we all know, the con-
tribution of the different trees in the forest to the algorithm
is different, and some harmful trees may amplify the wrong
prediction, which will reduce the prediction performance of
the forest. Therefore, sub-forests obtained by pruning some
relatively harmful trees have better performance than com-
plete forests. Zhou et al. [18] proposed a selective ensemble
learning method, which deems that ‘‘many can be better than
the all’’. This method eliminates the base classifiers with poor
classification performance, and selects some base classifiers
with high accuracy and great diversity to integrate, which can
get better generalization performance.

B. ARTIFICIAL BEE COLONY ALGORITHM
Karaboga proposed a novel intelligent optimization algorithm
called ABC [20], and it imitated the intelligent behavior
of bees. Employed bee, onlooker bee and scout bee make
up the entire bee colony. The steps of ABC are shown
in Figure 2 [20]. In each search process, the employed bees
and onlooker bees explore food sources, the scout bees
observe whether they fall into local optimum, and if so,
randomly searches other possible food sources. Each food

FIGURE 2. The flowchart of ABC algorithm.

source indicates a possible solution, and the amount of nectar
represents the fitness of the solution.

The specific description of ABC algorithm is as follows:
(1) Initialize food sources xik by Eq. (1)

xik = xmink + rand(0, 1)(x
max
k − xmink ) (1)

where i = 1, 2, . . . ,N (N is the number of food sources),
k = 1, 2, . . . ,E(E is the number of parameters). xmaxk
and xmink are upper and lower bounds of kth parameter,
respectively.

(2) In employed bee phase, a new food source vik is gener-
ated by Eq. (2).

vik = xik + rand(−1, 1)(xik − xjk ) (2)

where j is the randomly selected food source.
(3) In the onlooker bee phase, the onlooker bees wait in the

hive and look for the new food sources by sharing information
with the employed bee. Calculate the selection probability of
each solution according to Eq. (3),

Pi = fit i/
∑N

i=1
fit i (3)

where fit i is the fitness value of ith food source.
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FIGURE 3. The ABC algorithm.

The quality of the food source is measured by Eq. (4)

fit i =


1

1+ fi
if fi ≥ 0

1+ abs (fi) otherwise
(4)

where fi is the objective function of the food source xi.
(4) In scout bee phase, if a certain food source has not

been replaced by a better food source after a continuous
‘‘limit’’ cycle, the employed bee will be transformed into
a scout bee, which randomly generates a new food source
by Eq. (1).

The pseudo codes of the ABC algorithm is shown as
Algorithm 1 (Figure 3) and Algorithm 2 (Figure 4) [21].

The steps for searching new solution (t) in ABC are shown
in Figure 4 [21].

Choosing the better decision trees from the forest can
be considered as a discrete optimization problem. The pro-
cess of bees searching for honey is an optimization process.
The concepts mapping between the behavior of bees and
an optimization problem is shown in Table 1. Therefore,
ABC algorithm is applied to deal with the optimization
problems.

III. RANDOM FOREST BASEN ON KAPPA PRUNING
AND THE IMPROVED BINARY ARTIFICIAL BEE
COLONY ALGORITHM
Random forest integrates all decision trees to get the final
result. Some low-quality decision trees will reduce the accu-
racy of random forest. To improve the accuracy of random
forest, a novel RF based on Kappa pruning and IBABC is
proposed. In this method, the random forest is pre-pruned
by the kappa measure, the CARTs with poor comprehensive
performance are eliminated, and the complexity is signifi-
cantly reduced. Then, an improved binary ABC is proposed
by improving the movement mode and search process of
bee colony, and crossover operator and leaping operator is
introduced. Final, the retaining CARTs are further pruned
using IBABC, which can achieve the optimal results.

A. KAPPA PRUNING
Kappa pruning method selects the subset of the classi-
fiers [19]. The diversity is measured by κ statistic. Set two
classifier h1 and classifier h2, a data set containing m exam-
ples and L categories, structure a table where cellCij contains
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FIGURE 4. The steps of search new solution (t) in ABC algorithm.

TABLE 1. The concepts mapping.

the number of examples x for which h1 (x) = i and h2 (x) = j.

p0 =

∑L
i=1 Cii
m

(5)

pe =
∑L

i=1
(
∑L

j=1
(
Cij
m

) �
∑L

j=1
(
Cji
m

)) (6)

p0 is the probability that the two classifies agree(this is just
the sum of the diagonal elements divided by m), pe is the
probability that the two classifiers agree by chance, given the
observed counts in the table.

Then, the κ statistic is defined as Eq. (7)

k (h1, h2) =
p0 − pe
1− pe

(7)

where κ = 0 means classifiers whose agreement equals that
expected by chance. κ = 1 means classifiers that agree on
every example in dataset.

The steps for Kappa pruning are shown as Algorithm 3
(Figure 5).

B. THE IMPROVED BINARY ARTIFICIAL BEE COLONY
ALGORITHM
In essence, the classifier selection is a combinatorial opti-
mization problem. In order to make traditional ABC suitable
for solving discrete problems, discretization is carried out
on ABC. For binarization of the swarm intelligence algo-
rithm, there are mainly four approaches: genetic operators,

transfer functions, similarity-based approach and logic gate
operators. Compared with the other three methods, genetic
operators are simple and easy to operate. Therefore, genetic
operation is introduced into ABC algorithm in this paper.
The search behavior of ABC is improved, the crossover and
leaping behaviors are introduced to increase the diversity
of the population and avoid falling into the local optimum,
which can improve the search efficiency.

1) INITIALIZATION PHASE
The solution (food source) is expressed by a binary string.

Let xi = (xi1, xi2, . . . , xiE ) be the ith solution, which can
be generated by Eq. (8).

xik =

{
1, rand ≥ 0.5
0, rand < 0.5

(8)

where E is the number of CARTs, rand is a random number
between 0 and 1.

If xik = 1, it indicates that the corresponding CART is
selected; If xik = 0, it indicates that the corresponding CART
is excluded;

For example,

x = (1, 0, 0, 0, 0, 1, 1, 1, 0),

x means the first, sixth, seventh and eighth CARTs are
selected.
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FIGURE 5. The steps for kappa pruning.

2) THE FITNESS FUNCTION
The fitness function F is shown in Eq. (9)

F =
1
A

(9)

where A is the classification accuracy, A =
1
m∑m

j=1 L(f (xj), yj), L
(
f
(
xj
)
, yj
)
=

{
1, f

(
xj
)
= yj

0, f
(
xj
)
6= yj

, m is the

number of samples, f
(
xj
)
= argmax(Ni) (Ni is the number

of CARTs that predict xj as class i) is the actual output of
the integration to the sample xj, and yj is the real class of the
sample xj.

3) EMPLOYED BEES PHASE
Employed bee search phase, a new candidate solution vi is
generated by the randomly selected food source xk in popu-
lation and the current food source xi.
To avoid falling into local optimum, the single-point

crossover operator and leaping operator are introduced to
produce the new candidate solution.

The single-point crossover operator:
For example:

crossover

xi = (1, 1, 0, 1, 1, 0, 0, 1, 0)
xk = (1, 1, 0, 1, 0, 1, 1, 0, 1)x
vi = (1, 1, 0, 1, 1, 1, 1, 0, 1)

The cross-over point is randomly set. The bits after the cross-
over point of the current solution xi and the randomly selected
solution xk are interchanged, and the interchanged xi is the
new candidate food source vi
Leaping operator:
Change the jth bit of vi from 0 (1) to 1 (0). j is randomly

selected.

If the current solution xi is superior to the new can-
didate solution vi, then xi remains unchanged. Otherwise,
vi replaces xi.

4) ONLOOKER BEES PHASE
The onlooker bees wait round hive and look for the new food
sources by sharing information with the employed bee. Cal-
culate the selection probability of each solution by Eq. (10),

Pi = fit i/
∑N

i=1
fit i (10)

where fit i is the fitness of jth food source.
The onlooker bee selects the largest probability solution as

current solution xi, and then randomly selected food source
xk in population. The next steps are the same as the employed
bee phase.

5) SCOUT BEES PHASE
If a certain solution has not been replaced after a continuous
‘‘limit’’ cycle, the employed bee will be transformed into a
scout bee. The scout bee randomly produces s a new solution
by Eq. (8).

6) REPAIR THE INFEASIBLE SOLUTION
In the searching process, if the number of ‘‘1’’ (or ‘‘0’’) in
the new solution is equal to E(E is the number of CARTs in
random forest), we consider it to be an infeasible solution.
The infeasible solution will be replaced by a new generated
solution by Eq. (8).

7) ALGORITHM STEPS
The pseudo-code of random forest based on Kappa measure
and IBABC is demonstrated as Algorithm4 (Figure 6).
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FIGURE 6. The pseudo-code of random forest based on kappa measure and IBABC.

IV. EXPERIMENTAL RESULTS
Two sets of experiments are tested the capabilities of the pro-
posed Kappa+IBABC algorithm. The first set of experiments

is carried out on UCI data set. The second set of experi-
ments use the Kappa+IBABC to predict the haze weather
in China.
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TABLE 2. Experimental data set.

The experiment is programmed by MATLAB 2016a.
Experimental results are the average over the 30 runs
of 5-fold CV.

A. EXPERIMENTAL RESULTS ON THE BENCHMARK
DATA-SETA
The proposed method was compared with some single clas-
sifier and other improved random forest methods on several
UCI data set. Table 2 shows the properties of data sets.

To show the performance of the proposed method, the clas-
sification accuracy is used as the evaluation criteria. A =

1/m
∑m

j=1 L(f (xj), yj),L
(
f
(
xj
)
, yj
)
=

{
1, f

(
xj
)
= yj

0, f
(
xj
)
6= yj

,m is

the number of samples, f
(
xj
)
= argmax(Ni) (Ni is the number

of CARTs that predict xj as class i) is the actual output of
the integration to the sample xj, and yj is the real class of the
sample xj.

FIGURE 7. The classification accuracy of different sizes on banks.

In order to determine the number of CARTs in random
forest, Figure 7 shows the trend between the different sizes
of classifiers in random forest and the classification accuracy
on dataset Banks. The classification accuracy increases with
the growth of the number of classifiers. When the number of
classifiers reaches 70, the accuracy is the highest, and then
tends to be stable. For Banks the number of CARTs in the
random forest is set to 70.

After determining the number of CARTs in random forest,
kappa measure is used for pre-pruning. In order to determine
the number of CARTs retained byKappameasure, take Banks
as an example. Figure 8 shows the trend between the number
of CARTs retained by Kappa measure and the classification

FIGURE 8. The trend between the number of CARTs retained by kappa
measure and the classification accuracy on banks.

accuracy on Banks. It can be seen from Figure 8, with the
increase of the number of reserved classifiers, the classifi-
cation accuracy increases rapidly. When the number of clas-
sifiers reaches a certain number, the classification accuracy
declines. The possible reason is that as the number of classi-
fiers increases, the degree of diversity also increases, so the
accuracy increases. However, when the number of classifiers
reaches a certain amount, even if the number of classifiers
continues to increase, it has no effect on the accuracy. From
Figure 8, it is found that the performance is better when the
number of reserved classifiers is 18 for Banks dataset. Finally,
IBABC is used to perform secondary pruning of the retained
classifier.

Table 3 presents the classification accuracy of different
methods on UCI data sets. ‘‘Max’’, ‘‘Mean’’ and ‘‘Min’’
represent the maximum, average and minimum values of
classification accuracy of CARTs in random forest, respec-
tively. RF represents the traditional random forest method.
Kappa represents the classification accuracy obtained by
using Kappa pruning for random forest. IBABC means
only using IBABC algorithm to prune the random forest.
Kappa+IBABC means that the base classifier pool is firstly
pre-pruned by Kappa measure, and then the secondary prun-
ing is performed by IBABC algorithm. From Table 3 we
can find that the accuracy of RF is better than that of any
trees in the forest. The classification accuracy using only
Kappa or IBABC is better than that of RF. The accuracy of
Kappa+IBABC is optimal. The possible reason is that RF
uses all the decision trees to participate in the voting, Kappa
and IBABC only have one pruning. While Kappa+IBABC
has two pruning. Firstly, Kappa measure is used for pre-
pruning, and the decision trees with a larger degree of diver-
sity are selected from the forest. Then, the IBABC is used
for secondary pruning, and the decision trees with better
performance are selected for voting.

In addition, the numbers in parentheses represent the
number of CARTs participating in voting. The proposed
method has the least number of decision trees and the highest
accuracy.

To further verify the performance of the Kappa+IBABC
method, which is compared with the conventional classifiers
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TABLE 3. Classification accuracy of different methods on UCI data sets.

TABLE 4. The comparison of different algorithms on data-sets from Wang et al. [17].

such as general weighted random forest (WRF), quantitive
regression forest (QRF), random survival forest (RSF), tra-
ditional random forest (RF), C4.5 decision tree classifier
(DT), support vector machine (SVM) and BP neural network
mentioned in literature [17]. We find that the Kappa+IBABC
achieves the optimal results on all data set in Table 4.

In addition, the Kappa+IBABC is compared with those
methods in literature Daho and Chikh [42], which are a single
CART tree, Bagging (CART trees), PERT (Perfect Ran-
dom Trees), SubBag (Subspaces Bagging), RSM (Random
Subspaces Method classical RF) and Sub_RF (Sub Spaces
Random Forests). Table 5 presents the data-sets from Daho
and Chikh [42], and Table 6 shows the results of the com-
parative experiment, which shows that the Kappa+IBABC
achieves the optimal results onmost data sets expect the Yeast
data set.

In this section, explore the influence of parameters on ABC
algorithm. Take Banks dataset as example, Figure. 9 shows
the relationship between population size and classification
accuracy on Banks. As the population size increases, the clas-
sification accuracy increases significantly. But when the pop-
ulation size reaches a certain level, the accuracy rate will no
longer improve.

Figure 10 shows the relationship between the classifi-
cation accuracy and the number of iterations on Banks.
As the number of iterations increases, the classification accu-
racy increases significantly. But when the population size
reaches a certain level (170), the accuracy rate will no longer
improve.

TABLE 5. Data-sets from Daho and Chikh [42].

Wilcoxon signed-rank test at significance level of 5%
is used to test the significance of difference between
Kappa +IBABC and other methods. The p-values are
reported in Table 7, which shows that the Kappa+IBABC
gets better results with statistical difference in all cases.

B. THE HAZE FORECAST BASED ON KAPPA+IBABC
Haze pollution [43]–[45] is increasingly serious in China.
When haze appears, it often accompanied by reduced visi-
bility and poor air quality. Haze pollution seriously affects
people’s daily life and health. Therefore, it is necessary
to forecast the haze and minimize its negative effects.
The formation of haze weather is mainly related to

VOLUME 9, 2021 117687



C. Zhang et al.: Modified RF Based on Kappa Measure and Binary Artificial Bee Colony Algorithm

TABLE 6. The comparison of different methods on the data-sets from Daho and Chikh [42].

FIGURE 9. The relationship between the number of population and
classification accuracy of ABC algorithm on banks.

FIGURE 10. The relationship between the number of iterations and
classification accuracy of ABC algorithm on banks.

meteorological conditions and air pollutants [46]–[48]. The
main influencing factors of haze include PM2.5 concentra-
tion, PM10 concentration, CO concentration, NO2 concentra-
tion, SO2 concentration, O3 concentration, relative humidity,
wind speed, visibility, rainfall and air temperature. In this
paper, the forecast factors of previous day are used to predict
whether the next day is haze weather.

The data came from the Beijing and Shenzhen meteo-
rological bureaus from January 2018 to December 2019.
Figure 11 shows the distribution figure of monthly average

TABLE 7. Results of the wilcoxon signed-rank test.

FIGURE 11. The distribution figure of monthly average of haze days in
Beijing and Shenzhen.

of haze days in Beijing and Shenzhen. Beijing and Shenzhen
have the most haze days in winter and the least in summer,
which shows the distribution characteristics of high in winter
and low in summer.

Table 8 shows the haze’s forecast accuracy of Beijing and
Shenzhen in various methods, Kappa+IBABC achieves the
optimal results.
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TABLE 8. The haze’s forecast accuracy of Beijing and Shenzhen in various methods(%).

V. CONCLUSION
Some of poor CARTs in RF will reduce the prediction
performance of the random forest. The diversity and aver-
age precision of decision trees in random forest are two
important indexes to improve the performance of ran-
dom forest. To deal with the above issue well, we pro-
pose the novel method using the combination of Kappa
measure and IBABC. Comparative studies on several UCI
datasets were implemented. Computational results demon-
strate that the Kappa+IBABC method improves the perfor-
mance on most of datasets with less number of decision trees.
In addition, haze pollution in China is becoming increas-
ingly serious. The Kappa+IBABC method is used to pre-
dict the haze and reduce the impact of haze on people’s
daily life.

The next research work is to study other difference
measures and apply them to pre-pruning, so as to provide a
base classifier with good performance and large difference
for integrated pruning technology.
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