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ABSTRACT This paper presents the use of the ZED depth sensor in a robot-based painting application.
The use of a stereo depth sensor is a very important factor in robotic applications, since it is both the initial
and the essential step in a sequence of robotic operations, where the goal is to detect and extract the useful
surface and objects or the obstacle on a wall that is not intended for painting. The ZED depth sensor was
used for surface recording and navigation of our painting robot. Later, wall extraction was performed using
simple image processing and morphological operations in a surface extraction algorithm. The goal was to
use well-known, simple, and proven image processing operations in the algorithm to ensure both reliable and
smooth operation of the robot’s vision system in an industrial environment. The experiments showed that the
developed algorithm detects and extracts the wall successfully under various depth measurement conditions.

INDEX TERMS Depth image, image processing, obstacles, painting robot, ZED depth sensor.

I. INTRODUCTION
This paper introduces a procedure for window and obstacle
detection from a depth image captured by a ZED depth
sensor. The scope of this industrial research is the devel-
opment of a simple image processing algorithm supported
with information from a depth camera. The wall extraction
algorithm is based on both simple image processing oper-
ations and a sequence of morphological operations. This
paper further develops the previous research on a specific
robotic application based on depth image processing captured
using a low-cost stereo depth camera. This project is a part
of the KFI_16-1-2017-00485 project related to the paint-
ing robot development for thermal insulation and painting
of facades of monument buildings [1]. The research essen-
tially is an industrial project aiming to develop a robot that
would automatically—based on information obtained from
the depth sensor—paint a building’s facades or interior walls
with an insulating wall-paint. The directive and the main goal
of the project is to use already proven and reliable image
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processing operations and algorithms to ensure the smooth
and reliable operation of a painting robot. Almost no wall
painting robots on the market are automated and the operator
entirely controls the painting arm and decides what should be
painted. In this project, the new requirement was the automa-
tion using an image processing vision system. This strategy is
quite new in commercial wall painting via robot construction.
The basic hardware for the vision system is a Intel RealSense
D435 depth camera [1]–[4], which is replaced by a Stereo-
Labs ZED depth camera [5]. The goal is to develop a robust
and simple computer vision algorithm to detect and extract
mainly rectangular windows and large rectangular obstacles
on the wall near the window area using depth images recorded
with a stereo camera, as well as notifying the controlling
system [1]. The acquired depth image and the point cloud
of the environment model serve as resources for the robot to
determine which surfaces to paint.

In previous research, the robot’s vision system was
developed using the real-time appearance-based mapping
(RTAB-Map) algorithm and the random sample consen-
sus (RANSAC) algorithm [1]. The main reason for using the
mentioned procedures is that the RealSense depth camera
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yields the best depth measuring results from a distance of
approximately 60-70 cm [1]–[4]. Unfortunately, the size of
the captured wall surface at this distance is only approxi-
mately 85 cm × 63 cm. Hence, the RTAB-Map algorithm
was used to extend this small wall surface [1]. The input
point cloud of the wall surface is formed via the RTAB-Map
algorithm using zigzag robot movements along with a built-in
RealSense depth sensor by merging recorded point clouds in
movement. This mapping operation requires the movement
of the robot’s arm, and it lasts approximately 2 minutes.
Later, by executing the RANSAC algorithms followed by a
clustering algorithm, the wall surface is detected, extracted,
and prepared for the painting process [1].

All the experiments and testing were performed on the
ground and the previous project goal was fulfilled [1].

The next requirement in the project was to avoid moving
the robot during the path planning with a mapping algorithm
because his intention is to reduce the duration of the entire
wall extraction and wall painting procedure to speed up the
whole image processing and painting procedure. The new
plan is to paint a large number of buildings in the shortest
possible time.

Hence, the new request was the development of a sim-
plified detection algorithm, without the unnecessary robot
movements for depth image recording. Therefore, the pro-
curement and the study of a new and better depth sensor
was the next step. The new and specific requirement was the
development of a vision system that captures the image from
one position, and later, the wall area that should be painted
must be extracted with a much simplified, but reliable, image
processing algorithm.

The sensor assessment study culminated with the choice
of the StereoLabs ZED depth sensor. The ZED depth sensor
is among the best commercial depth sensors on the mar-
ket [5]–[8], and it measures the depthwith very high accuracy.
It has numerous advantages over RealSense depth cameras,
such as a better depth resolution, better depth accuracy, wider
field of view, higher red, green and blue (RGB) resolution,
and wider distance range [1]–[8]. However, its price is many
times higher. Some of the main advantages are summarized
in Table 1.

TABLE 1. Comparison of ZED and RealSense cameras.

The price of this camera is negligible in relation to the
lost time and lost material resources when painting a large
number of buildings, and these are the main reasons for this
new assignment.

The main part of the equipment developed to move the
spray gun and depth sensor is a 5-degree-of-freedom (DOF)
robotic arm [1]. The housing of the joints and the segments

connecting them are made of aluminum alloys. For the move-
ment of the joints, harmonic drives and servo motors are
used. The robot’s reach is 1820 mm, and its total weight is
approximately 50 kg [1].

The block diagram of the robot-based painting system
is given in Fig. 1. The 5-DOF robot is operated through
three Delta ASDA series servo drives and two BGE (in
German ‘‘Bürstenlose Gleichstrommotoren RegelElektron-
iken’’ - Brushless Direct Current Motors Controller) con-
trollers manufactured by Dunkermotoren from Bonndorf in
Germany (www.dunkermotoren.com). These drivers control
the joint motors via the CANopen interface (Device profile
DSP402). At the end of the kinematic chain, the ZED camera
is attached to the tool coordinate frame. Such robot segment
lengths were employed in the mechanical system that enables
covering approximately the 2 m × 2 m surface with the min-
imum distance from the wall. The robot model was initially
implemented in the Robot Operating System (ROS) frame-
work with the Unified Robot Description Format (URDF)
description format. Then, the CANopen interface was set up,
and the communication with motor drivers was established.
The inverse kinematics of the robot were derived as a plug-in
package for the MoveIt motion planning framework. MoveIt
enabled defining the home positions of the robot, incorpo-
rating the RGB and depth (RGBD) data into the generation
of the occupancy map and establishing the general services
to realize motions in the 3D space with obstacle avoidance.
A custom graphical user interface (GUI) was developed for
the whole painting process, which samples the RGBD data,
identifies the wall surface, windows, doors and obstacles,
and generates the path to cover the wall and drive the robot
according to generated trajectories.

FIGURE 1. Block diagram of the robot-based painting system.

The RGBD camera was included in the ROS framework
via its ROS wrapper. This wrapper enabled obtaining the
real-time measurements on multiple ROS topics [1]–[3].

A detailed description of the robot is not within the scope
of this paper, and it is not possible at this time since both the
robot and its parts are under a patenting process. Therefore,
it is not described in this paper to avoid legal infringement.
The robot’s construction will be fully described in a future
research paper.
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Finally, using the strict instructions about the simplicity
and reliability by the project, a new image processing algo-
rithm was developed for the wall detection and extraction.

This paper is organized as follows. The first section is
the introduction, the second section summarizes the related
works, and the third section introduces the ZED camera in
brief. Section four describes the wall extraction algorithm,
section five shows the experiments and results, while the sixth
section provides the conclusion.

FIGURE 2. The painting robot in the testing process.

II. RELATED WORK
Plane and obstacle detection and extraction are common
problems in robot vision systems [19]–[30]. This action can
be determining in certain applications where it is necessary
to separate some objects from the background. There are
various ways to perform this separation. In this section, a brief
overview of the related works is given. Notably, there are
practically no such solutions for painting robots in the litera-
ture. Therefore, this industrial research presents a completely
new approach.

Tadic et al. [1] proposed a painting robot path planning
procedure based on the RTAB-Map algorithm. Later, wall
extraction was performed using the RANSAC iterative algo-
rithm. They stated that the developed method worked well.
In [2] the authors introduced an edge-preserving and fuzzy
enhancement method in the wall detection and extraction
algorithm to improve the low-quality depth image of the
captured wall-window area with obstacles. The experiments
showed that the proposed method extracts the wall surface

successfully under strict depth image capturing conditions.
Cunha et al. [12] introduced the results of the application
of a Kinect sensor on a wheeled indoor service robot for
elderly assistance. The robot used the depth metric map of the
environment and the depth information of the depth camera to
extract the wall areas and localize itself in the environment.
The authors used an error minimization method to provide
real-time efficient robot pose estimation. During the experi-
ments, they successfully navigated the developed robot in a
domestic environment, across different rooms without collid-
ingwith obstacles. Flacco et al. [13] proposed a real-time col-
lision avoidance procedure for safe human-robot coexistence.
They claimed that the main contribution of their research
is a fast method to evaluate distances between the robot
and possibly moving obstacles, based on the depth images.
The distances are utilized to generate repulsive vectors that
are used to control the robot during a generic motion task.
Jawale et al. [14] proposed a painting robot system for inte-
rior wall painting. The robot is constructed using a few steel
components, a spray gun, a conveyor shaft, and a controller
unit to control the robot system. The developed robot does not
possess a computer image system for navigation. The authors
claim that the robot is compact, has a high speed and pressure
capabilities, and is very reliable during the painting process.
In [15], the authors developed an industrial painting robot
programmed for painting of alphabets. FlexPendant was used
to manually program the robot to track the paths for specific
targets of letters. This robot is constructed without a vision
system. The experiments demonstrate that the implementa-
tion of such a system helps to increase the quality of painting
and reduce paint consumption. Keerthanaa et al. [16] pro-
posed an automatic wall painting robot design with the goal
of realizing low-cost painting equipment. The authors used
an infrared (IR) transmitter and IR receiver to detect the
presence of the wall, and a microcontroller unit was used to
control the movement of the embedded direct current (DC)
motor. They stated that the developed robot is cost effective,
reduces the work force for human workers, and reduces the
time consumption. In [17], the authors introduced a FlexPaint
project that created a methodology to automatically generate
robot programs for spray painting unknown objects. The
solution consists of four steps: laser triangulation sensing,
geometric feature detection, tool path planning, and the gen-
eration of the collision-free executable robot program. The
authors used a MAPP 2500 Smart Vision Camera to generate
3D point clouds of an object that should be painted. During
the operation, all steps are fully automatic, and no interven-
tion of an operator is needed during the whole process. The
authors claim that convex parts can be painted automatically,
but that complex concave shapes, such as the truck chassis,
are not possible to paint with the developed painting robot.
Borhade et al. [18] developed a low-cost painting robot for
automated exterior wall painting. They constructed a climb-
ing robot with the ability to maneuver on vertical surfaces,
i.e., for painting in vertical robot movements. The authors
reported that the robot is cost effective, eliminates work on
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scaffolds, reduces the need for human workers and finally
reduces the painting time.

III. THE ZED DEPTH SENSOR
This section briefly introduces the technology and some of
the more important characteristics of the ZED sensor, along-
side its working principle.

The ZED depth sensor is a passive device without an active
ranging device. This depth sensor uses a binocular camera
to capture 3D scene information, extracts the disparity of
the object applying a stereo matching algorithm and finally
calculates the depth information according to the camera
parameters [5]–[10].

The ZED depth camera is composed of stereo 2K cameras
with dual 4 MP RGB sensors. The two RGB sensors/cameras
have a fixed base distance of 120 mm, which can generate
depth images up to 20 m (40 m is the maximum distance on
the new updated firmware according to the manufacturer) [5].
It has a universal serial bus (USB) video device class (UVC)
compliant USB 3.0 port backward compatible with the USB
2.0 standard. It is very important to note that the ZED 3D
depth camera is optimized for real-time calculation using
NVIDIA Compute Unified Device Architecture (CUDA)
technology. Therefore, an appropriate graphical processing
unit (GPU) and computer hardware are required for the ZED
camera to be used [5]–[10].

FIGURE 3. The ZED depth sensor.

The ZED device has wide angle lenses, a field of view
of 110◦ and it can stream uncompressed video at a rate up
to 100 fps in Wide Video Graphics Array (WVGA) format.
The WVGA is a standardized display resolution with the
same 480 pixel height as VGA but wider, such as 720 × 480
(3:2 aspect ratio), 800 × 480 (5:3), 848 × 480, 852 × 480,
853 × 480, or 854 × 480 (16:9). The depth map image
is expressed with 32-bit resolution, which results in a very
accurate and precise depth image that depicts the depth
differences, i.e., different distances from the plane of the
camera. The left and right video frames are synchronized
and streamed as a single uncompressed video frame in the
side-by-side format. Several configuration parameters of the
on-board image signal processor (ISP), such as resolution,
brightness, contrast, and saturation can be adjusted through
the software development kit (SDK) that is provided by the
StereoLabs development team [5]. Furthermore, ZED cam-
eras support various software packages, called ‘‘wrappers’’
such as MATLAB, ROS, and Python wrappers. All of these
software packages allow the user to modify different parame-
ters depending on the user needs, such as the quality of depth,

the quality of the image, the sensing mode, the number of
frames per second, and the name of topics [5]–[10].

Fig. 3 shows the accuracy of the ZED depth sensor depend-
ing on the distance of an object from the depth camera. The
depth resolution, i.e., the depth precision, deteriorates with
the increasing distance [5].

FIGURE 4. The accuracy graph of the ZED depth sensor (courtesy of
StereoLabs) [5].

TABLE 2. Relevant features of the ZED depth camera.

Here, at the end of this brief description, it should be noted
that each ZED depth camera comes with a unique factory cal-
ibration file, which is downloaded automatically.While using
factory settings is recommended, users can also calibrate the
ZED device with the ZED SDK software package [5]. The
relevant features of the ZED depth camera are summarized
in Table 2 [5].
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IV. WALL EXTRACTION ALGORITHM
In the following section, the wall extraction algorithm is
described.

Fig. 5 displays the block diagram of the proposed image
processing procedure and algorithms. The input of the algo-
rithm is the grayscale depth image in 32-bit resolution. Sim-
ilar image processing operations are executed in parallel.
The upper branch of the algorithm refers to the extraction of
the wall surface together with the possible obstacle, while the
lower branch of the algorithm performs the extraction of the
possible obstacle surface. After the depth image is loaded,
the ranking of the distance values (Z coordinate values) is
performed. This ranging operation eliminates all the unnec-
essary depth image components that have no effect on the
algorithm and the application itself. The ranging operation is
followed by a binarization operation using a simple thresh-
olding operation [18]–[21]. After the thresholding operation
is applied, a sequence of morphological operations is per-
formed to extract the wall area that should be painted. The
wall surface intended for painting is determined using simple
binary image subtraction, where the extracted obstacle area
is subtracted from the extracted wall and obstacle area [21].
Finally, the extracted binary wall surface, i.e., the binary
mask, is paired with the point cloud coordinates obtained
by the ZED depth sensor, and based on this information,
the robot’s navigation system generates the trajectory for the
painting.

The extracted surface and the obstacles are described in
the system for the robot painting operation as follows. The
processing node generates a binary image based on the input
depth image using the proposed image processing algorithm.
This binary map is used to generate the spatial trajectories
for the robot: the 3D coordinates of the occupied cells in the
binary map (i.e., the obstacle) were extracted from the point
cloud data, and the zigzag painting trajectory is generated
in such a way that those spatial coordinates that belong to
the obstacles discontinued the painting path. As a result,
the zigzag painting trajectories cover all free areas on the wall
and the obstacles are successfully omitted during the painting
operation.

First, it should be noted that the distance of the camera from
the wall and the position of the camera’s sensor play crucial
roles in the formulation of the size, orientation, and shape of
the structuring elements (SEs) [18]–[22]. Considering these
facts, the specified SEs were formed. The dimensions, shape,
and orientation of the SEswere designed based on experimen-
tally determined conditions for the morphological operations
used in the algorithm.

The term SE is related to morphological image process-
ing. Morphological operations are determined in terms of
sets [22]. In image processing algorithms, morphology is
used with two types of sets of pixels, the objects and SEs.
The objects are determined as sets of foreground pixels
(white pixels on black background). SEs can be defined in
terms of foreground and background pixels. The SEs are
used in a form similar to spatial convolution masks and

FIGURE 5. Block diagram of the image processing algorithm of the
robotized painting system.

kernels. Therefore, SEs have the role of an operator mask
in morphology by which morphological operations are per-
formed in morphological image processing [21], [22]. The
most important requirement was that the depth image of the
wall or obstacle needs to be taken from a specific distance,
in this application 1 m, and the baseline and the lens of the
depth camera must be positioned parallel to the plane of the
wall/obstacle [5]. This is very important, since the robotic
arm with the paint gun also moves parallel to the plane of
the wall based on the coordinates from the captured point
cloud related to the depth image. The distance is determined
based on the properties of the camera lens itself, since the
lens is factory made/calibrated so that the depth camera gives
the most accurate depth image from a distance of 1 m [5].
This distance was suggested by the StereoLabs Engineer-
ing Support Team after consultations and test measurements
performed by the StereoLabs team to present us with the
capabilities of the ZED camera [5]. Hence, according to the
StereoLabs engineering team, the 1 m distance is best suited
for solving the problem of depth in measuring the surface
of the wall and the environment to separate the wall itself
due to later painting operation [5]. Based on this determined
distance from the wall or obstacle, the measured wall surface
(field of view) is approximately 160 cm × 90 cm. This
surface is significantly larger than the surface captured by
the RealSense camera [1]–[4]. Therefore, the wall extraction
algorithm can be developed without robot armmanipulations.
The distance of 1 m can vary approximately ±1 cm due to
the influence of a slight wind, which can slightly move the
robot’s arm with the depth camera, but these variations do not
influence the image acquisition and the accuracy. However,
in the case of strongwind, it would not be possible to carry out
the painting since the paint is being sprayed with a spray gun,
as in any other case utilizing a manual painting operation.
The plan is to have the depth camera mounted under the
spray gun on a robotic arm, or it can potentially be mounted
on a separate arm to avoid having the spray paint smear the
camera. This separate arm would be small-sized component
and would move in the opposite direction from the wall
during the wall painting to avoid the paint. However, this part
of the project will be tested after the patenting of the robot
itself and the completion of the development of the painting
equipment. Therefore, this part of the project will be the topic
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of a separate paper focusing on the robot’s description. The
focus of this paper is on the image processing algorithm.

Likewise, the angle of the depth camera is not a significant
factor in the algorithm if the camera’s lens and sensor remain
parallel to the wall plane. However, the slant of the depth
camera can produce a distorted depth image of the wall
surface and can also create faulty coordinates of the surface
that should be painted [5]. The result would be the incorrect
movement of the robot with the painting equipment. Addi-
tionally, the lighting conditions are significant for creating the
depth image. The worst case is the direct impact of sunlight
or strong light directly into the camera sensor. These effects
would blind the ZED camera [5]. Furthermore, the impact of
a strong shadow on the surface being captured further impairs
the visibility to the camera and may result in a damaged depth
image in the form of invisibility of some parts of the depth
image [5]. In essence, the mentioned factors always result
in artifacts, when using any camera. One solution could be
the use of optical filters, but in practice and in the literature,
this has not been confirmed to have a positive impact on the
aforementioned problems during the use of depth cameras
in industrial applications [5]. The effects of the specified
prerequisites are illustrated in later examples.

Since a depth sensor is used, the main information for
algorithm development is the depth distance in the direction
of the Z coordinate, i.e., the distance between the wall and
the camera. This means that it is necessary to find the range
within which the distance of the wall and possible obstacles
on the wall to the sensor vary. This variation is a consequence
of the optics of the camera itself [5]. The distance at the height
of the camera from the wall directly at a given point is exactly
1 m, and this distance slowly increases by distancing from
that point due to the oval shape of the lens [5]. In the case of
a ZED camera, this deviation from a distance of 1 m from the
wall is approximately 3 cm over the entire captured surface
for a given field of view of the depth camera. These data were
determined experimentally by measurements.

By increasing the distance between the camera and the
wall, the scattering increases, which makes it practically
impossible to separate the wall from the window or obstacle.

FIGURE 6. A sketch of the position of the depth camera in relation to the
wall and obstacle.

The experimental results show that the depth camera from
a 1 m distance can reliably separate objects with a difference
in depth distance of a maximum of 2 cm. This result is clearly
acceptable, as the depth difference between the wall and the
window in most cases is at least 4-5 cm or more, and in
this way, it is possible to perform the separation without any
problems. Furthermore, this reliable 2 cm distance sensing
is also sufficient for obstacle detection, since the rectangular
obstacles are most often thicker than 2-3 cm and the depth
is detected with high precision by the ZED camera [5].
Additionally, the slant of the depth sensor can cause wall
distances from the depth camera in the Z coordinate direction
than are longer than the maximum allowable measurements
of 3 cm, which can also make it impossible to separate the
wall from the window, since the distance range in some parts
of the wall would be confused with the distance to a window.
Therefore, the depth sensing values when the depth camera
is properly set 1 m from but parallel to the wall surface are
used in the algorithm for the Z value thresholding to extract
the wall.

A. WALL EXTRACTION WITH OBSTACLE
In the next section, the procedure of the wall surface extrac-
tion with the potential obstacle is described.

First, the depth image is captured in 32-bit resolution,
and this depth image is loaded as the input of the proposed
image processing algorithm. The original input depth image
is shown in Fig. 7 (b). After the depth image is captured,
the first operation is to find the Z value, i.e., the distance
thresholding in the range of 930 mm < Z < 1030 mm to
separate the wall area with possible obstacles from the win-
dow [20]. As mentioned, the maximum spread in Z distance
is 3 cm, or 30 mm since the depth camera records the Z
values inmm. The value of 930mm is empirically determined
since all the obstacles that are significant to the client are
approximately 2-6 cm thick. Naturally, this value can be
increased, but the maximum value of 70 mm is definitely
sufficient for applications where the customer wants to use
the painting robot. The ZED sensor software records the
depth image in grayscale, but for a better view, the depth map
with distances was analyzed via a color map. The reason for
this is that the depth is expressed using 32 bits, and therefore,
a basically black image is displayed via the monitor, as shown
in Fig. 7 (b) [5].

Fig. 7 shows the RGB image of the scene, the origi-
nal input depth image in 32-bit resolution, and the visible
depth map of the depth image. Using the colored depth map,
the distribution of the Z values over the whole depth image
can be seen. The green-yellow shade of color represents
the 1 m = 1000 mm distance from the depth sensor. The
yellow color represents the window area that is approximately
1060 mm from the camera. The bright green part is the
obstacle near the window. The blue line in the left part of
the image is the dead zone due to the baseline of the depth
camera [5].
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FIGURE 7. (a) Original RGB image; (b) the original input depth image
in 32-bit resolution; (c) the depth map of the image expressed in
millimeters.

The dead zone is approximately 12 cm in width, and this is
a constant occurrence during recording. In that area, the depth
camera does not see anything, and the Z values there are 0 [5].

After the ranging operation in the 930mm< Z< 1030mm
interval, the binarization operation is performed using global
thresholding [20]. The binary image contains both the
wall and the obstacle. After the binarization, a sequence
of morphological operations is performed to enhance the
extracted surface. In the proposed image processing proce-
dure, the applied disk-shaped SEs are determined empirically
during the development and testing. Notably, the solution
is not unique, and the shape and size of SEs can be easily

FIGURE 8. Sequence of binary and morphological operations for the wall
and the possible obstacle extraction: (a) binary image; (b) dilation;
(c) opening; (d) closing.

adjusted according to the properties of other depth cameras
that would give a different depth image, or according to other
image processing problems [22]. The radii of the applied
disk-shaped SEs in the algorithm are 8, 20 and 10 pixels [22].
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Hence, the use of the appropriate SEs can affect the
accuracy, but these SEs are often determined empirically,
the choice of SEs is usually case dependent, and some-
times it is possible to use different SEs to solve the same
problem [21], [22].

The first operation is the dilation with a disk-shaped
structural element [21]. The goal of this operation is to fill
in the holes, gaps, and crevices in the white part of the
binary image. The dilation operation widens the object in
the image [18]–[22]. The result of the dilation is shown
in Fig. 8 (b). The small black gaps in the white area of
the image are removed or filled in. This dilation is fol-
lowed by a morphological opening operation [20] with larger
disk-shaped SEs [21] to eliminate small protrusions along the
edge of the white colored area, i.e., both the wall and obstacle
areas. The opening operation smooths the contour of the
object, repairs narrow cracks and eliminates thin protrusions.
This operation is used for analyzing the dimensions of the
objects [18]–[22]. Fig. 6 (c) shows the result of the opening
operation. The edge of the white area is almost smooth, but
with small recesses. To remove these small recesses, the mor-
phological closing operation [20] is performed again with a
disk-shaped SE [21] that is slightly larger than the SE in the
performed dilation operation. Closing also makes some parts
of the contour smooth, but in contrast to opening, it widens
the narrow cracks and long thin depressions, eliminates small
holes, and fills cracks in the contour. It is used for analyz-
ing the distance between the objects [18]–[20]. Fig. 8 (d)
shows the result of the closing operation, the extracted wall
area with the possible obstacle. The edge of the white area
is smoother, and only very small cracks remain that are not
significant for further processing.

B. OBSTACLE EXTRACTION
The next step in the algorithm is the obstacle detection and
extraction. Here, the same 32-bit resolution depth image is
used as the input for the obstacle detection part of the image
processing algorithm from Fig. 7 (b). Since the obstacle is
closer to the depth camera, the Z distance values of its area
are smaller than 1 m.

As mentioned before in the paper, the minimum dis-
tance that the ZED camera can separate reliably is 2 cm.
Hence, this is the value that is significant for the algo-
rithm. The determined interval of Z values for the obstacle is
930 mm < Z < 980 mm, and this is the area that is ranged
from in the original depth image. It is the bright green part
of the depth map. After the ranging operation [18]–[20],
the binarization is performed again with the global threshold-
ing method [20]. As illustrated in Fig. 9 (a), the obstacle area
is extracted with high accuracy. Additionally, the extracted
obstacle area possesses the same shortcomings as before in
the wall and obstacle separation, i.e., holes, gaps, and cracks,
around its contour or boundary. All of these small deforma-
tions and irregularities along the contour are eliminated with
the same sequence of morphological operations as before
during the wall and obstacle separation postprocessing [21].

FIGURE 9. Sequence of binary and morphological operations for the
possible obstacle extraction: (a) binary image; (b) dilation; (c) opening;
(d) closing.

The results of these operations are presented in Fig. 9 (b)-(d).
Finally, after the closing operation is performed, the obstacle
area is extracted with high accuracy. This is a very impor-
tant result since the obstacle area is needed for the wall
extraction.
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C. FINAL WALL EXTRACTION
Finally, the wall extraction is performed with a sim-
ple binary image subtraction operation [18]–[22]. The
detected binary image of the obstacle is subtracted from
the detected binary wall and obstacle image using the ordi-
nary subtraction operation for two matrices of the same
dimensions [21].

The extracted wall area is shown in Fig. 10. The wall area
is perfectly extracted observing the original RGB image of
the scene and the colored depth map of the original depth
image. After this subtraction, the binary image is assigned
appropriate coordinates from the captured point cloud to
navigate the painting robot. Finally, the extracted wall surface
is intended for the painting with the painting robot with the
mounted spray gun.

The whole painting process is automated, and the robot’s
arm with the mounted painting equipment is navigated via
control software using the information about the extracted
useful wall surface. The painting process can be briefly sum-
marized as follows. First, the robot is started at its home posi-
tion. Then, a trajectory is generated to the scanning-recording
position and sent to the joint drivers; once the robot is finished
with the execution of this motion, the ZED camera data are
recorded. The obtained depth image and point cloud data
contain the scene of thewall in front of the robot alongwith its
characteristics, i.e., the depth information and the coordinates
about the recorded scene with potential obstacles. Once the
point cloud data of the wall are obtained, the processing of the
measurement is executed in the GUI. This image processing
algorithm identifies the wall surface. Based on the location
of the wall and the window, door and/or obstacles in 3D
space, the painting trajectory is generated, which is composed
of zigzag paths. These zigzag paths are constructed in such
a way to cover all the free areas on the wall and omit the
windows, doors and other obstacles. The painting paths are
sent to the motor drivers, and the painting is performed using
the spray gun. At the end of this process, the robot is actuated
back to its home position.

Notably, the coordinates and dimensions of the image pro-
cessing results for further robot painting operations are gener-
ated automatically via the ZED camera’s built-in software [5].
According to the StereoLabs documentation, the relation
between the image coordinates (2D) and the real coordinates
(3D) for a given pixel (u, v), knowing the depth (z) at this
point, the (x, y) coordinates in the real world are determined
using the following formulas:

x =
(u− cx) z

fx
(1)

y =

(
v− cy

)
z

fy
(2)

where cx , cy, fx , fy are the camera intrinsic parameters, that
are accessed through the left camera of the ZED depth sen-
sor [5]. fx and fy are the focal lengths in pixels along the
x- and y-axes, respectively. cx is the optical center along the
x-axis defined in pixels (usually close to width/2), and cy is

the optical center along y-axis defined in pixels (usually close
to height/2). The units in which the coordinates are expressed
are defined by default in millimeters [5].

FIGURE 10. The extracted wall area that should be painted.

Finally, to better review the accuracy of the algorithm, the
overlapped images of the detected obstacle with the original
RGB image of the scene, and the overlapped image of the
wall area with the original RGB of the scene are provided
in Fig. 11 (a)-(b). In both images, the pink area represents the
overlap of the extracted obstacle and the wall area. These pink
surfaces are the useful surfaces intended for the painting (or
for avoiding in the case of the obstacle) and serve to navigate
the robotic arm. The green area is the surface not intended
for painting. As can be observed, the overlap is considered
perfect. These extracted pink surfaces are intended for robot
movements with the spray gun. The painting process and
the painting precision depend on the quality of the used gun
and its spreading quality. Since the painting is performed
with the spray gun, all surfaces not intended for painting are
covered with a protective foil, as with any painting job with
a compressor spray gun. Additionally, there is a possibility
to paint the obstacle with a different color, since the obstacle
area is also extracted. The obstacle painting procedure would
be the same as the wall painting process.

Further, it should be noted, that the painting process is
intended to be performed during daylight outdoors (if the
building facades would be painted), or under indoor lighting
(if the indoor environments would be painted). Since the
ZED camera is a passive depth detector (it uses stereovision
for depth detection, and it does not have a built-in infrared
detector), it can operate under only good light conditions
(daylight and indoor lighting) [5]. Additionally, the painting
is planned to be performed in the light, similar to any other
manual painting job. Finally, the speed of the robot’s arm
motion has no effect on the depth image capture performance,
since image capturing is performed when the robot is not
moving. Later, after the image processing algorithm is exe-
cuted, the painting process starts.

Therefore, this algorithm works well although only the
very simple operations requested for the project were used.
Finally, the project was fulfilled, and the next step is the
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FIGURE 11. The overlap of the RGB image: (a) with the obstacle; (b) with
the extracted wall area that should be painted.

testing with the painting equipment after the patenting pro-
cess of the robot is finished.

In the remainder of the paper, a number of experiments
and results are presented, as well as the verification of the
algorithm itself.

V. EXPERIMENTS AND RESULTS
In this section, various experiments and results are intro-
duced, and finally the verification results of the algorithm are
presented.

A. TESTING RESULTS
During the experiments, the algorithm was tested on var-
ious wall-window examples that were in the scope of the
project requirements. As previously mentioned, the request
and goal are to separate the rectangular walls and windows
and to extract and avoid the rectangular obstacles near the
window area. Additionally, there is also an option to paint
the obstacles with a different paint color. These obstacles are
often considered decoration frames around the window and
door surface, as shown in Fig. 7 (a), and homeowners often
wish to paint them with a diverse color. The depth of these
decorative frames is almost always thicker than 2 cm, and
since the ZED camera can accurately distinguish the 2 cm
depth, the criteria for obstacle detection is that the obstacles
should be at least 2 cm thick and have a rectangular boundary,
and this was one of the project’s main requirements. Finally,
the dead zone with a width of 12 cm on the left side of the

images is avoided during robot movements. Thus, this surface
is considered during the painting process.

The first columns in Figs. 12 and 13 show the original RGB
images, the second columns show the images of the extracted
wall areas that should be painted in binary form and the third
columns show the overlaps of RGB images with the extracted
wall areas intended for painting. This representation of the
experimental results is chosen for a better view and clarity.
The testing was conducted under different lighting conditions
and on different terrains, in some cases on extremely uneven
ground surfaces. Additionally, sometimes the wall surface
and the window framewere of poor quality with uneven depth
distances in the direction of the Z coordinate from the depth
camera. This inequality of the ground is one of the most
substantial problems during the process of image capturing
and painting because the whole system is affected by the
aforementioned problems.

In the first example in Fig. 12, the lighting conditions
are satisfactory and there are 2 rectangular obstacles on the
wall. The obstacle with a drawing is approximately 5 cm
thick; the other obstacle is 2 cm thick. The second image
shows the extracted wall area. The obstacles are successfully
avoided, and the third image shows the overlapped original
image with the image of the extracted wall. The success
of the wall extraction algorithm is obvious, since the area
intended for painting is clearly separated from the window
and from the obstacles. The second example presents a case
where the wall has a window and a door on the left side.
The depth difference between the wall and the window is
approximately 6 cm. Additionally, a strong influence of the
sunrays on the wall and window can be observed. These
sunrays can cause unfavorable reflection, and they can blind
the depth camera if the reflection of rays directly enters the
sensor. However, in this example, the reflection did not affect
the depth sensor and the test was successful. Clearly, the wall
is distinguished from the window and door very well. The
third example presents a wall area with a door in the middle.
An old building is captured in this case. The depth difference
is approximately 9-10 cm, and it varies. The depth image
is captured in the shadow of trees. Again, the wall extrac-
tion was successful with high accuracy. Naturally, the light
switch will be covered during the painting process. The fourth
example presents a wall area near a metal door. The depth
difference in this case is approximately 7 cm. The door
region is under a roof, and the wall region is next to the area
covered by the roof. Additionally, sunlight is reflecting in the
door window.

The second image shows the extracted wall surface, and
the third image shows the comparison of the original image
and wall extracted image by overlapping. The extraction is
considered perfect. The next example presents a very old and
ruined building. One of the authors is captured in the image
since the ground around the building was very uneven and
there was a need for additional holding of the equipment by a
person. The difference between the wall and the door window
is approximately 4 cm.
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FIGURE 12. Testing examples: (a) original RGB image; (b) extracted wall area intended for painting; (c) overlapped RGB image with the
extracted wall area.

As seen in the second and third images in the fifth
example of Fig. 12, the algorithm successfully extracted the
wall area by eliminating the body of the person since he
was considered an obstacle in this test. The final exam-
ple presents a wall with an obstacle and a part of the
terrace fence in the left bottom part of the image in red
color. The obstacle is 2 cm thick. The image is captured
in the evening under poor lighting conditions. Additionally,
in this example, the camera was rotated 90◦ vertically with

a small slant. The second image shows the extracted wall
area.

Notably, the obstacle and a small part of the fence are
avoided successfully. However, there are small artifacts,
including remaining parts of the window’s edge. The reason
for this is the small slant of the camera. This slant causes
the sensors not to be at the same distance from the wall, and
this situation can produce artifacts and false values for the
Z coordinates. By eliminating the slant and the poor lighting
conditions, it should be possible to overcome these problems.
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FIGURE 13. Verification examples: (a) original RGB image; (b) extracted wall area intended for painting; (c) overlapped RGB image with
the extracted wall area.

B. VERIFICATION OF THE ALGORITHM
Fig. 13 presents the verification of the wall extraction algo-
rithm. To verify the experiments and results, a series of exam-
ples are presented. Several examples show instances that are
not considered by the project, but these examples emphasize
the power of this simple image processing method. These
examples include undefined obstacle shapes and a triangular
window. Additionally, a set of examples is shown where the
difference in depth between the wall and the window varies
along their boundary, and in addition, images were captured
on uneven surfaces. The first example in Fig. 13 shows

a triangular window. The example was made by rotating
the depth camera. Additionally, the depth image was cap-
tured in the evening, and the shadow from a fir tree can be
noticed. The second image shows the extracted wall area
followed by the comparison of the images in the first and sec-
ond column. The wall extraction was performed perfectly.
The second example presents the wall-window boundarywith
varying Z distance values. This was caused by the imperfec-
tions of the wall and the window frame. The distance varies
between 2 and 4 cm. Additionally, the ground near the build-
ing is very uneven, and there are also shadows from trees.
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As shown in the second and third images, the wall extraction
was performed extraordinarily well with high accuracy in
relation to the shooting conditions. The third example shows
an imperfect wall-window again. In this case, not only the
depth difference along the boundary varies but also the depth
difference on the wall surface varies. The depth variation
along the wall-window boundary is 3-4 cm, and the depth
variation on thewall surface is approximately 1 cm. Addition-
ally, the ground is also uneven in this example. As shown in
the second and third columns, the wall area is extracted again
with high precision relative to the depth image conditions.
The next three examples show the behavior of the algorithm
in the case of undefined shapes. Although the detection of
such shapes was not required for the project, these examples
are presented to better verify the algorithm. The fourth exam-
ple shows a pointed shape similar to a triangle. This image
was captured in the evening. The shape is approximately 4 cm
thick. The obstacle is successfully avoided by the wall extrac-
tion algorithm, although slight problems may be observed in
the detection of the shape spikes themselves. This kind of
obstacle detection is considered successful. The next example
shows an undefined shape with a recess. The obstacle is
approximately 5 cm thick. This image was captured under
satisfactory lighting conditions. Again, the obstacle detection
and avoidance are successfully accomplished using the devel-
oped algorithm. As in the previous example, the problems are
the spikes of the shape since they are very thin at their ends.

The last example shows a semirectangular-semicircular
obstacle of 5 cm thickness. The image capturing was per-
formed under satisfactory lighting conditions. The wall area
is detected and extracted almost perfectly, and the obstacle is
avoided.

As is shown in the algorithm verification, the geometry
of the obstacles is not relevant to the algorithm since the
procedure is based on the Z depth distance from the depth
camera. These verification results prove that the main condi-
tions for successful wall detection are the accurate and precise
positioning of the depth camera from the wall surface and the
proper lighting conditions. Naturally, the strong and direct
influence of sunrays and other harmful influences must be
avoided, as for any camera or recording process.

Furthermore, the structural elements in the morphological
operations were determined empirically during the develop-
ment. These SEs are dimension-dependent elements, which
means they can be easily adjusted depending on the size of
the objects in the image, and the size of the objects in the
image depends on the type of the depth camera as well as
on the distance of the camera from the wall. These modi-
fications are very easy to make during the reproduction of
this algorithm. Additionally, the range for the detection of
the wall surface and the obstacle can vary depending on the
distance of the depth camera from the wall and on the lens
quality of the depth camera. The high-quality lenses introduce
less scatter when mapping the depth of the wall surface;
therefore, the wall extraction can be performed with high
accuracy. In the case of a poor quality depth camera with

poor quality lenses, this separation cannot be successfully
performed because the scattering of Z values is very high, and
it can lead to mixing of the depth values of the surfaces that
represent the wall, window and obstacles. In this situation,
the separation cannot be established. From this perspective,
the StereoLabs ZED depth camera met all the expectations
for this project.

VI. CONCLUSION
Herein, we introduced both the working principles and the
properties of an algorithm for detection and extraction of use-
ful surfaces and objects in a painting robot application. The
main steps of the wall surface extraction process were pre-
sented, i.e., distance ranging, binarization, and a sequence of
morphological operations. The goal of this industrial research
project was to build a simple robot vision system with known
and reliable procedures to ensure the reliability of the robot’s
working process. Appropriate experiments were conducted,
on certain wall-window surfaces. All experiments were per-
formed successfully. During the development of the robot
vision system, all of the project requirements and instruc-
tions were followed. As a result, the project’s goal was fully
achieved.

FUTURE WORKS
In the future, a special painting kit with a spray gun should be
mounted on the robot, and the robot should be tested in real
painting applications. Additionally, possibilities for improve-
ment exist by considering a visual system with a depth sen-
sor that has better performance or by adapting the robot’s
control system to the technological process during practical
use. The start of a production series of the painting robot
is also planned. Finally, all refinements are client-dependent
considerations, and the development will be accomplished
according to the requirements of the customer.
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