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ABSTRACT In recent years, deep learning algorithms have been developed rapidly, and they are becoming
a powerful tool in biomedical engineering. Especially, there has been an increasing focus on the use of
deep learning algorithms for decoding physiological or pathological status of the brain from electroen-
cephalographic (EEG). This paper overviews current application of deep learning algorithms in various
EEG decoding tasks, and introduces commonly used algorithms, typical application scenarios, important
progresses and existing problems. Firstly, the basic principles of deep learning algorithms used in EEG
decoding is briefly described, including convolutional neural network, deep belief network, auto-encoder
and recurrent neural network. In this paper, existing applications of deep learning on EEG is discussed,
including brain-computer interfaces, cognitive neuroscience and diagnosis of brain disorders. Finally, this
paper outlines some key problems that will be addressed in future applications of deep learning for EEG
decoding, such as parameter selection, computational complexity, and the capability of generalization.

INDEX TERMS Brain-computer interface, decoding, deep learning, electroencephalographic, neural
networks.

I. INTRODUCTION
Electroencephalogram (EEG) is a spontaneous and rhythmic
electrical activity of the brain [1], [2]. Due to the simplicity,
ease of operation and high time resolution of signals, EEG
technology has played a great role in clinical and basic scien-
tific research. For example, EEG is used as an indicator for the
detection and monitoring of diseases such as epilepsy [3], [4]
and sleep disorders [5], [6] in clinical practice. EEG is
a brain imaging method that uses electrodes attached to
surface of scalp to identify and record electrical activity
signals of neuronal clusters in the cerebral cortex through
precise electronic measurement technology, which can obtain
brain idea and cognition. Neural electrophysiological infor-
mation related to thinking and decision-making is one of
the widely used brain function research methods. Compared
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with other brain imaging functions, such as intra cortical
neural recording, functional near-infrared spectroscopy and
magnetic resonance imaging, the EEG is used in the research
and development of rehabilitation equipment, such as the
development of brain-computer interface (BCI) and neuro
feedback technologies to achieve the recovery of patients’
motor cognition and other functions [7]. In the above clini-
cal application and scientific research of EEG, the machine
learning algorithms are often used to decode EEG signals to
accurately identify physiological or pathological conditions.
However, shortcomings of less spatial resolution and signal-
to-noise ratio (SNR) of EEG signals [8], the accuracy of
machine learning decoding has greater limitations, causing
many difficulties in practical applications. In, recent years
rapid evolution in learning, researchers has gradually applied
new and efficient machine learning algorithms to EEG decod-
ing, and initially demonstrated its advantages over tradi-
tional machine learning. The following first introduces the
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traditional algorithms in machine learning are applied to EEG
decoding, and explains advantages of deep learning based
on its limitations in practical applications, and then briefly
describes the basic principles of the deep learning algorithms
currently applied in EEG decoding, and then introduces these.
The algorithm is applied in several typical EEG decoding
application scenarios, and finally the problems faced by the
analysis of EEG decoding within its application, and the
future development is prospected.

This paper ordered as follows. In section II, traditional
machine learning algorithms to EEG Decoding EEG Decod-
ing using Deep Learning algorithms are summarized in given
in section III. In section IV, the application of deep learning
algorithm in EEGDecoding is discussed, conclusion is shown
in section V

II. TRADITIONAL MACHINE LEARNING ALGORITHM
APPLIED TO EEG DECODING
Many types of classical algorithms in machine learning,
such as hidden Markov models (HMM), linear discriminant
analysis (LDA), support vector machines (SVM), k-nearest
neighbors (KNN) and artificial neural networks (ANA), etc.,
are mainly used in EEG decoding, where LDA and SVM are
the most popular classifiers in BCI applications at present,
because they are suitable for online and real-time EEG
decoding. There are some BCI inspects that seek HMM to
online grouping based on EEG imaginary movements [10].
Basis for deep learning is neural networks, where, there are
only 1 or 2 hidden layers of multi-layer perceptrons (MLP).
Applied to BCI decoding, it can also be applied to the recog-
nition of epileptic seizures based on EEG [11].

The machine learning algorithms applications to EEG
decoding also has some limitations. For example, in tradi-
tional EEG decoding applications, feature extraction and fea-
ture classification are performed separately, andmore manual
experience or Prior knowledge, but the two are difficult to
obtain inmany applications. In this case, feature classification
and extraction are combined, and EEG signal processing is
completed in one step in a purely data-driven manner. Classi-
fication is a feasible strategy this is also the main reason why
deep learning algorithms have emerged in the application of
EEG decoding in recent years. The following describes the
deep learning algorithms that is applied in EEG decoding and
their examples.

III. EEG DECODING USING DEEP LEARNING ALGORITHM
Deep learning is machine learning paradigms that focus on
deep-level learning data models [12]. It mainly uses architec-
ture with number of deep hidden layers, and uses non-linear
processing units for feature extraction and transformation.
In supervision (such as classification) and/or automatically
train multi-level representation of original data in unsuper-
vised manner (such as pattern analysis). Deep learning can
directly understand and train complex signal representation
of original signal, and has the ability to automatically extract
the advanced features required for classification. In the past

10 years, it has been widely used in different areas of research
like speech recognition, computer vision and language pro-
cessing [13], has been increasingly used in EEG signal decod-
ing. At present, the depth commonly used in EEG signal
decoding learning algorithm mainly includes the following
types of convolutional neural network (CNN), the depth of
belief networks (DBN), from the auto encoder (AE) and the
recurrent neural network (RNN) are like as shown in Figure 1.

FIGURE 1. Different architectures for deep learning algorithm (a) CNN
(b) DBN (C) AE and (d) RNN.

A. CONVOLUTIONAL NEURAL NETWORK
The artificial neural networkmodel i.e., CNN is very effective
for image classification. The main consideration is that it
uses convolution to learn local patterns in data. The typical
structure of CNN mainly includes 3 hierarchical convolu-
tional layers and pooling. The basic framework of the layer
is shown in Figure 1(a). Different application scenarios of
CNN require different numbers of convolutional layers. For
example, a shallow structure with only one convolutional
layer is applied to speech recognition [14]. A deep structure
with multiple continuous convolutional layers or even more
than 1,000 layers is developed into a residual network [15],
which is used for classification and recognition of complex
graphics (such as medical images).

The convolutional network first calculates the loss function
through forward propagation. In order to train the network,
the error is back propagated by calculating the gradient of
the input image by deriving the weights in the convolution
kernel. The convolutional neural network is used in multiple
applications. Excellent, mainly through three aspects to help
improve the machine learning system coefficient interaction,
parameter sharing, and variable representation. In addition,
the convolution method provides a method for processing
variable input.
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CNN not only has good decoding performance, but it is
also easy to perform iterative training. It can greatly improve
the decoding difficulties caused by changes in signal dis-
tribution across experimental applications. Therefore, it is
favored by EEG researchers; however, CNN also exists in
applications. Some problems, first of all, CNN may produce
false positives, that is, excessive confidence may lead to erro-
neous predictions [16], [17]. This is particularly prominent in
the application of computer vision. Secondly, training CNN
networks may require more data, and it may take a more time
to train on a simplemodel. Finally, the network containsmany
hyper parameters, such as the layers or the activation type
function, this results in increase of computational complexity,
and it will also bring difficulty in tuning parameters.

B. DEEP BELIEF NETWORK
The Deep Belief Network (DBN) is a classic generative prob-
ability model composed of Restricted Boltzmann Machines
(RBM). RBM is a deep probability model component that
includes a visible layer and a hidden layer. The connec-
tions of DBN are limited to different layers, and there is
no connection between units on the same layer. DBN is a
stack of multiple RBMs, its basic framework is shown in
Figure 1(b). In DBN, high-dimensional data can be passed
through. The visual layer unit is input to the hidden layer of
the RBM, and the hidden layer unit recognizes different types
of signal characteristics according to the connection weight.
The RBM connection weight in DBN is adjusted. First, it is
given according to the probability drop of the energy function
of the visible layer and the hidden layer. Then use layer-
by-layer unsupervised learning to pre-train the weights of
the network, and use global supervised learning to fine-tune.
At present, DBN has been successfully applied to problems
such as dimensionality reduction, image compression, digital
recognition, and acoustic representation [18].

DBN not only take advantage of unsupervised learning to
make full use of data that is unlabeled, and it is also applied
to data with fewer samples [19]. Therefore, DBN can play a
specific role in future EEG research, but it still needs to be
addressed, some potential problems. First of all, as a kind
of deep learning network, DBN also takes a long time to
train. Second, with the increase in layer number, the memory
footprint and the amount of calculation also increased, this
is not expected in practical applications. Finally, the trained
DBN must be as a trained model that will affect its effective
transmission in cross-subject applications.

C. AUTO-ENCODER
The auto encoder (AE) is composed of an encoder function
and a decoder function. The simplest structure is a feed
forward acyclic neural network similar to MLP. It has an
input layer, an output layer, and a basic framework of mul-
tiple hidden layers is shown in Figure 1(c). AE is a fully
connected unsupervised learning neural network. It sets the
target value to the same value as the input, and can learn more
in the pre-training of the classification task with good data set

representation [20]. At present, according to the AE’s ability
to acquire information and learn to express, there are several
different AE denoising auto-encoders (DAE) model [22],
sparse auto-encoders (SAE) [23], contractive auto encoder
(CAE), etc., AE is usually used for dimensionality reduction,
but it has beenmore andmore widely used to generate models
for learning data.

AE can effectively identify the characteristics of EEG,
so AE networks are increasingly used in EEG decoding.
However, if the signal is directly used as the input of AE, it is
possible to lose adjacent information, which will affect the
decoding quality of the signal. At the same time, the current
research also shows that it is difficult to meet the needs of
the application using a certain framework of AE alone, and
combined with other advanced algorithms to complement
each other, not only can achieve the best performance, but
also can extend the network framework to other application
fields and enhance its generalization ability.

D. RECURRENT NEURAL NETWORK
Recurrent Neural Network (RNN) is used to process sequence
data. In addition to the output and input layer, the simpler
RNN also contains a self-connected hidden layer. Unlike
MLP, it only map from input to output, it can also be mapped
from all previous historical inputs to each output, its basic
framework is shown in Figure 1(d). With the needs of prac-
tical applications, researchers have proposed many kinds of
RNN frameworks, such as Elman network [24], Jordan net-
work [25], time delay neural network (TDNN) [26] and echo
state network (ESN) [27], etc.

RNN not only provide feed forward connection, but also
feedback connection. It has strong robustness when process-
ing time series [28]–[31] and EEG signal [32], [33]. At the
same time, RNN can effectively use the input sequence,
the time information, therefore, is expected to have a major
role in EEG research area.

IV. APPLICATION OF DEEP LEARNING ALGORITHM
IN EEG DECODING
Different deep learning models have their own advantages
and limitations. Therefore, in EEG decoding, different appli-
cation scenarios and needs will use different deep learning
models. The following will discuss the application areas of
BCI, cognitive psychology, and disease detection. The deep
learning model involved in

A. BRAIN-COMPUTER INTERFACE
Brain-computer interface (BCI) is a human-computer inter-
action model directly sends instructions to control external
devices through the brain. It is also an important field of
EEG applications in the BCI system based on the Motor
Imagery (MI) paradigm. The problem is solved for many
intermediate steps in traditional algorithm model, the time-
space convolutional network is used to realize the end-to-end
classification system of MI tasks. Schirrmeister uses same
strategy to achieve 92% classification on multiple public
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data sets. The powerful learning ability of the deep model is
demonstrated in the EEG pattern recognition. Studies have
compared variation between deep and traditional learning
algorithms such as CSP algorithm andRiemannmethod in the
BCI system. It is best than conventional algorithms in terms
of generalization and accuracy.

In brain-computer interface (BCI) application (see
Table 1), in order to improve the signal quality and the
separability of features, the following two strategies are
mainly used for optimization. One is to optimize the process
of feature extraction and signal processing, and the other is to
choose more appropriate classifiers to improve classification
accuracy. From the perspective of the first strategy, review
the application of current deep learning algorithms in BCI.
It is found that the deep learning algorithms that can be
applied to optimize feature extraction and signal processing
are only DBN and RNN, with the advantages of DBN.
It is manifested that it is possible to reduce parameters and
reduce computational burden through parameter sharing, and
use a large amount of unlabeled data in an unsupervised

TABLE 1. Summary of deep learning algorithms in bci application.

manner. For example, Ren et al. [34] proposed a convolution
that combines convolution architecture in DBN network to
achieve parameter sharing; the convolutional deep belief
network (CDBN) is applied to the EEG signal feature learning
on the BCI competition data set. The results show that
compared with the traditional feature extraction algorithm,
the performance of the CDBN learning can be better than
that of the traditional feature extraction algorithm. RNN can
enhance the EEG signal in the preprocessing stage, thereby
improving the performance of BCI. In addition, RNN does
not make any assumptions about the nature of the noise
mixed in the signal to be filtered, so it is very suitable for
dealing with mixed unknown characteristic noises like EEG
signals. For example, Gandhi et al. [38], inspired by quan-
tum mechanics, proposed a new type of neural information
processing architecture, that is, recurrent quantum neural
network, when the signal is enhanced by EGN when applied
to RN. In the case of noise ratio, it acts as a filter. Compared
with the cross-experimental results of EEG using only the
original EEG or using Savezky∼Golay filtering, the use of
the test-specific RQNN to filter the EEG can significantly
improve the BCI performance.

From the perspective of the second strategy, choosing
a suitable deep learning algorithm model is to improve
classification accuracy on the one hand, and to expand
cross-paradigm and cross-subject applications on the other.
Looking at the current development trend of deep learning
applications. Deep learning extracts the features automati-
cally from the original signal. Therefore, it is usually selected
to analyze in the time domain, different BCI paradigm (i.e.,
P300, error-related negativity responses (ERN), movement-
related cortical potentials (MRCP) and sensory motor
rhythms (SMR)) are classified, for cross-task and cross-
subjects provided better help. With the continuous deepening
of research and application development, methods that can be
analyzed in the frequency domain or time-frequency domain
have been extended. For example, Cecotti and Hubert [39]
proposed a new volume, the structure of the product neural
network, that is, the fast Fourier transform (FFT) is added
between the two hidden layers, which makes the signal anal-
ysis transform from the time domain inside the network to the
frequency domain. This strategy has an average recognition
rate of 95% for five different types of steady-state visual
evoked potentials (SSVEP), which outperforms other classi-
cal neural network architectures in the frequency domain. The
features in the time and frequency domain are more typical
and distinguishable than the features in the time domain,
so transforming to the frequency domain can reduce the
feature dimension and reduce the computational complexity.

B. COGNITIVE PSYCHOLOGY
EEG can be used to evaluate and understand the changes
in the brain related to mental and physiological states, such
as different mental states-anxiety, depression, pain [47], etc.
It can also be used as an effective tool to explore the neural
mechanisms of cognitive processes ((See Table 2). In the

VOLUME 9, 2021 125781



R. B. Vallabhaneni et al.: Deep Learning Algorithms in EEG Signal Decoding Application: A Review

TABLE 2. Summary of deep learning algorithms in clinical disease
detection applications.

EEG-based emotion recognition research, it is difficult to
use traditional classifiers for application. The main reason is
that the boundaries of different emotions are fuzzy. How to
extract and effectively identify emotion-related features is a
huge challenges problem. Therefore, researchers proposed to
use deep learning to use multi-scale features to classify and
recognize emotions. For example, Zheng et al. [52] used the
differential entropy feature of EEG as the input of DBN, and
integrated HMM in the network, so that accurate capture is
more reliable. Emotional state switching, and two categories
of emotions (positive and negative) are carried out. Compared
with the classification accuracy of DBN-HMM, DBN, SVM
and KNN, whether it is the DBN model or the DBN-HMM
model combined with HMM, the emotion classification is
improved. At the same time, DBN can perform feature
selection and screen out irrelevant features to obtain better
results.

In addition to emotion recognition, an important EEG
application of deep learning is to identify the driver’s fatigue.
Chai et al. [53] proposed to use an autoregressive model to
extract features from EEG signals, and use the extracted fea-
tures as the input of sparse DBN. Compared with the results
of the algorithm, sparse DBN has significantly higher classi-
fication performance. Zeng et al. [57] proposed to use CNN
combined with residual network to predict the mental state of

drivers. The results show that the proposed method has better
predictive performance. In cognitive psychology research,
frequency domain features are often more discriminative than
time domain features. Therefore, in future research, it is
possible to transform and analyze EEG signals for differ-
ent cognitive states to improve decoding performance, and
reduce actual application costs.

C. DISEASE DETECTION
In clinical applications, EEG can assist in the diagnosis of
a variety of neurological and psychiatric diseases, such as
Alzheimer’s disease [64], epilepsy [65] and schizophrenia.
It can also be used for sleep stage classification related to
sleep diagnosis (see Table 2). In the detection and classifi-
cation of epilepsy, Turner et al. [68] proposed the application
of DBN to detect epileptic seizures, which can achieve a more
appropriate computational complexity. And better accuracy,
at the same time, in the case of using models trained on
other patients’ data to test new patients (the so-called \‘‘leave
one method\’’), DBN outperforms the logistic regression
algorithm using the same feature set. In addition to detecting
epilepsy waveforms to assist clinical needs, deep learning
algorithms can also classify patients with focal epilepsy to
achieve the purpose of serving clinical surgical decisions.
Taji et al. [70] applied three different CNN models, the clas-
sification of the EEG signals of patients with focal and
non-focal epilepsy can not only use less training data to
achieve the best classification performance, but also increase
the calculation speed to reduce the time required for the clas-
sification process. Good classification performance provides
help for the diagnosis of focal epilepsy disease.

In the research related to sleep disorders, deep learning
is considered to be one of the most promising classifiers in
human sleep stage classification [71]. Currently, most of the
EEG decoding applications are RNN. For example, Hsu et al.
RNN classifies human sleep stages and compares the perfor-
mance of the feed forward neural network (FNN), which is
widely used in biomedical classification, and the probabilistic
neural network, which is mainly used to deal with classifica-
tion problems. It is shown that RNN can use single-channel
EEG energy features to efficiently and accurately classify
sleep stages. In addition, the method combining DBN and
HMM has also been successfully applied to the sleep stage
classification based on EEG [72].

Based on the above research, it can be found that the appli-
cation of deep learning to disease diagnosis has preliminary
results. However, because most clinical data sets are small,
it is still a huge challenge to the multi-center large-sample
generalization ability of existing models. In addition, there
aremany current studies. It is offline testing rather than online
application, but in actual clinical applications, it is more
hoped that results can be given in time to assist clinical diag-
nosis. Therefore, more online research is needed in the future
to verify that these deep learning methods have sufficient
computational efficiency to satisfy Real-time application.
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V. CONCLUSION
Although deep learning has achieved some success in
EEG decoding, its application still faces many challenges.
In addition to the decoding difficulties caused by the high
dimensionality and low signal-to-noise ratio of EEG signals,
there are also complex practical application scenarios and the
limitations of the algorithm itself have caused difficulties in
research and development.

1) There is still a need of many-sample labeled EEG
information sets, which uses the effect of existing deep
learning algorithms not fully reflected. The effective-
ness of deep learning greatly depends on High-quality
labeled data. In existing research, especially in clinical
research, EEG data with complete and accurate label-
ing is still scarce, and the sample size is small. In future
research, in addition to collecting and sorting large
samples of EEG data, it is still new machine learning
algorithms such as transfer learning need to be applied
to make up for the shortcomings of small sample size.

2) In the multi-center and longitudinal data, the general-
ization ability and repeatability of the existing model
still lack rigorous verification. The EEG data is greatly
affected by equipment and experimental personnel,
so different laboratories/hospitals and the main test col-
lection, the EEG data presents different characteristics.
Moreover, EEG data has great intra and inter-individual
variability. However, most existing developed models
is based on data collected from same center and at the
same time point. It needs to be tested on multi-center
longitudinal data to ensure that the model has good
generalization ability and repeatability.

3) The complexity of deep learning models is still high,
and real-time decoding is difficult. Deep learning can
continuously adjust the model according to the appli-
cation. Although the depth, complexity and activation
function of the model can enhance the classification
model performance, however it causes defects such as
increased training time, decreased training speed, and
difficulty in real-time execution. These problems will
increase the resources of EEG signal decoding and limit
its practical application (Such as BCI).

4) The interpretability of deep learning in EEG research
needs to be strengthened. In psychology and medical
research based on EEG, classification accuracy is not
the most important goal. Through machine learning
models, it is necessary to obtain information about
psychological or disease states. Predictive EEG charac-
teristics to reveal neural mechanisms are an important
goal of such research. Therefore, deep learning models
need to increase interpretability, so that they are come
a powerful tool for studying neural mechanisms.

5) Existing deep learning model lacks the application of
unlabeled EEG data. In existing research, most of the
EEG data sets used are labeled data. Therefore, deep
learning models are mostly supervised learning. How-
ever, there is still a large amount of EEG data that is

unlabeled or inaccurate labeling (especially in medical
research). Therefore, unsupervised or semi-supervised
deep learning methods also need to be continuously
developed to be applied to EEG data with missing or
inaccurate labeling, such as disease classification type.

In summary, the current application of deep learning in
EEG decoding is mainly based on the network architecture
of CNN, DBN, AE, and RNN. It is based on several classic
paradigm classifications of BCI, classification and prediction
of cognitive states such as emotional fatigue, and clinical
seizure detection. There have been many successful appli-
cations in sleep classification, but existing research still has
many problems, such as lack ofmulti-center verification, high
complexity, etc. In order to overcome the limitations and
problems of deep learning in EEG decoding, data collection
and sorting are required. The joint efforts of the improvement
of deep learning algorithms and the progress of brain science
mechanisms.

In the future research work, it is necessary to continuously
develop robust and efficient deep learning algorithms to meet
the needs of real-time online applications, and is suitable
for multi-center, large sample Multi-source longitudinal data
sets. In addition, a single type of deep learning algorithmmay
not meet the needs of the application. Therefore, in addition
to optimizing the architecture of the model, several differ-
ent models can also be integrated, using integrated learning
and reinforcement learning. The idea is to comprehensively
use the advantages of different models to achieve higher
performance.
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