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ABSTRACT Laparoscopic surgery is a surgical procedure performed by inserting narrow tubes into the
abdomen without making large incisions in the skin. It is done with the aid of a video camera. Laparoscopic
videos are affected by various distortions during surgery which lead to loss of visual quality. Identification
of these distortions is the primary requisite in automated video enhancement systems used to classify the
distortions correctly and accordingly select the proper algorithm to enhance video quality. In addition to
high accuracy, the speed of distortion classification should be high, and the system must consider real-
time conditions. This paper aims to address the issues faced by similar methods by developing a fast and
accurate deep learning model for distortion classification. The dataset proposed by the ICIP2020 conference
challenge was used for training and evaluation of the proposed method. This challenging dataset contains
videos that have five types of distortions such as noise, smoke, uneven illumination, defocus blur, and
motion blur with four levels of intensity. This paper discusses the proposed solution which received
the first prize in the ICIP2020 challenge. The solution utilized a transfer learning approach to transfer
representation from the domain of natural images to the domain of laparoscopic videos. We used a pre-
trained ResNet50 convolutional neural network (CNN) to extract informative features that were mapped
by support vector machine (SVM) classifiers to various distortion categories. In this work, the problem of
multiple distortions in the same video was formulated as a multi-label distortion classification problem. The
approach of transfer learning with decision fusion was applied and was found to outperform other solutions
in terms of accuracy (83%), F1 score of a single distortion (94.7%), and F1 score of single and multiple
distortions (94.9%). In addition, the proposed solution can run in real time with an inference speed of
20 frames per second (FPS).

INDEX TERMS Decision fusion, distortion classification, laparoscopic video, multilabel classification, real

time, transfer learning.

I. INTRODUCTION

A. LAPAROSCOPIC SURGERY

If one were to investigate the long history of Western
medicine, one would discover that the first few ideas that
led to the conception of minimally invasive surgery were
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born in as early as 400 B.C. when Hippocrates described the
use of a speculum for the examination of haemorrhoids [1].
Two millennia later, Ephraim McDowell removed an ovarian
tumour during the first successful elective laparotomy, i.e.
an open surgery of the abdomen [2]. Laparotomies have
remained the gold standard since then until not very long
ago [3] with some surgeons arguing for its superiority for cer-
tain procedures [4]-[6]. Some experts in the 1990s regarded
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laparoscopic surgery as the gold standard for procedures [7],
such as cholecystectomies in the treatment of symptomatic
cholelithiasis [8], adrenalectomies [9] and endorectal colon
pull-through for the treatment of Hirschsprung’s disease [10];
while some recognized the potential for it to become so for
appendectomies [11]. The most cited reasons for the supe-
riority of laparoscopic procedures over laparotomies include
less infections, less blood loss, less pain, lower perioperative
morbidity, shorter hospital stay, faster recovery, and earlier
return to work without any significant difference in surgical
outcomes [3], [8]-[21].

The design of a video quality assessment (VQA) system for
laparoscopic surgery of superior calibre is highly essential.
Very often, laparoscopic videos are obscured by distortions
that degrade the visibility of the patient’s anatomy and thus,
the overall quality of the laparoscopic or robot-assisted pro-
cedure [22], [23]. These distortions commonly arise in the
form of noise, smoke, uneven illumination, and blur, which
are all concomitant artifacts that come with the operation
of the surgical equipment involved in minimally invasive
surgery [24]. However, most of the existing solutions devel-
oped to address the issues associated with these distortions
rely on augmenting the hardware using one or a combination
of the many means enumerated in [25]. Unfortunately, these
means consume a significant amount of time to carry out,
yet despite this, cannot guarantee robust improvements in
laparoscopic video quality. Therefore, we believe that an
automated video enhancement system will prove to be the key
solution to the problem presented.

B. CONVOLUTIONAL NEURAL NETWORKS

Convolutional neural networks (CNNs) [26], [27] are
arguably the most notable approach to Deep Learning [28].
CNNs are made up of two core layers, namely the convolu-
tional layer and the pooling layer. Units in the convolutional
layer are arranged in feature maps, with each unit linked
by a set of weights to local patches in the feature maps
of the previous layer. The local weighted sum is inputted
to an activation function. The pooling layer then combines
semantically similar features [28].

In 2012, the ImageNet project which runs the annual Ima-
geNet Large Scale Visual Recognition Challenge (ILSVRC)
witnessed the success of AlexNet, which achieved a histori-
cally low top-5 error rate for classification tasks [29], [30].
AlexNet, which used purely supervised learning with no
unsupervised pre-training, was considered a major improve-
ment to its CNN predecessors [29]. In 2014, ILSVRC wit-
nessed two great improvements to AlexNet; namely the visual
geometry group (VGG) model, which won second place
(top-5 error rate 7.3%), and the GoogLeNet model, which
won first place (top-5 error rate 6.7%). Both cut the top-
5 error rate of their predecessor, AlexNet (top-5 error rate
16.4%) to less than half [28]. The VGG model created by
the Visual Geometry Group from the University of Oxford
used a very deep CNN with 16 weight layers, 13 of which
were convolutional layers with 3 x 3 filters, while three were
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fully connected layers [31]. GoogLeNet, on the other hand,
made use of a CNN architecture codenamed Inception, whose
objective was to determine how an optimal local sparse struc-
ture of a convolutional vision network could be estimated.
It made use of 22 layers and nine Inception modules and
employed average pooling instead of fully connected layers
for classification [32]. Moreover, despite its much lower top-
5 error rate, GoogLeNet uses 12 times fewer parameters than
its predecessor, AlexNet [28]. In 2015, ILSVRC witnessed
a remarkable improvement which brought its predecessor’s
top-5 error rate down by close to half. That year, the residual
networks (ResNet; top-5 error rate 3.6%) [33] by Microsoft
Research, with 152 layers and a lower complexity than VGG,
won first place [28]. This model introduced deep residual
learning to address the problem of degradation. Like VGG,
its convolutional layers had 3 x 3 filters. Moreover, it ended
with global average pooling and 1000-way fully-connected
layers with softmax [33].

C. THE ICIP2020 CHALLENGE

The challenge of distortion classification in laparoscopic
video was proposed for the 2020 IEEE International Con-
ference on Image Processing (ICIP) wherein participants
were tasked to classify distortions in laparoscopic videos.
The objective of this challenge was to address the problem
in VQA by constructing a rapid, integrated, and effective
algorithm for real-time classification of laparoscopic video
distortions [34]. This paper aims to present the work that went
into solving the problem introduced by the challenge and the
proposed solution that was submitted and which subsequently
received the first prize. Figure 1 provides a diagram that
describes the process for automating video-guided surgery.
Blocks represent the two stages of the automation process,
namely distortion identification and quality enhancement.

D. RELATED WORKS

To the best of our knowledge, there has not been a significant
amount of work done to address distortions in laparoscopic
videos in real-time despite the apparent necessity. But before
we begin to give you a glimpse into the work that we have
completed, let us talk about some of the more foundational
research upon which our work is built and understand some
of the motivations for this proposed method.

In as early as 2012, an earlier hybrid system aimed at
classifying distortion and evaluating image quality for media
applications was developed. It used traditional image quality
measures (IQMs) as features and simple linear discriminant
analysis as its classifier [35].

Subsequently, in 2013, the distortion/content-dependent
video quality index (DCVQI), which at that time, was a new
video quality index, and although still for digital video appli-
cations outside of medicine, was proposed. This approach
classified distortions (e.g., blurring, ringing, jitter) as either
local or global [36].

A fairly more recent application of VQA in medicine was
suggested in 2017 for use in telesurgery, wherein a surgical
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FIGURE 1. Automated video guided surgery with two blocks: distortion identification and quality enhancement.

operation would be performed by a surgeon at the patient’s
side with an expert surgeon guiding the procedure remotely.
For this to be possible, a reliable transmission of surgical
video over large distances is necessary. This, however, is sus-
ceptible to signal distortions that may arise as a result of
data compression artifacts and transmission errors. These
distortions significantly affect the video quality perceived
by the surgeon. A qualitative assessment of the applica-
tion followed and confirmed the existence of distortions.
These assessment, however, was not real-time and solely
provided direction for future research and an appreciation
for the need to address distortions in surgical videos [37].
Around the same time that year, work to classify semantic
shots from laparoscopic gynaecologic surgery for purposes
of medical education, medical research and everyday surgical
documentation using single-frame CNNs was carried out by
another team from Austria. High-level features were also
extracted from the AlexNet architecture with weights from a
pre-trained model and were subsequently fed into a support-
vector machine (SVM) classifier. Through this work, they
found that previous advances in general image classification
methods transfer nicely into surgical video classification [38].
Hence, the potential for work to classify distortions for the
eventual goal of enhancing surgical videos is vast.

In 2018, a method aimed at removing surgical smoke in
laparoscopic images was developed by Wang et al. [39]. Here,
a smoke-distorted image was separated into two parts — direct
attenuation and smoke veil. A cost function defined based on
the observation that a smoke veil has low contrast and low
inter-channel differences was calculated using an augmented
Lagrangian method.

A more general-purpose approach to VQA was proposed
in 2019 involving a new architecture for no-reference assess-
ments based on features from pretrained CNNs, transfer
learning, temporal pooling of deep features, and regression.
Here, solutions were obtained by solely applying tempo-
rally pooled deep features without any manually derived
features [40].

A recent work in 2020 targeted VQA by detecting and
identifying distortions and their severity automatically. Here,
the authors constructed a laparoscopic video quality database
with a set of 200 videos, with five types of distortions and four
levels of intensity for this purpose [22]. A distortion-specific
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classification method was used for each type of distortion
such as a fast noise variance estimator with a threshold for
noise distortion, statistics of the luminance component of an
image for uneven illumination distortion, a saturation analysis
(SAN) classifier for smoke distortion, and a perceptual blur
index (PBI) with a threshold classifier for blur distortion [22].
As a replacement for traditional methods that depend on
the distortion categories for coefficients modelling to extract
specific features from the images, a single deep neural net-
work was proposed to solve the two important problems
of distortion classification and quality ranking [41]. A set
of 20000 images (1000 images per class) were selected from
the Cholec80 laparoscopic dataset with 20 classes (five dis-
tortions, each with four levels of severity) [41]. Both previous
works focused on a single distortion classification problem.
The problem of multiple distortions has yet to be investigated
in laparoscopic videos.

In this work, we propose a computational framework
for automatic evaluation of video quality for laparoscopic
surgery. This work solely focuses on the module of distortion
detection/classification which is the first stage of the VQA
system. This paper aims to address the multi-label distortion
classification problem by developing an accurate and real-
time solution.

This paper has several contributions as follows:

« A novel distortions classification system that was uti-
lized to identify multiple distortions available in the
same laparoscopic video for quality assessment.

o A real-time solution that can run with a speed of 20 FPS
to identify distortions in live-captured videos.

« To the best of our knowledge, this is the first paper that
targets multi-label distortion classification with a novel
laparoscopic video dataset proposed by ICIP2020 chal-
lenge organizers.

o We validated the concept of domain generalization and
adaptation from the domain of natural photos to the
medical imaging domain. This approach transfers deep
representation from ImageNet to laparoscopic videos.

o The decision fusion approach had a significant impact
on classification performance. An ablation study was
performed to check the improvement that fusion can
contribute to the model’s performance in terms of accu-
racy, and F1 score.
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FIGURE 2. Various samples from the laparoscopic dataset [34] including single distortion: (a) smoke, (b) AWGN, (c) uneven
illumination, (d) motion blur, (e) defocus blur, and multiple distortion: (f) noise-smoke, (g) noise-uneven, (h) smoke-uneven,
(i) defocus-uneven, and (j) uneven-smoke-noise.

o The proposed solution received the first prize in the
ICIP2020 challenge and outperformed other solutions in
terms of accuracy (83%), F1 score of single distortion
(94.7 %), and F1 score of single distortion and multi-
distortion (94.9 %) and inference speed of 20 FPS.

This paper is organized as follows: II. MATERIALS AND
METHODS describes the datasets; and demonstrates the
CNN for feature learning, and the Pre-trained CNN for fea-
ture extraction and transfer learning. In III. RESULTS AND
DISCUSSION, the experimental setup and results are dis-
cussed. Finally, IV. CONCLUSION AND FUTURE WORK
summarizes the outcome and significance of this work and
gives readers a glimpse into potential improvements to our
work in the future.

Il. MATERIALS AND METHODS

In this section, the dataset used in this work is described.
Additionally, the methods of feature learning, feature extrac-
tion, and transfer learning are demonstrated to shed light on
the functionalities, advantages, and drawbacks of each. Fur-
thermore, the approach of decision fusion and the proposed
solution is discussed in detail.

A. DATASET OVERVIEW

This section demonstrates an extended version of the laparo-
scopic video quality (LVQ) database [22] that includes
laparoscopic videos. It was proposed in the ICIP2020 chal-
lenge [34]. These videos have been carefully selected from
the Cholec80 public dataset that has 80 different videos of
cholecystectomies [42]. The extracted videos were selected
considering multiple variations of scene content and have
been distorted with either single or multiple distortions
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simultaneously at different levels. The five main distortions
were additive white gaussian noise (AWGN), smoke, defocus
blur, motion blur, and uneven illumination. Figure 2 illus-
trates a few samples of laparoscopic video frames. A sum-
mary of the dataset including the number of samples in the
training and testing stages is shown in Table 1. In addition,
the distortion categories including single and multiple distor-
tions are listed in Table 2. There were two challenges in this
dataset. The first challenge was an imbalanced dataset with
various videos for each distortion (400 uneven illumination
videos, 320 smoke videos, 300 AWGN videos, 160 defo-
cus blur videos, and 80 motion blur videos) [34]. The sec-
ond challenge was that each video was distorted by single
or multiple distortions and thus, the problem of distortion

TABLE 1. Dataset summary.

Dataset Number of Videos
Training Samples 800

Testing Samples 200

Total 1000

TABLE 2. Description of distortion categories [34].

Categories and Types of Distortions

Single Distortion Multiple Distortion

Noise Defocus blur + Uneven illumination

Defocus blur Noise + Smoke

Motion blur Noise + Uneven illumination

Smoke Smoke + Uneven illumination

Uneven illumination  Noise + Smoke + Uneven illumination
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TABLE 3. Dataset description [34].

Number of reference videos

(train + test) A+ b
Duration of each video 10 seconds
Resolution of each video 512 x 288
Frame rate 25 fps
Number of distortions 5
Number of levels 4

Number of distorted videos for 800 (400 with single distortion only
training and 400 with multiple distortions)

Number of distorted videos for 200 (80 with single distortion only
test and 120 with multiple distortions)

classification was formulated as a multi-label classification
problem. Table 3 provides the description of the dataset. The
training was done by frame to have a total of 20660 frames
for model training (4132 frames for each class). In the testing
stage, the majority voting method was used to select the class
that represented the whole video. To balance the videos of
defocus and motion blur, data were augmented by flipping
the extracted frames vertically.

B. THE PROPOSED SOLUTION

1) SUPERVISED DEEP CNN LEARNING

An end-to-end learning mode was used to fine-tune the
parameters of the whole CNN. During training, the images
and labels were available. The network consists of convo-
lutional, pooling, batch normalization, dropout, and fully
connected (top) layers. This stage of feature learning aims to
fit the large-scale ImageNet dataset and produce 1000 cate-
gories. The network parameters were tuned by the stochastic
gradient descent (SGD) algorithm. This learning scheme is
useful when large-scale datasets are available to overcome the
overfitting problem. At the end of the training, the optimal
parameters generated were ready to be transferred to a new
small-scale dataset [43], [44].

2) PRETRAINED CNN AND CNN BASED

FEATURE EXTRACTION

Transfer learning was demonstrated by training ResNet50,
a deep CNN [33] with a large-scale dataset such as Ima-
geNet [44]. It was used with a novel small-scale dataset
such as that of the laparoscopic videos [34]. The objective
is to utilize the parameters of the first layers of the CNN
after removing top layers to extract spatial features from the
laparoscopic frames and to transfer these features from nat-
ural images to medical images. Transfer learning was found
to solve the lack of availability of large-scale data, which is a
common problem in medical applications. Transfer learning
can also speed up the learning process by tuning only a few
top layers to fit the limited amount of new data.
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3) RESIDUAL NETWORK

Many times, very deep CNNs suffer from the gradient van-
ishing problem which leads to a drop in accuracy [33].
To address this problem, the residual network (ResNet) uses
skip connections instead of direct stacked layers [33]. ResNet
is a well-known deep neural network with high generalization
ability used for image recognition. Residual networks have
various versions with different numbers of layers, such as
ResNet50 with 50 layers and over 23 million trainable param-
eters [33]. In this paper, ResNet50 was utilized after removing
the top layers to extract the features from laparoscopic frames
before being applied to SVM classifiers.

4) SUPPORT VECTOR MACHINE (SVM)

SVM is a supervised learning classifier that has either a linear
kernel function or a non-linear kernel function (e.g. Gaussian
kernel, polynomial kernel) [45]. The inputs into the SVM
are feature vectors extracted from ResNet50. The objective
of an SVM is to separate the feature vectors to maximise
the margins from both vectors. In this paper, various kernels
of SVM were evaluated and a Gaussian kernel was selected
to give the best performance in terms of accuracy. SVM
was trained to fit the extracted features and map them to
specific categories. Two types of SVMs were utilized in this
work:

a: SVM-BASED MULTI-CLASS CLASSIFIER

This SVM was used to classify distortions in video frames
into one of five categories. This worked well in videos
affected by single distortions. For videos with multiple distor-
tions, only one dominant distortion with the highest probabil-
ity was produced. We utilized this classifier for defocus and
motion blur. Few videos in the training set (80 videos) have
single motion blur distortions. In other words, in the training
set, there were no videos with motion blur that had other
types of distortions in the same video. However, these types
of videos existed in the testing sets. Therefore, an SVM-based
five-class classifier was used to detect motion or defocus blur
that existed along with other types of distortions in the video
frame.

b: SVM-BASED BINARY CLASSIFIER

In multi-label or multi-distortion classification scenarios,
five binary SVMs were used to classify each type of dis-
tortion. For example, to detect smoke distortion, a binary
SVM was used to classify video frames into smoke or non-
smoke classes. This set of five SVM binary classifiers works
well in videos affected by multiple distortions to address
multi-label classification problems. In the proposed solution,
we utilized only three binary classifiers for noise, smoke,
and uneven illumination distortions because the other two
distortions (defocus and motion blur) were detected by SVM-
based multi-class classifiers.
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FIGURE 3. The detailed block diagram of the proposed distortion classification solution.

5) DECISION FUSION

This approach aims to combine decisions or predicted classes
from several SVMs to make the final decision and list all
available distortions in the laparoscopic video.

The five-class SVM produced a class Cgjs, where Cyis € {1,
2,3,4,5}. On the other hand, five binary SVMs produced five
classes: Cy, Cq, Cy, Cgb, Cp, where C,, € {0, 1}, Cs € {0, 1},
Cy € {0, 1}, Cgp € {0, 1}, Cip € {0, 1}. The final decision is
defined as follows:

1) Define empty distortion list
2) If (Cgis == 4):
Add defocus blur to distortion list
else if (Cgis == 5):
Add motion blur to distortion list
if (C, == 1):
Add noise to distortion list
if (Cg == 1):
Add smoke to distortion list
if (Cy == 1):
Add uneven illumination to distortion list

In this paper, the laparoscopic video was converted into
frames by sampling at a rate of five frames per second. The
length of laparoscopic videos in the dataset is 10 seconds, and
thus 50 frames were used to represent one video. The video
frames were resized to 224 x 224 pixels to be applied on the
ResNet50 CNN input. This was done to extract the features
from the frames. The number of elements in the feature vector
is 2048. The majority voting method was used to label the
videos with a distortion class that is frequently visible in the
video frames. For instance, if 30 frames in the video contain
noise, and 20 contain no noise, the video would be classified
as having noise distortion.
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The detailed block diagram and flow chart of the proposed
solution for laparoscopic distortion classification are illus-
trated in Figure 3 and Figure 4, respectively.

IIl. RESULTS AND DISCUSSION
In this section, the experimental setup, performance metrics,
and results are discussed in detail.

A. EXPERIMENTAL SETUP

The experiments were performed on a desktop computer
(CPU: Intel Core i7 - 8700 @ 3.19 GHz; GPU: NVIDIA
GeForce GTX 1080 Ti with 11 GB; and RAM of 64 GB)
running on Windows 10 x64. Various frameworks such
as OpenCV [46], Scikit Learn [47], TensorFlow [48], and
Keras [48] were utilized with Python.

B. PERFORMANCE METRICS
Several performance metrics were used to validate the perfor-
mance of the proposed solution. Accuracy, precision, recall,
and F1 score, are significant indicators that should be consid-
ered in validating the results of the distortion classification
task.
The summary of performance metrics is as follows:
1) Accuracy is a measure that calculates the number of
samples predicted correctly over all available samples.
TP + TN 1
TP + TN + FP + FN M
where TP is True Positive, TN is True Negative, FP is
False Positive, and FN is False Negative.
In the ICIP2020 challenge, accuracy was considered as one
of the evaluation metrics to rank the top solutions. The final
accuracy considers the accuracy of single and multiple dis-
tortions. If a video has multiple distortions and the set of
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FIGURE 4. Flow chart of the proposed solution for laparoscopic distortion classification.

predicted classes belongs to the set of actual classes, the video
is said to have been classified correctly. On the other hand,
if one of the actual distortions is not available in the predicted
set, then the video is said to have been misclassified.

2) Precision is a measure that calculates the number of
samples predicted correctly to have specific distortions
over the number of all samples predicted to exhibit
specific distortions, both correctly and incorrectly.

TP

e — 2
TP + FP &

3) Recall (Sensitivity) is a measure that calculates the
number of samples predicted correctly with specific
distortions over the number of all samples with actual
distortions.

TP

e —— 3
TP + FN )

4) F1 score is a metric that summarizes recall and preci-
sion into a single quantity.

2 X precision x recall

“

precision + recall

1) False positive rate or false alarm is the ratio between
the number of samples with no specific distortions
wrongly predicted to exhibit a distortion and the total
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number of actual samples with no distortion.

FP
FP+ TN

In the ICIP2020 challenge, F1 score was also considered as
one of the evaluation metrics to rank the top solutions. There
are two types: F1 score for single distortion if a video has only
a single distortion, and F1 score for single 4+ multi distortions
if a video has single or multiple distortions.

(&)

C. EXPERIMENTAL RESULTS

This section discusses the evaluation results of the pro-
posed method and other existing methods, such as the multi-
label classification model which includes ResNet50 with five
binary SVM classifiers, one for each distortion type. After
that, the comparison was done with other solutions presented
in the ICIP challenge in terms of accuracy, F1 score, and
inference speed.

First, the results of the proposed solution evaluated on
200 videos in the testing set for each type of distortion were
shown in Figure 5. The confusion matrix of each distortion
including AWGN noise, defocus blur, motion blur, smoke,
and uneven illumination was also illustrated. The proposed
method was able to detect noise and defocus blur with accu-
racies of 100%. On the other hand, motion blur had the lowest
detection accuracy because of the lack of training samples
that had a combination of motion blur and other distortion

VOLUME 9, 2021
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FIGURE 5. Confusion matrix of the proposed solution for each distortion: (a) AWGN noise, (b) defocus blur,

(c) motion blur, (d) smoke, and (e) uneven illumination.

TABLE 4. Performance metrics of the proposed solution for each distortion.

False Positive

Distortion Accuracy % Recall % Precision % F1-Score % Rate %
AWGN noise 100 100 100 100 0
Defocus blur 100 100 100 100 0
Motion blur 90 55.55 100 71.42 0
Smoke 95.5 90.53 100 95.03 0
Uneven illumination 97 97.89 95.88 96.87 3.8
Average 96.5 88.79 99.18 92.66 0.76

types. However, testing samples had combinations of this
nature. Table 4 shows the performance metrics of the pro-
posed method for each distortion in terms of accuracy, recall,
precision, F1-score, and false alarm rate. The advantage of the
proposed solution is its very high value of average precision
(99.18%) and low average false alarm rate (0.76 %).

It is obvious that the deep representation extracted from
medical images such as laparoscopic frames utilizing the
ResNet50 CNN is appropriate to be classified into various
types of distortions.

D. ABLATION STUDY

This study aimed to validate the significance of the pro-
posed solution summarized by the decision fusion of four
SVMs including three binary SVMs and one multi-class
SVM. A comparison with a multi-label classification model
summarized by five binary SVMs was carried out to validate
the results.
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Figure 6 and Table 5 show the confusion matrix and per-
formance metrics of multi-label classification model for each
distortion, respectively.

The comparison between Figure 5 and Figure 6 from one
side and between Table 4 and Table 5 from the second side
was done. The proposed method was found to outperform
multi-label classification models in terms of average accuracy
by 3.5%, average F1 score by 2.4%, and average false alarm
rate by 6%. The drawback of the multi-label classification
model is the high average false alarm (7.06%) because the
model detected distortions that are not existent in the videos.
The defocus blur distortion was behind the drop in accuracy
and the increase in false alarm rate in multi-label classifica-
tion models. The previous problem was caused by the lack
of samples with a combination of defocus blur and other
distortions in the training set.

The previous results compared the proposed solution with a
multi-label classification model by considering whether each
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FIGURE 6. Confusion matrix of multi-label classification models for each distortion: (a) AWGN noise,
(b) defocus blur, (c) motion blur, (d) smoke, and (e) uneven illumination.

TABLE 5. Performancemetrics of multi-label classification model for each distortion.

False Positive

Distortion Accuracy % Recall % Precision % F1-Score % Rate %
AWGN noise 100 100 100 100 0
Defocus blur 87 100 78.95 88.24 17.33
Motion blur 85 82.22 62.71 71.15 14.19
Smoke 95.5 90.53 100 95.03 0
Uneven illumination 97 97.89 95.88 96.87 3.8
Average 92.9 94.13 87.51 90.26 7.06

distortion is existent in each of the 200 testing videos. To give
more insight into the performance of the proposed solution
and its ability to address the problem of multi-label or multi-
distortion classification, accuracy and F1 score were calcu-
lated considering all distortions available simultaneously in
the video as shown in Table 6. For instance, if the actual
video had three distortions, but the method was able to predict
only two distortions, this video would be added to the list of
videos that were misclassified. The baseline method was also
a multi-label classification model (Resnet50 + Five Binary
SVMs). The proposed decision fusion of Resnet50 + 4
SVMs was able to outperform the baseline in terms of accu-
racy that arrived at 83% compared with the 69.5% accuracy
of the baseline. Additionally, the F1 score of single distortion
was 94.7% which is higher than 90.91% of the baseline.
Finally, the F1 score of both single and multi-distortions was
found to be 94.9% compared with 90.18% of the baseline.
The best values are shown in bold.
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After comparing the proposed method with the multi-label
classification model, the next step was to compare it with
other solutions presented in the ICIP challenge in terms
of accuracy, F1 score, and inference speed. The existing
solutions were considered as baseline methods and summa-
rized as follows:

1) THE FIRST BASELINE [49]

The solution that received the second prize used a
VGG16 CNN [31] to extract features. The image was divided
into two patches: Right and Left. These two patches were
applied to the VGG16 CNN to extract feature maps. The fea-
ture maps extracted from the two patches using VGG16 were
combined in one feature vector that was applied to a fully
connected neural network. The neural network includes two
hidden layers with 4096 nodes, two batch normalization lay-
ers, and two dropout layers. The output of this network were
five types of distortions. The hyperparameters include binary
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TABLE 6. Comparison between the proposed solution and the multi-label classification model.

Method Accuracy %

F1l-score (Single
Distortion) %

F1-score (Single +
Multi Distortions) %

Decision Fusion

Resnet50+ 4 SVMs 83.0 94.7 94.9
(Proposed)

Resnet50+ Five

Binary SVMs 69.5 90.91 90.18

(Baseline)

TABLE 7. Comparison between the proposed solution and other existing methods in terms of accuracy, F1-score of single-distortion, and F1-score of

single + multi-distortions [34], [49].

Method F1-score F1-score Accuracy
(Single + Multi Distortions) % (Single Distortion) % %

Decision Fusion ResNet50

+ 4 SVMs (Proposed) 94.9 94.7 83.0
First baseline VGG16
+ many FM + FC [34,49] 4.1 933 81.5
Second baseline VGG16

+ 5 FC [34,49] 93.3 90.7 78.0
Baseline [34] 91.5 88.0 76.5
Baseline [34] 85.4 98.7 58.0
Baseline [34] 83.2 89.3 57.0

cross entropy as a loss function, and Adam as an optimizer.
In addition, a downhill simplex algorithm was used to find the
optimal threshold to optimize the classification stage. This
description of the solution was given by the winners in the
ICIP challenge presentation event.

2) THE SECOND BASELINE [49]

The solution that received the third prize used a deep mul-
titask learning model. It includes one shared feature extrac-
tion block and five independent binary classifiers (one for
each distortion type). The shared feature extraction used the
VGG16 CNN ([31] pre-trained with ImageNet after remov-
ing fully connected layers from the top layers. In addition,
five blocks of binary classifiers were added after the feature
extraction block. Each classifier has two fully connected
layers with 512 nodes and one node in the output layer
with a sigmoid activation function. The whole network was
trained in an end-to-end theme after freezing parameters of
the feature extraction block and fine-tuning only parameters
of layers in the five classifiers. The total loss function is
the sum of the binary cross entropy loss functions for each
classifier. This description of the solution was also given by
winners in the ICIP challenge presentation event.

The performance metrics of the proposed solution and the
baselines mentioned were shown in descending order (from
the top to the last) in Table 7. The best values are shown in
bold. These metrics were also shown in the leader board of
the ICIP2020 challenge [34]. Unfortunately, not all methods
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were described. Only the methods of the top three solutions
were presented in the event.

After evaluating the proposed method in terms of accuracy
and F1 score, two other evaluation metrics that were used
to rank the top solutions in the ICIP2020 challenge were
inference time and speed. Table 8 shows the inference time
and speed of the proposed solution which took 0.05 seconds
calculated from the time step of applying the video frame at
the input and extracting the features, until the time step of
producing the distortion types at the output. Therefore, the
model was able to scan video frames with a speed of 20 FPS.
The comparison with other top solutions is shown in Table 8.
Figure 7 shows a few screenshots of the graphical user inter-
face (GUI) of the demonstration.

TABLE 8. Inference time and speed of the proposed solution compared
with other methods [34].

Method Average Time Per Frame Speed (FPS)
(Seconds)

Decision Fusion (Resnet50 + 0.05 20

4 SVMs) (Proposed)

VGG16 + many FM + FC 0.104 ~9.62

[34,49] (Baseline)

VGG16 + 5 FC [34,49] 0.05 20

(Baseline)

In summary of the results, the work presented in this paper
was found to produce a solution that is fast and accurate when
used for distortion classification in laparoscopic videos.
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FIGURE 7. Graphical user interface (GUI) of the proposed solution.

The advantages of the proposed solution are as follows:

1. It is robust in automatically classifying five types of
distortions including AWGN noise, smoke, uneven
illumination, defocus blur, and motion blur that exist
simultaneously in multi-distortion laparoscopic videos.

2. It runs in real-time at a speed of 20 FPS. In other
words, only one frame is enough to classify the distor-
tion. This helps to identify distortions in live-captured
laparoscopic videos.

The limitation of the proposed solution is its inability to
recognize “Defocus Blur” and “Motion Blur” simultane-
ously. The reason is that “Defocus Blur”’, and “Motion Blur”’
distortions were produced at the output of the multi-class
classifier. Nonetheless, the proposed solution was found to
outperform other methods.

IV. CONCLUSION AND FUTURE WORK
In this paper, a problem of multi-label distortion classification
in laparoscopic videos was addressed.

We utilized a decision fusion approach, which combines
decisions from multiple classifiers including multi-class
classifiers and three binary classifiers. A pre-trained
ResNet50 CNN was utilized to transfer representation from
ImageNet natural images to the frames of laparoscopic
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videos. The CNN-based extracted features were classified
by a multiclass SVM into one of five categories or distor-
tions and by a binary classifier into one of two categories,
such as smoke and no-smoke. The proposed decision fusion
approach was found to improve the performance of distor-
tion classification in terms of Accuracy (83%), F1 score
of single distortion (94.7%), and F1 score of single and
multi-distortion (94.9%). The performance was evaluated on
a laparoscopic video dataset that included 800 videos for
training and validation and 200 videos for testing.

This work focused on the utilization of a ResNet50 CNN to
extract spatial features from still laparoscopic frames. In addi-
tion, it used SVM for frame-level classification. There are still
opportunities to utilize other CNNs such as EfficientNet [50]
which was found to outperform ResNet50 in some applica-
tions [51]. Additionally, temporal information can also be
extracted from laparoscopic videos utilizing long short-term
memory (LSTM) [52].

The current solution transfers deep representation from
natural images of the ImageNet dataset that contains
1000 categories to laparoscopic videos. Hence in the future,
we can further improve performance by fine-tuning more
layers of the ResNet CNN with laparoscopic images, but this
entails collection of more laparoscopic videos affected by
distortions.

The solution proposed in this paper can classify five types
of distortions in laparoscopic videos. Hence, in the future,
we intend to enhance this work to consider the problem
of distortion ranking to identify the intensity or levels of
severity of each distortion. This is important for quality score
evaluation in VQA systems.
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