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ABSTRACT This article is oriented to the research of the vehicle-mounted intelligent traditional Chinese
medicine (TCM) syndrome differentiation system to provide a quick and accurate diagnosis suggestion for
smart and mobile medical vehicles. Nowadays, TCM modernization has attached more and more attention
due to its remarkable clinical effect. The typical TCM diagnosis process is to induces the syndrome types
of a patient from the four-diagnosis symptoms based on syndrome differentiation theory, that is, given
a set of symptoms to treat, an overall syndrome representation is learned by fusing all the symptoms
effectively to mimic how a doctor induce the syndromes. Therefore, we believe that an overall description
of symptoms of a patient is very important for the follow-up treatment and should be handled carefully
and properly. However, due to the complexity and diversity of syndromes, most recommended prescription
of a patient lacks the explicit ground-truth of syndrome. Therefore, in this article, a new TCM syndrome
differentiation method based on multi-label classification method and deep learning method was proposed
to learn the implicit symptoms induction process in the real diagnosis. A Deep Belief Network (DBN)
was used to reconstruct the TCM diagnosis model based on the Rrestricted Boltzman Machine (RBM)
mechanism. Towards symptoms-syndrome groups learning, a symptom vector representing the symptom
collection of a patient is constructed as the input of DBN, which was used to train the symptom data
and labeled samples to build an unsupervised model at first. And then the parameters of DBN was
adjusted gradually based on back propagation method. Secondly, binary classification algorithm was used to
convert the multi-label classification problem into several corresponding labels. Each binary classifier model
corresponds to a binary classifier to complete the classification from symptoms to corresponding syndrome
types. Finally, Experiments were conducted on a self-built TCM clinical records database, demonstrating
obvious improvements on the classification accuracy and convergence rate. Further studies should focus on
the promotion of effectiveness of the proposed model to be more in line with the actual needs of onboard
medical diagnosis and treatment.

INDEX TERMS DBN, TCM differentiation, deep learning, multi-label classification, onboard medical
system.

I. INTRODUCTION
In the new century, with the rapid development of inter-
net technology and the introduction of national policies
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and regulations related to Internet+medical and health care,
mobile diagnosis and treatment has been more and more
widely used in Chinese residents’ daily health services, and
intelligent medical vehicles have emerged at the right time.
Intelligent mobile vehicles can assist doctors to collect blood
pressure, body temperature and other vital signs information
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to assist medical institutions to expand their service radius to
the grass-roots organization such as community, village and
nursing home and so on to strengthen the bottom construction
of the medical big data of China. Therefore, intelligent medi-
cal vehicles is not only of great significance to the promotion
of sense of contentment and happiness of Chinese residents
but also one of the most important development directions.
Traditional Chinese medicine, as the crystallization of the
wisdom of the Chinese nation over thousands of years, has
its unique charm [1]. It has been proved that the treatment
concept of TCM is gradually accepted by the world and the
demand of TCM is increasing. Therefore, TCM will be an
indispensable part of the vehicle-mounted intelligent diagno-
sis and treatment system.

Nowadays, people are no longer satisfied with simple data
applications such as storage, query, but how to use a large
number of data to discover the hidden correlations in the data
has been gradually becoming a hot spot for scholars today
with the rapid development of computer technology today [2].
Solid theoretical knowledge of medicine and computer tech-
nology are the foundations of the modernization of TCM.
In the clinical research of TCM, clinical data processing and
diagnostic model have become the hot and difficult points in
the study of TCM modernization. There are several reasons
as follows. Firstly, the diagnosis data comes from complex
sources and is stored in various forms, which brings great
challenges to the management, application and visualization
of TCM data. Secondly, the relationships between symptoms
and syndrome types are very complicated and various. There-
fore, it is very difficult to dig out more useful information
from the massive clinical data of TCM without the help
of peripheral technologies such as machine learning, data
mining, multi-mode fusion and so on [3]. Making full use
of modern information technology to build smart and mobile
TCM system is of great significance to develop intelligent
vehicle-mounted medicine to safeguard people’s health and
promote the scientific management level and national inno-
vation ability [4].

In recent years, some emerging technologies have caught
people’s attention. The initial attempts of these technologies
in the field of TCM have achieved great success, which effec-
tively promotes the development of modernization of TCM
and allows TCM to make more contributions to mankind [5].
The classic and clinical diagnosis and treatment experience
stored in database and books can be converted into formatted
standard data by big data analysis technology to provide a
scientific expression method for the personalized and frag-
mented clinical records [6], [7]. Deep learning as a new type
of artificial intelligence technology, is able to extract the
essential features from massive data and find unknown and
hidden relationships between various data and predict the
development trend of samples by constructing deep learning
models [8]. Deep learning has been used in many applications
successfully in the field of western medicine and has been
proved that it is able to provide strong technical support
for these applications. Similarity, deep learning models are

expected to have the same effect in the field of TCM. Deep
learning technology imitates the way of human thinking,
layers and categorize huge and complex data, extracts general
laws from the messy original data, and then continues to
refine by summarizing and advancing step by step. In this
way, intelligent models can learn by themselves and become
smarter and smarter by only learning the original data without
pre-given theories and laws.

The vehicle-mounted TCMdiagnosis and treatment system
has coruscated a different vitality due to combining the aca-
demic system of TCM and the modern artificial intelligence
technologies, whose service object has gradually changed
from ‘‘patients’’ to ‘‘patients and sub-health people’’ and the
service scope has extended from the hospital to communities
and remote areas, enabling more people to access better
health care at more affordable costs and thereby promoting
the sustainable development of the Chinese health care indus-
try. Compared with normal medical scenarios, there are fewer
medical staff and more patients usually in mobile medical
vehicles, therefore, the ability of the mobile medical equip-
ment to handle a large number of task in a short period of time
has become the most critical to vehicle-mounted diagnosis
and treatment technology. In addition to being able to transmit
medical data back to hospital in real time, the algorithms of
data processing built into the devices must be efficient and
fast to provide a quick and accurate diagnosis suggestion [9].
Deep learning brings new solutions to TCM diagnosis and
treatment model, which will promote the smart and mobile
TCM systems to be more intelligent than individual human,
even a smart team [10]. Due to the powerful feature extraction
capability of deep neural network, it is able to represent the
complex and various diagnosis and treatment experience of
TCM [11]. What’s more, online learning methods make the
useful knowledge increase as the algorithms run [12], that is,
on the basis of learning traditional Chinese physicians’ expe-
rience, the constructed deep TCM syndrome differentiation
model can continue to explore conduct various prescriptions
that have tried in the past and predict the effectiveness of
herbs in advance. For this reason, it can be foreseeable that
the TCM diagnosis and treatment machines will be smarter
than human individuals and teams in the near future [10].

Since entering the 21st century, with the advancement of
the Internet and information technology, the vehicle-mounted
medical system has ushered in new development opportu-
nities. The mobile medical diagnosis and treatment system
based on artificial intelligence has attracted the participation
of many technology companies [13]. Internet giants such as
Google, Amazon, Microsoft, IBM, etc. have all made great
achievements in smart and mobile healthcare, which has been
greatly benefited human society. For example, the breast can-
cer diagnosis expert treatment system designed by Google,
the diagnostic accuracy in analyzing slices is even higher than
that of experienced pathologists [14]. ‘‘Doctor Watson’’ is an
auxiliary diagnosis and treatment system designed and devel-
oped by IBM, which uses artificial intelligence technology to
simulate the treatment ideas of the world’s top oncologists
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and is capable of providing professional treatment sugges-
tions almost the same as those of experts.

The diagnosis and treatment of smart and mobile TCM has
also achieved great advantage by simulating the process of
TCM syndrome differentiation and treatment though fusing
the existing artificial intelligent technologies such as deep
learning, data mining, text analysis and so on. For exam-
ple, Ji et al. used semantic analysis technology to discover
the internal connection between symptoms in TCM medical
records, and proposed underlying pathogenesis hypotheses
in 2017 [15]. Li et al. analyzed the mode of thinking and ther-
apeutic process of TCM, constructed a deep model to learn
the relationships between symptoms and syndrome types,
and then syndrome types and prescriptions, forming a whole
therapeutic process in 2018 [16]. It means that deep learn-
ing algorithms can probably be combined with TCM theo-
ries to develop TCM clinical dialectics systems suitable for
in-vehicle medicine.

In general, the intelligent TCM syndrome differentiation
method in this article had added the process of data pro-
cessing, and combines with the onboard vehicle-mounted
medical system to further improve the level of mobile med-
ical diagnosis and treatment [17]. Compared with western
medicine, there is less research on vehicle-mounted intel-
ligent TCM assisted diagnosis and treatment system [18].
This article has analyzed and processed the TCM medical
records from classical books and real clinical data, carried out
standardized storage and established a TCM syndrome dif-
ferentiation model though suitable deep learning algorithms.
The experiments have proved the proposed method is able to
give a higher accuracy rate, which is of great significance to
the development of the vehicle-mounted intelligent medical
system [19]. The rest of this article is organized as follows.
Section II surveys the related works about the proposed
method. Section III describes the overall framework and the
proposed method. Section IV presents the experiments and
evaluates the results. Finally, section V provides some con-
cluding remarks.

II. RELATED WORK
A. DEEP BELIEF NETWORK
Deep learning is a more complex machine learning method
and is a new research field. Its appearance has accelerated
the development of machine learning and has attracted more
and more attention from experts, scholars, and technology
companies. Deep learning models also play an important role
in many fields such as speech recognition, image recognition,
biomedical information processing, abnormal data detection,
and smart medical care. After long-term research on tradi-
tional neural networks, people have developed the concept
of deep learning. A good example of deep learning model
is a multi-layer perceptrons with multiple hidden layers. For
neural networks, depth often refers to the total number of
non-linear combinations in the function obtained during the
learning process. A neural network usually consists of a

FIGURE 1. Sketch of DBN structure diagram.

hidden layer, an input layer, and an output layer, while a deep
neural network has 3 hidden layers, 1 input layer, and 1 output
layer, such as a DBN [20].

The concept of DBN was first proposed by Geoffery
Hinton in 2006. As one of neural network models, it can
be used for unsupervised learning and supervised learning.
The purpose of the former is to retain the original features
of data as possible while reducing the dimensions; the later
aims to minimize the accuracy rate of classification [21].
However, regardless of unsupervised and supervised learn-
ings, the essence of DBN is the process of feature learning
to obtain better feature expression. DBN is developed from
the RBM and consists of several layers of neurons (as shown
in Figure 1). Compared with other traditional network mod-
els, DBN is a probability generation model which is more
suitable to represent the joint distribution of sample category
labels and data [22].

RBM is a typical deep network model that learns the
probability distribution of the input data set, its basic network
structure consists of visible layer v and a hidden layer h. The
explicit nodes are used to accept input data and implicit nodes
are used to extract features [23]. Each layer of RBM nodes
can be divided into an active state represented by 1 and an
inactive state represented by 0 [24] respectively. In addition,
RBM also expresses the data as a probabilistic model through
learning. Once the model is trained or converges to a stable
state through unsupervised learning, it can also be used to
generate new data. The above two features make the layer-
by-layer training of DBN effective and the training data at
the later layer representative by extracting features from the
preceding hidden layer, which can be used to solve the prob-
lem of insufficient training samples by generating new data.
A DBN model consists of several RBMs stacked, and the
training process is carried out layer-by-layer from low to high.
That is, DBN is composed of multiple layers of dominant
and invisible neurons and the invisible neurons are called
feature detectors. The bottom layer of the DBN represents
the loudness of the data, and each neuron can represent a
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dimension of the data vector. Pre-training and fine-tuning are
the two stages of DBN training [25].

• Unsupervised Pre-Training Stage: At this stage, DBN
uses the greedy layer-by-layer learning algorithm based
on RBM mechanism to generate its model. At first,
the bottom RBM is trained with raw input data and takes
the features extracted from the bottom RBM as the input
of the top RBN. Secondly, repeat the first process to
train as many RBM layers as possible. The DBN uses
the result of layer-by-layer accumulation of RBM to
reconstruct the original features to performs the initial
feature vector fitting to achieve gradual adjustment of
DBN parameters. At this stage, it is assumed that two
vectors are utilized to describe the active states in the
visible layer and hidden layer respectively, then visible
layer vector can be mapped to the hidden layer through
RBM reconstruction and then the mapped vector will be
regarded as a new input of the next RBM. Eventually,
a completely DBN model that represents the probability
distribution of raw data will be obtained. In this arti-
cle, Gibbs sampling method is used to verify the DBN
pre-training based on the above specifications.

• Supervised Fine-Tuning Stage:DBN can obtain the opti-
mal solution of each RBM layer in the pre-training stage,
but these optimal solutions are only local optimal solu-
tions and cannot represent the globally optimal solution
for the entire DBN model structure. Fine-tuning based
on Back Propagation (BP) algorithm. At the last top
layer of DBN. BP network is set to receive the output
feature vector of RBM as its input feature vector and
then the entity relationship classifier is supervised to be
trained. Therefore, the back propagation network also
propagates the error information to each layer of RBM
from top to bottom to optimize the whole DBN network.

The whole training process of DBN network can be
regarded as the initialization of weight parameters of a deep
BP network, so that DBN can overcome the two disadvan-
tages of BP network that is easy to fall into local optimal and
has long training time due to random initialization of weight
parameters.

B. MULTI-LABEL CLASSIFICATION
The problem of multi-label classification is common in daily
life, such as a movie can be classified into action and crime at
the same time, a piece of news can be classified into politics
and law at the same time. there are also problems in the
prediction of gene function in biology, scene recognition,
disease diagnosis and so on. In the early days, single-label
classification algorithms in supervised learning was used to
solve this kind of problems due to the simple structure and
small amount of data. However, with the increase of the data
volume and structure, new methods for multi-label classifi-
cation are needed to be sought [26]. At the current moment,
there are still several difficulties. First of all, the number of
class labels is uncertain. Some samples may have only one

class label, while others may have dozens or even hundreds
of class labels. what’s more, there are dependencies between
categories. For example, the sample containing the blue sky
class standard mostly contains white clouds. How to solve
the dependency problem among the categories is also a big
difficulty.

Multi-label classification studies a sample and a set of
corresponding labels. Assuming that χ = <d represents
d-dimensional sample space, Y = {y1, y2, · · · , yq} repre-
sents all the possible labels corresponding the task samples.
The task of the multi-label classification is to learn a function
h : χ → 2Y from the training set D = {(xi,Yi)| 6 i 6 m}.
Each xi ∈ χ is a d-dimensional vector and Yi ⊆ (Y ) is a
label set for training set. For a test sample x ∈ χ , the multi-
label classifier will predict a label h(x) ⊆ (Y ) as label set
of the test sample x. At present, there are many multi-label
learning algorithms which can be divided into two categories:
one is the method based on problem transformation, the other
is the method based on algorithm applicability. The former is
to transform the data to use the existing algorithm. The later
is to extend a particular algorithm, so as to be able to deal
with multiple marked data to adapt to the application data.

• Problem Transformation Methods

When the label yi is directly dependent on each other,
the most commonly used problem transformation method is
the Binary Relevance (BR) algorithm [27], [28]. The effect
of this method is better than other classification methods
and it is easier to understand. The BR algorithm can convert
the multi-label classification problem into several relatively
independent binary classification problems. For an unclassi-
fied sample instance, it can learn each label and output all
the values of the classification results for each label. When
Considering the dependencies between labels, the generaliza-
tion ability of the final model constructed by the Classifier
Chains (CC) method is better than that of the model built by
BRmethod [29]. The core idea of CCmethod is to decompose
the multi-label classification problem and transform it into a
binary Classifier chain, in which the construction formula of
the binary Classifier behind the chain is based on the predic-
tion results of the previous binary Classifier. During model
construction, shuffle the order of labels at first and then build
the model corresponding to each label from the beginning to
end. Suppose a certain classifierAj has its corresponding label
represented by λj. When sample xi is classified on the first
sample, it means that the value l cannot be 0, and the output
result is Pr(λl | xλj+1). The classifier will judge the labels in
turn, and use the predicted value of the former xi as the input
prediction Pr(λl | xλj+1). When discriminating the last label,
the classifier will take all the previous discriminant prediction
results into consideration, and finally output the prediction
considering all the results [30].

• Algorithm Adaptation Methods

These kinds of methods directly apply the existing
single-label algorithm to multi-label problem. For example,
the core idea of k-Nearest Neighbor (KNN) algorithm is to
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obtain the k closest instances of the learning instance and
then the label set of these instances is used to predict the
value of the forecast label set of the learning instance by
the Maximum Posteriori Probability (MAP) method. The
emergence of the random k-label algorithm solves the Linear
Programming (LP) algorithm requiring a large number of
labels, and avoids the problem of over-complexity when
training the classifier model. In order to obtain and improve
the computational efficiency, the PAKEL algorithm uses the
LP algorithm to train samples on a random k-label subset
of the multi-label classifier and uses an algorithm based on
ensemble learning to help it have a sufficient prediction result.

Assuming that a certain label set is represented by Y ,
the possible second label subset of Y is represented by k l ,
and the fourth q label subset is represented by Y l(q) ∈ Y , and
the training data is as follows:

DY l (q) =
{
(xi, σY l (q)(yi

⋂
Y k (q)))1 ≤ i ≤ n

}
. (1)

The multi-label classifier of the training data set is:

hD : x → τ (DY l (q)). (2)

The random k-label algorithm uses the LP algorithm on
Y l(q) to obtain the frame of the classification label, and the
total number of the full set of labels is represented by C . The
samples that need to be predicted in each type of label can be
calculated by the following formula:

τ (x, kj) =
m∑
r=1

[kj ∈ Y l(q)]. (3)

The above formula calculates the actual value of the label
under the integration framework. The predicted label subset
requires the following formula calculation:

y =
{
kj |

µ(x, kj)
τ (x, kj)

> 0.5, 1 ≤ j ≤ c
}
. (4)

Even the PAKEL algorithm fails to fully recognize
the correlation between multi-label and samples. It estab-
lishes a classifier corresponding to each different label,
which improves the overall training ability of the complex
multi-label classification model effectively.

III. TCM SYNDROME DIFFERENTIATION MULTI-LABEL
CLASSIFICATION ALGORITHM BASED ON DBN
The clinical data needs to be cleaned to establish a data
warehouse before the construction of multi-label TCM syn-
drome differentiation model though deep learning algorithm
based on DBN. The whole process of TCM syndrome dif-
ferentiation model construction is shown in Figure.2. The
TCM clinical syndrome differentiation algorithm refers to
establishing a simulated the process of TCM diagnosis, that is
summarizing the syndrome types according to the symptoms
of the patient. This article proposed a TCM clinical syndrome
differentiation based on DBN to meet the rapid demand of
vehicle-mounted diagnosis and treatment. A DBN based on
RBMmechanism is used to train several classifiers, and each

FIGURE 2. Flowchart of TCM syndrome differentiation model
construction.

classifier is trained for each type label. When DBN-trained
classifier is used to predict the class label for a new symptom
instance, the value of all classification models will be output
to avoid the lack of syndrome types.

A. CONSTRUCTION OF DBN MODEL BASED ON RBM
Existing TCM clinical syndrome differentiation models need
to rely on artificially set parameters to train case samples.
Inaccurate parameters set usually leads to excessively long
training time and failure to converge. Therefore, the exist-
ing eight-principal syndrome differentiation model of TCM
requires researchers to have very rich experience to con-
struct a parameter set with high rationality for the problem
being solved. Therefore, the existing neural network models
for TCM eight-principal syndrome differentiation model are
poorly able to learn the characteristics of clinical cases, which
is far from practical clinical application.

In this article, DBN based on RBM mechanism is firstly
used in TCM clinical syndrome differentiation model to
reconstruct the feature vector of the case sample continu-
ously. Gradient descent algorithm is used in this article to
avoid the inaccuracy of setting parameters manually. By this
way, it is ensured that all network parameters are optimal
in the local interval. Finally, the BP neural network in the
supervised learning mechanism is used to reversely train
the original feature data to ensure that the optimal network
parameters are obtained, which are also global parameters.

Suppose the symptoms set of a group of cases is repre-
sented by D = {x1, x2, . . . , xn}, and each symptom has a
corresponding set of labels Y = {Y1,Y2, . . . ,Yn}, which
represents the hidden layer feature vector under RBM. It is
known that a RBM consists of a hidden layer and a visible
layer. The input symptom set D is reconstructed and the
output D′ is calculated. x ′ ∈ D′ at hj = 1 is calculated by
the following formula:

p(hj = 1) = σ (
m∑
i=1

wij · vi + ai). (5)

σ =
1

1+ e−x
. (6)

p(hi = 1 | v) = σ (
m∑
i=1

wij · vi + bi). (7)
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where wij represents the connection strength between the
hidden layer node i and the visible layer node j, ai and bj are
the parameters of RBMmodel, vi and hj are the i−th and j−th
node of the visible layer and hidden layer respectively. m is
the number of input nodes from visible layer into the hidden
node hj. RBM needs to reverse mechanism to construct the
original feature vector and the process of solving the feature
vector is as follows:

• Solve for p(hj = 1 | v) according to the symptom sample
x;

• Get the random number s ∈ (0, 1). Every time when
s > p(hj = 1 | h) appears, x ′ = 0, otherwise it is 1;

• Repeat the above steps to get the output value continu-
ously until the end.

RBM is essentially an energy model and its superposition
process is calculating link weights between the visible and
hidden layers. It continuously reconstructs the feature vector
to adjust the parameters by itself to make RBM to superim-
pose continuously. Finally, the global optimal weights of the
model can be obtained. The hidden layer vector and the sam-
ple input vector can be calculated to get the energy function
result. The energy function describes the state measurement
of the RBM model. The smaller the function value, the less
energy the system state will be more stable. The calculation
formula is as follows:

E(v, h) = −
∑
i∈v

aivi −
∑
j∈h

bjhj −
∑

i∈v,j∈h

wijvihj. (8)

Indicates that ai and bj denote the offset parameters of the
RBM in the visible layer and the hidden layer, which describe
the corresponding neurons weights respectively. A scalar and
various combinations of variables are linked together through
an energy model, and continuous changes of the scalar are
training in the model. The joint probability distribution cal-
culation formula is as follows:

p(v, h) =
1
Z
exp(−E(v, h)). (9)

Z =
∑
v,h

exp(−E(v, h)). (10)

Z is the normalization factor. In this article, Z is set to
10 for calculating the formula by experimental verification.
The node state in the visible layer is determined by the joint
probability distribution P(v, h). The calculation formula for
the state of the hidden layer node is as follows:

P(vi | h) = σ (
∑
j∈h

wij + ai). (11)

P(hj | h) = σ (
∑
j∈h

wij + bj). (12)

The connection weight between the visible layer and the
hidden layer in the model is represented by wij. The network
scale of the trained model can restore the test data. The larger
the distribution probability of P(v), the better the restoration

effect. The calculation formula of distribution probability is
as follows:

P(v) =
∑
h

P(v, h) =
1
Z
exp(−E(v, h)). (13)

The RBM training belongs to an unsupervised learning
model, as a result, the training data itself is not labeled at
the end of learning process. Therefore, in order to ensure the
accuracy of the training results, it is necessary to continuously
adjust the probability distribution of v, which is the input data
and its likelihood function θ {w, a, b} has been continuously
adjusted to ensure that the training data can achieve the max-
imum possible probability under the condition of parameters
unanimous. The formula for calculation θ is as follows:

θ ′ = θ + η
∂lnP(v)
∂θ

. (14)

Derivation of parameter θ of the likelihood function can
calculate the maximum probability, and then determines the
value of parameter θ with the maximum probability.

The training mechanism of RBM is a model generated by
unsupervised learning. The original feature vector in each
network node is input from the visible layer of the first
layer. The model can obtain the feature vector of the case
sample from the visible layer. After the feature vector is
reconstructed, another form of the original feature vector
can be transmitted to the hidden layer. After the feature
vector enters the hidden layer, its mapping will be sent to
the input layer again. The input layer will reconstruct the
feature vector once again. The above process is repeated
continuously, and the weight is updated according to the
difference from the input unit to the hidden layer. In the
process of RBM accumulation, the input original disease set
is continuously reconstructed, and the network parameters
are continuously updated until the predetermined number of
trainings is reached. DBN can obtain the weights among its
various neurons through the above-mentioned RBM train-
ing process. Although the above-mentioned RBM generation
training only continuously updates the local optimal solution
rather than the global optimal solution for the entire network,
the local optimal solution is often close to the overall optimal
solution. DBN network structure usually set as a BP neural
network as the last output layer which to give the final clas-
sification results, which will be compared with the real label
data to find the difference and to slightly adjust the neurons
weights in each layer to find the final global optimal solution
for the entire DBN model.

The RBM energy model between the visible layer and
hidden layer can be represented by formulas Eq. 8. The input
sample data will be stored in the input layer at first and the
state of the hidden layer is calculated. Secondly, the neuron
state from the input layer to the visible layer is calculated
to ensure that the original input case data sample can fit the
output feature vector to the greatest extent to obtain the final
local optimal parameters. The whole process is described as
Algorithm 1. In this algorithm, the input original case data is
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Algorithm 1 Feature Learning Algorithm of Case Samples
Based on RBM
Input: Training data set D, Label set Y , Parameter space

θ{w, a, b}, η
Output: Parameter space θ
1: bengin
2: The sample data set D is normalized as [0, 1] to obtain

the standard vector D′
3: Initialize the input layer node v
4: input D′
5: for i = 1 to Q do
6: for j = 1 to m do
7: According to the D get P(vi = 1 | h)
8: Calculate the hidden state of the i-th layer
9: if z > p(vi = 1 | h) then

10: x ′i = 0
11: output D′
12: To calculate p(vi = 1 | h)
13: else
14: x ′i = 1
15: end if
16: if z > p(vi = 1 | h) then
17: xi = 1
18: else
19: xi = 0
20: end if
21: end for
22: Use Equation to update the parameters θ
23: end for
24: Return θ

cleaned at first to obtain the feature vector of the symptom
set and then the visible layer node in the RBM mechanism
is initialized by using the processed symptoms data set to
obtain the hidden layer nodes and the number of their feature
vectors. The input of each lower layer nodes is a hidden layer
nodes with its upper layer nodes, the feature vector of this
layer is obtained and the hidden layer nodes of this layer is
constructed, and eventually, parameter θ can be updated to
achieve the final global optimal value.

B. TCM CLINICAL SYNDROME DIFFERENTIATION
ALGORITHM
The TCM clinical syndrome differentiation algorithm sim-
ulates the process of TCM consultation by establishing a
mathematical model, and the patient’s syndrome type is
derived from the symptoms through clinical differentiation.
Through the research on the theoretical knowledge of Chi-
nese medicine and machine learning knowledge, it is found
that the process of Chinese medicine differentiation can be
solved by classification methods in information technology.
By using the DBN, the TCM clinical syndrome differentia-
tion algorithm establishes the non-linear and complex con-
nection between the types of symptoms and syndrome in
TCM. Existing auxiliary consultation systems often fail to

consider the relationship between symptoms and syndrome
types, resulting in omissions when the system infers syn-
drome types based on the patient’s symptoms. By adopting
the label classification method in this paper, the proposed
TCM clinical syndrome differentiation algorithm can solve
the problem of the complex connection between the types of
symptoms and syndrome in TCM.

In this paper, the proposed algorithm firstly utilizes the
binary association classification to convert the multiple label
classification problem into the multiple corresponding binary
classifiers, converts the multi-label into a single-label, and
combines the DBN for each binary classifier. The classifica-
tion model obtained from syndrome training solves the com-
plex relationship between symptoms and syndrome types.
Every time for a new symptom instance to be classified,
the classifier is used to judge it one by one, and the predicted
result is output. The outputs of all the classifiers will form
a set, and this set is the final output result. The algorithm
can effectively solve the problem of the relationship between
symptoms and syndrome review.

The two categories of algorithm adaptation and problem
transformation are basically two different categories in the
multi-label classification method in which the problem trans-
formation is the most common used method. The binary
association classification algorithm is often divided into N
classifiers Hn : x → {1,−1} for the multi-label problem to
be solved. Each label has a corresponding classifier to process
it, and each label has a specially trained classification model
for it. The binary association classification algorithm outputs
the predicted labels of all the classifiers for the new sample
to be classified.

Each instance of the treatment test has its label attribute and
characteristic attribute. The multi-label classification algo-
rithmmakes predictions based on this, and the final prediction
is actually the one that has the highest value in the candidate
label set.

Yx =
{
y1, y2, . . . , yq

}
= max

y∈{0,1}
argP(y1, y2, . . . , yq | x)

(15)

The DBN-based TCM clinical syndrome differentiation
algorithm first uses the mechanism of the RBM to process
and train the existing TCM case data. In order to obtain the
best parameters of the proposed model, we continuously fit
and train the feature vector, then save the model. Use the
trained model of the DBN as the classifier for each label, and
convert the multi-label problem into a single-label problem.
Secondly, use the trained classifier to determine whether a
single label is the label of a sample which needs to be pre-
dicted, finally determine all the outputs, the whole progress
is described as Algorithm 2.

In the algorithm, the number of samples is equivalent to
the number of nodes in the input layer of RBM, which is
m, and n represents the dimension of the feature vector. The
standardization of the input data is completed in the first two
steps of the algorithm, and then the connection weight of the
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RBM is calculated w, the offset between the hidden layer and
the visible layer, and the hidden layer can be obtained by
using the conditional distribution probability. The node state
of the visual layer is also calculated using the conditional
distribution probability, and then the offset parameter and
weight parameter of the RBM are continuously updated and
saved. The prediction of the sample label is completed at the
end. Then return the unclassified samples to the label set.

Algorithm 2 Feature Learning Algorithm of Case Samples
Based on RBM
Input: Training data setD, LabelsY , Test sample x, learning

rate η, Tag number Q. Iterations T , n
Output: Label y

Input training data set D
2: The standard treatment D get the standard vector x0

Initialize the connection weights w by using the normal
distribution N (0, 0.001)

4: Initialize the offset b = 0
Initialize the offset a

6: for i = 1 to T do
for i = 1 to m do

8: Compute the probability in the i-th hidden layer
Compute P(hij {0, 1} by conditional distribution

P(hij | vi)
10: end for

for j = 1 to n do
12: Compute the probability in the 2i-th hidden layer

From conditional distribution P(v2i | hj) get
P(v2i {0, 1}

14: end for
for i = 1 to n,j = 1 to m do

16: Update Learning Rate η, a, b
end for

18: end for
save the parameters w, a, b, sample and label x, y

20: for i = 1 to q do
Calculate the binary classification results t

22: Add the tag to the collection y
end for

24: Return θ

On the basis of DBN, the time complexity of standardiz-
ing the input data in the TCM clinical differentiation algo-
rithm is O(n). The clinical model of TCM can be roughly
divided into four steps. The first step is to calculate the
state value of the neuron in the hidden layer using with
the conditional distribution probability. It can be seen that
the state of the layer node is calculated according to the
dimension of the input feature vector. This process needs
to be performed m times. Calculation, so O(nm) is its time
complexity; Next is the calculation of the neuron state of
the visible layer, which can be obtained from the neuron
state in the hidden layer calculated in the first step, thus the
time complexity can be represented by O(mn); The updating
of the parameters is the third step, and its time complexity

is O(mn); The above three steps need to be executed
continuously. To complete all the calculations, the algo-
rithm needs to be executed to the maximum number T .
Hence the time complexity is O(nm + mn)T + O(mn)T.
Finally, the test sample needs to be predicted, and each
label is performed once, which requires q operations.
Therefore, the time complexity of the overall model
is O(nm + mn)T + O(qn).

IV. EXPERIMENT
The experiment uses the open-source deep learning frame-
work TensorFlow to build the DBNmodel. Tensor data struc-
ture is used in the experiment for data transfer and storage.
The stochastic gradient descent (SGD) function is used in
data training process to achieve convergence of algorithm.
Dropout tool is also used to avoid over-fitting imagination
during the experiment by setting a drop threshold. At the end,
the same test sample set and training sample set are applied to
three different multi-label classification algorithms to ensure
the persuasiveness of the experimental results.

The experimental clinical data mainly come from
Henan Sisheng Chinese Medicine Research Institute
( ) and Guangzhou Xiangxue Inter-
net Hospital( ). Each case in the stan-
dardized database provides symptoms of TCM four diagnosis
and corresponding syndromes, therapeutic principles and
methods, prescriptions and herbs. The database is cleaned and
formalized and eventually a total of real 12,054 medical cases
are obtained as usable symptoms-syndrome groups, which
covers most of TCM symptoms and syndromes.What’s more,
in order to enhance the generalization ability of the model,
the distribution of TCM syndrome types contained in the
database is basically consistent with the uniform distribution.
In the process of formalization of above database, a standard
symptom knowledge database based on TCM four diagnosis
was constructed, including tongue, face, eyes, body, limbs,
pulse, meridians and so on. Each category contains several
types of characteristics. For example, the category of tongue
can be divided into 5 types such as shape, color, state, moss
texture, moss color and each type is classified into several
levels according to the actual TCM clinical experience. The
symptom sets for each case was converted into a formative
input vector according to the symptoms and their priority.
To make the experiment results more robust, we randomly
split the whole data into parts, the training data is about 70%
and test data is about 30%.

When using the RBM mechanism to learn case sample
data, it is necessary to initialize the offset and weight of the
RBM to determine the number of hidden layer units and the
learning rate. The weight matrix and the offsets in the hidden
layer and the visible layer can be obtained in the training
phase. But their initial values need to be set before the model
is trained. The initial values are generally given randomly.
The experiment selected random numbers in N ∈ (0, 0.01) of
the normal distribution as the weight vector. In order for the
model to have a higher generalization ability, the symmetry
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between different neurons will be destroyed. It can be seen
that the layer offset is initialized according to the formula, and
the initial value of the offset of the hidden layer is 0, so that
the correct result of the output edge can be easily obtained.
The offset parameter of the first visible layer is represented
by i. For the ai feature in the training sample, the proportion
of the sample in the active state is represented by pi.

ai = log
pi

1− pi
(16)

The weight of case samples will change during the learning
process of the model, and the amount of change each time is
the learning rate. Usually the value of the learning rate is in a
fixed range. When the learning rate is set too large, the phe-
nomenon of rapid and unstable convergence will occur, and
finally the model will miss the optimal weight. Setting the
learning rate too low will cause the convergence time to be
too long and the training speed to be slow. The experiment
balances the problem of learning rate setting value by adding
state learning rate (moment) to ensure that the optimal weight
obtained by the model can be closer to the weight parameter.
In the training phase, the adjustment gradient is obtained by
integrated with the last adjustment gradient, and the basic
idea of the state learning rate is a dynamic learning rate
multiplying with the last adjustment gradient. Such that the
proposed model can effectively converge faster.

DBN has powerful learning capabilities. It belongs to a
relatively deep network structure. It is easy to learn abnormal
data and noise generated by sample data during the samples
training process, which will make the model appear to be
over-fitting. The over-fitting problem will lead to insufficient
model generalization performance and inaccurate classifica-
tion of the sample prediction in the later stage of the model
prediction. Deep learning models usually train enough data to
avoid this kind of imagination. The effective data collected in
actual case data collection is often limited, and the number of
samples is small. Sample expansion is carried out according
to the distribution law of sample data to ensure that the
expanded data is true and effective, and can meet the training
requirements of DBNs. Studies have found that the contri-
bution of symptoms to each of its related syndrome types is
different. Some symptoms contribute less to the syndrome
type, and some symptoms contribute more. If the symptom
contribution value is greater than 0.015 but less than 0.02,
each symptom sample which corresponding to the syndrome
type is distributed on the basis of the power ratio. Verify the
existing data according to the power ratio distribution.

Suppose the specific function of the sample data subject to
the power rate distribution is:

y = ax−b (17)

The setting syndrome data is represented by y, the symp-
tom data is represented by x, and the parameter is a,b. Take
the logarithm to the base 10 of the formula:

log10 y = log10 ax
−b (18)

Let y = log10 y; x = log10 x, log10 a be the parameters,
and the formula is converted to:

y = c− bx (19)

Take the logarithm of the data symptom and syndrome type
of the sample to verify whether it is a linear equation. On the
basis of the secondary energy, we can infer that the sample
data follow a power law distribution. We use Matlab to fit
the distribution of the sample data, and take the logarithm
with base 10 for the sample data. The sample data can better
conform to the power rate distribution. The sample data is
expanded according to the power probability distribution rule
to generate data according to the rule. Select 30% of the
sample data as the test sample, and the remaining 70% of the
sample data as the training data. Since sample data is prone
to noise and other problems, they need to be standardized.

The different attributes of the symptoms in the sample
data are quite different, and the units of each element are
also different. Therefore, it is necessary to use the min-max
normalization algorithm for the unified standardization of the
collected original symptom data. The formula is:

y =
x − xmin

xmax − xmin
(20)

The original data is represented by x, the maximum value
of the sample data is represented by xmax , xmin is theminimum
value of the sample data, and the normalized value is repre-
sented by y. Often the distribution of symptoms in patients is
scattered and uneven, and some of the symptoms are missing
in the collected clinical data sets. The experiment uses NaN
to supplement the missing values.

For the training of the weights and offsets between the
hidden layer and the visible layer, the computational effi-
ciency of the method of training each sample data one by one
will be very low. If the data is large and high-dimensional,
the training time will be too long. In practice, samples are
often divided into small pieces for calculation, and only one
small piece is calculated at a time. This can give play to the
convenience of matrix operations and the efficiency of CPU
operations. During the experiment, multiple pieces will be
trained at the same time. In order to ensure a stable learning
speed, the average gradient is selected when the parameters
are updated. The formula for calculating the average gradient
is as follows:

1θ = (
1

Nbatch
)N

T∑
i=1

∂ logP(vi | θ )
∂θ

(21)

Among them T = batcht t , the data length of mini-batchers
is Nbatch. For single-sample learning Nbatch = 1, Nbatch of
them cannot be too large, because too large will lead to low
gradient sensitivity, which will cause the model to miss the
optimal value.

In this paper, maximum entropy algorithm and Bayesian
algorithm have been adopted for comparison to demonstrate
the performance of the proposed TCM clinical syndrome
differentiation method. Because as the common machine
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FIGURE 3. Average accuracy.

FIGURE 4. Training loss rate.

FIGURE 5. Accuracy.

learning algorithms, the two algorithms are both the criteria
to make the statistical properties of selected random variables
most in line with the objective situation of TCM data. And
they are very suitable to deal with the high-dimensional
models with small correlation between different dimensions.
When the number of nerves is about 70, the overall perfor-
mance of the DBN is the best, as shown in Figure 3.
In order to objectively evaluate the performance of the

DBN based TCM clinical syndrome differentiation algo-
rithm, we select the commonly used criteria including the
accuracy rate, the loss rate, and the training time per round
of three indicators, which can evaluate the effect of the algo-
rithm. As shown in Figure 4 to Figure 8. From the Figures 4
to 6, we can clearly see that the DBN based TCM clinical syn-
drome differentiation algorithm is superior to the compared
classification algorithms in terms of the training time and the
accuracy. The DBN-based algorithm has just started to look
at the loss rate of iterative training as a whole. Compared

FIGURE 6. Time.

FIGURE 7. Test loss rate.

FIGURE 8. Test accuracy.

with the previous two, the loss value of the iterative training
is slightly better. The entropy algorithm can set constraints
more flexibly to reduce the degree of data fit and the loss;
in the accuracy rate, the DBN-based algorithm to start the
training phase, the local performance may be inferior to the
maximum entropy algorithm and the shell due to constant
search for parameters to obtain better accuracy. The Bayesian
algorithm is stable and better than the comparison algorithm
in the later stage; in the training time of each round, it can be
seen that the training time of each round of this algorithm
is significantly better than the two comparison algorithms.
What’s more, from the above Figures 4 and 5, the overall
trend is getting better for the loss rate and accuracy with the
increasing of training rounds, however, the throughput lines
have been slightly fluctuating all the time. The reason for
this phenomenon is possibly that the SGD method used in
DBN training does not work well when gradient slope is not
continuous near the minimum value. leading the algorithm to
jump around the minimum points.
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From the experimental Figure 7 to the Figure 8,
the DBN-based TCM clinical syndrome differentiation algo-
rithm is better than the comparison algorithm in the test loss
rate and the test accuracy rate. The maximum entropy algo-
rithm can better meet the constraints, and the accuracy rate is
higher than that of Bayeux Si algorithm. The performance of
these three indicators can fully explain that the performance
of the TCM clinical syndrome differentiation model based
on deep confidence network proposed in this paper is better
than that of themaximum entropy algorithm and the Bayesian
algorithm.

V. CONCLUSION
This article introduces a TCM clinical syndrome differentia-
tion algorithm which is applied to the vehicle-mounted intel-
ligent medical system to provide a fast and accurate diagnosis
suggestion. The algorithmfirstly uses the RBMmechanism to
reconstruct the feature vector of the training clinical samples.
In the reconstruction process, the gradient descent method
is used to update the network parameters to ensure that the
local network structure is optimal, and the parameters of DBN
network can also be fitted to the original data to avoid the
inaccuracy of manually parameter setting. In the last layer,
the network parameters are updated to obtain the global opti-
mal parameters of the whole network. Secondly, the BR algo-
rithm is used to convert the multi-label classification problem
into two-categories problem to solve the symptoms and syn-
drome types. A DBN-based classifier is trained to learn the
complex nonlinear relationship between symptoms and syn-
drome. Experiments have proved that proposed method has
good performance on TCM syndrome induction compared
with the other two commonly used models. This method can
be applied to the vehicle-mounted intelligent TCM clinical
medical system probably.

However, there are still some disadvantages in this work.
First of all, the clinical samples for DBN training are less than
other works which may not cover all exceptions, as a result,
the lack of training samples may bring the weak generaliza-
tion ability of the model. Secondly, the typical symptoms-
syndrome that adopted by TCM colleges should be tested
to make the experiment results more robust. In the further
work, studies should focus on the promotion of effectiveness
of the proposed model and extend to the whole therapeutic
process of TCM diagnosis and treatment for vehicle-mounted
application scenarios.
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