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ABSTRACT Scan-based logic built-in self-test (LBIST) is widely used for supporting the in-system test
in automotive systems. Although this technology has the advantage of low-cost testing, it suffers from
low fault coverage and high switching activity during the test. This can lead to many undetected defects,
excessive heat dissipation, and IR drop, inducing catastrophic risks to functional safety. Therefore, improving
these two key factors is crucial to alleviate reliability problems in the automotive domain. Most previous
works have focused on controlling the enormous toggling level of random patterns; however, one of the
main disadvantages of these approaches is low fault coverage. Unfortunately, additional hardware costs
associated with memory elements or test points are required for detecting the remaining faults. We propose
a novel LBIST scheme based on weight-aware scan grouping and scheduling (WGS) to overcome these
difficulties. Since the required test time of each automotive product is limited, the proposed scheme freezes
the test time and focuses on improving both aforementioned factors significantly. Our approach divides
scan cells into two categories: the coverage-efficient scan group and power-efficient scan group, and then
it conducts weight-based scan cell reordering. Biased random patterns are fed to enhance fault coverage
for the first category. For the second category, scheduling and disabling are performed to reduce switching
activity. Finally, physical-aware reordering based on an inverter is performed to reduce routing overhead.
Experimental results demonstrate the feasibility of the WGS methodology on the ITC’99 and OpenRISC
benchmark circuits.

INDEX TERMS Design for testability, low-power testing, scan-based logic BIST, scan cell ordering, scan
chain scheduling.

I. INTRODUCTION
The global automobile industry has reached an inflection
point. The original purpose of the automobile—providing
simple transportation—has evolved to serve as a mobile
hub characterized by keywords like electric vehicles and
autonomous driving. Hence, the demand for integrated cir-
cuits (ICs) for supporting such systems is expected to increase
rapidly. Automotive electronics content will account for 50%
of the cost of a car by 2030 [1]–[3]. In particular, items related
to functional safety are crucially considered because the oper-
ation of most ICs in this domain has a direct impact on human
lives. Besides the manufacturing test, the in-system test,
which can periodically test ICs during functional operation
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or idle time, should be implemented to ensure the reliability
of chips embedded in safety-critical application systems. For
instance, the ISO 26262 standard mandates compliance with
the automotive safety integrity level (ASIL) to prevent fatal
car accidents due to chip malfunction in electronic compo-
nents embedded in vehicles [4]. Moreover, the ASIL grades
range from A to D, with D representing the highest degree
of automotive hazard. An advanced solution for each ASIL
grade is required to produce high-quality test data within a
given test application time.

Scan-based logic built-in self-test (LBIST) is considered
to be an appropriate technique in many industries to
satisfy these requirements. This scheme employs the pseu-
dorandom pattern generator (PRPG) producing all possi-
ble random patterns, excluding all zeros, to detect potential
faults [5], [6]. This scheme is more commonly adopted than
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other approaches such as software-based self-test (SBST) and
deterministic BIST due to its decisive advantage of being easy
to implement with small hardware overhead. SBST [7]–[10]
does not require additional on-chip hardware resources; how-
ever, long-term development efforts to understand the cir-
cuit under test (CUT) and create high-quality patterns are
required. Deterministic BIST [11]–[13] is limited because it
requires memory to store deterministic patterns. Therefore,
it is only used for specific products that require extremely
high fault coverage achievement.

Despite the advantages mentioned above, the conven-
tional LBIST scheme is vulnerable to random pattern resis-
tant (RPR) faults [14]; it consumes more enormous switching
power than the typical mission mode [15]. These are due
to the characteristic of the unbiased pseudorandom patterns
used for internal circuits in which each pattern has a 50%
average combination of zeros and ones. Moreover, signifi-
cant RPR faults and excessive switching activity problems
can lead to undetected defects, as well as IR-drop, power
noise, and excessive thermal dissipation. Eventually, these
issues can develop into complex and severe problems such as
reliability degradation, chip malfunction, and yield loss [16],
which can pose catastrophic risks to functional safety. There-
fore, improving key factors of fault coverage and switching
activity within a limited test application time is crucial and
challenging in the automotive domain.

Numerous studies were conducted to address these
challenges. In the past, weighted random pattern testing
[17]–[21], perturbed random pattern testing [22]–[25], deter-
ministic pattern encoding [26] were considered efficient
approaches to detect RPR faults. In the first category, unbi-
ased random patterns are transformed into various sets of
biased random patterns to detect RPR faults probabilisti-
cally while loading and unloading patterns. In the second
category, desired patterns that contribute to fault coverage
are obtained by perturbing existing pseudorandom patterns.
For example, the PRPG reseeding [24] and bit-flipping [25]
methods modify the sequence of random patterns to skip
undesired test patterns that do not contribute to the detection
of faults significantly. In the last category, deterministic base
patterns transformed by regularity analysis are encoded into
scan chains to generate parent and child patterns [26]. There-
fore, the methods introduced so far effectively improve fault
coverage or test time by incorporating additional hardware
resources. Although these methods are useful, it remains a
challenge to minimize high switching activity concurrently.

Scan cell ordering, scan chain disabling techniques, and
low-transition pattern generators were proposed to reduce
excessive switching activity during testing. The scan cell
ordering schemes [27]–[30] are an alternative to reduce
switching activity by selecting scan cells with high inter-
nal switching power and reordering them to a location with
low switching weights. However, these schemes can induce
excessive routing overhead based on constraints on the posi-
tion of scan cells. Accordingly, the improvement rate of wire
length can be low even if physical-aware scan reordering is

performed. Moreover, because most methods are based on
deterministic patterns and not on random patterns, additional
hardware costs (read-only memory and other memory ele-
ments) can incur for storing these patterns. The scan chain
disabling schemes [16], [31]–[33] can reduce switching activ-
ity by preventing the random patterns from being applied
to specific scan chains using additional gating logic during
the scan shift-in and shift-out. Zoellin et al. described a low
power test planning scheme based on a set of scan chains
to be enabled on specific patterns [31]. Filipek et al. pre-
sented a control register that can disable scan chain groups
per pattern to minimize the toggling level [32]. Afterward,
the preselected toggling generator [33] was introduced to
produce pseudorandom patterns with a more accurate switch-
ing level. Additionally, the low-transition pattern generator
techniques [34]–[37] can handle a certain level of toggling
by producing modified intermediate low-transition patterns.
Omana et al. proposed the low-cost approach (LCA) scheme
that is capable of reducing the active factor by 50% with low
hardware overhead [37]. The approaches mentioned above
are effective in terms of controlling switching power; how-
ever, it is challenging to improve fault coverage concurrently
using low-transition random patterns. Unfortunately, addi-
tional hardware costs (e.g., deterministic test data and test
points) are required to address these difficulties.

Alternatively, the recent approaches [38], [39] reduced the
size of the deterministic pattern set by selectively flipping
the base parent pattern. These methods require changing the
test data instead of modifying the scan structure, meaning
the preprocessing step of engineering change orders (ECOs)
is unnecessary. Other alternative methods [40], [41] were
proposed for inserting conflict-aware test points to improve
random testability effectively. However, it may be challeng-
ing to apply these methods for designs that require limited
hardware resources. Furthermore, adopting an extensive set
of deterministic patterns and test points can be prohibitive
because it is expected that the optimization of the perfor-
mance power area (PPA) of ICs will become more challeng-
ing on increases in circuit complexity [13]. Therefore, it is
necessary to improve both fault coverage and low-test power
effectively using low-cost hardware within the targeted test
application time.

This paper proposes a novel scheme using weight-aware
scan grouping and scheduling (WGS) to enhance fault cov-
erage and reduce switching activity with limited test time
and hardware overhead. Since the test time required for each
automotive product to perform the online or offline test is
limited [42], our method freezes the test time in advance and
focuses on significantly improving both the target factors.
Most of the previous methods can handle the high toggling
level of random patterns; however, they negatively affect fault
coverage. In order to overcome these difficulties, the pro-
posed method first partitions scan cells into two categories
based on the specified bit usage. These categories are called
the coverage-efficient scan group and power-efficient scan
group. In the former category, biased random patterns are
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used to increase fault coverage effectively. In the latter cat-
egory, the toggling level can be reduced by scheduling and
disabling appropriate scan groups based on a constant inter-
val. After completing these processes, routing overhead is
further reduced by alleviating scan cell ordering constraints.
In the experiments, the ITC’99 and OpenRISC benchmark
circuits are considered to evaluate the proposedmethod based
on WGS. The experimental results demonstrate that our
approach significantly outperforms the conventional BIST
for both target factors. Additionally, we achieve average fault
coverage improvement rates of 13% and 16% than those
obtained by [32] and [37], respectively, based on an average
power reduction rate of approximately 50%. Additionally,
since the new scheme can predict the requiredmemory capac-
ity and power improvement rate in advance, the iterations of
the ECOs can be saved significantly. It consequently mini-
mizes the impact on the design cycle time.

The remainder of this paper is organized as follows.
Section II introduces the motivation and overall flow of the
proposed method. Section III demonstrates the proposed
algorithms with step-by-step examples. Section IV details
the hardware architecture required for the proposed solu-
tion. Experimental results are presented in Section V. Finally,
Section VI concludes with summaries and the importance of
our work.

II. MOTIVATION AND OVERALL FLOW OF THE
PROPOSED METHOD
A. MOTIVATION
The proposed method focuses on three observations. First,
scan cells using a large number of specified bits are concen-
trated into a few scan chains due to the characteristics of the

FIGURE 1. Distribution of specified bit usage for each scan cell (a) Based
on alphanumeric order (b) Based on the descending order by the number
of specified bits.

TABLE 1. Results for the average specified bit ratio of each group based
on the ISCAS’89, ITC’99, and OpenCores benchmark circuits.

automatic test pattern generation (ATPG) tool engine [38].
Second, fault coverage ramps up significantly at the begin-
ning of random patterns and it then gradually saturates at a
certain point. Third, two different biased random patterns can
be loaded into a single scan chain through weight-inversion-
based scan reordering.

The first observation is that a few scan cells typically use
considerable amounts of specified bits within a determin-
istic pattern set. Fig. 1(a) shows an example of the distri-
bution of the specified bit usage in each scan cell for the
ITC’99 benchmark b19 circuit. In this circuit, the scan cells
are ordered in alphanumeric order using the conventional
method. Hence, the scan cells with high and low specified
bit usage are randomly mixed in this ordering. To deter-
mine the distribution of scan cells with a high specified bit
usage, we sort all the scan elements in descending order
based on the number of specified bits, as shown in Fig. 1(b).
Then, the elements that belong to the top 10%, 10–20%, and
20–30% of the total number of scan cells are grouped and the
average specified bit ratio used for each group is calculated as
follows:

SR(G) =
total # of specified bits used in G

total#of patterns× # of elements in G
(1)

where SR denotes the ratio of the average number of speci-
fied bits used in group G over the total number of patterns.
Table 1 supports this observation, even for other benchmark
circuits. According to the results in this table, approximately
10% of the upper scan cells have an average specified bit
ratio of 32% during the test. On the other hand, the remaining
groups show relatively high usage of don’t-care bits. Since
the number of upper scan cells that show high usage of
the specified bits only accounts for a small fraction of the
total number of scan cells, it is expected that fault coverage
can be enhanced with low hardware overhead by primarily
producing biased random patterns for a few upper scan cells.

The second observation pertains to the typical fault cov-
erage gradient obtained with random patterns. Fig. 2(a)
presents an example of the fault coverage gradient for the
aforementioned b19 circuit. In this graph, the gradient is
initially very steep and then gradually converges to zero. This
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FIGURE 2. Examples of the second observation. (a) Fault coverage
according to the increase in the number of random patterns.
(b) Distribution of weights for scan cells and the trend of the number of
specified bits used in the deterministic pattern set per 5K interval.

implies that the detected fault rate rapidly decreases with
an increase in the number of random patterns. Accordingly,
the number of specified bits used in each scan cell may
be relatively low when referencing the deterministic test set
generated from a small number of faults detected by random
patterns. From this observation, the weight distribution of
whole scan cells per constant interval can be obtained to
examine the possibility of improving the toggling level in the
following order:
• Partition the total number of random patterns, T, into
the C pattern count. This yields T /C sets for random
patterns.

• Extract detected fault lists by simulating each of the
partitioned random pattern sets.

• Generate the deterministic test sets by using ATPG for
each detected fault list.

• Calculate the weights of each scan cell using (2) by
referring to each deterministic test set.

W (s) =
# of specified 1 bits for s

total # of patterns− # of don′t care bits for s
(2)

where W denotes the ratio of the number of specified-1 bits
to the total number of specified bits used in a scan cell. If the
number of specified bits used in s is zero, thenW is zero (Note
that (2) is used in Section III-A and III-B).

Fig. 2(b) shows the results of the above procedure for
T = 30K and C = 5K. For instance, as the scan cells in the
current interval (5K to 10K) use a smaller number of specified
bits than those in the previous interval (0K to 5K), the number
of scan cells with weights of 0 or 1 gradually increases. This

FIGURE 3. Example of scan chain structure (a) Before weight-inversion-
based scan cell reordering (b) After weight-inversion-based scan cell
reordering.

observation can provide a clue for reducing the switching
activity in adjacent scan cells when the scan cells under
consideration are continuously loaded with constant values
(equal toW ) for each C pattern count.
The third observation is related to weight-inversion-based

scan cell reordering. As can be seen in Figs. 3(a)–3(b), since
it is possible to apply several types of biased random pat-
terns with a small number of scan chains [26], advantages in
terms of a reduction in area can be obtained by replacing the
combinational gates, which produce biased random patterns,
with the inverter cells. Additionally, because the length of
biased scan chains can be easily balanced by that of other
scan chains, the loading and unloading time per pattern can be
maintained along with the rest of the scan chains. Lastly, scan
cells with the same weight range can be grouped together,
and each group is partitioned based on the inverter. By adopt-
ing this scheme, scan cells within the identical group can
be reordered to reduce the routing overhead further while
minimizing the negative impact on fault coverage. Based on
the above observations, each phase of our approach is detailed
in Section III.

B. OVERALL FLOW
The overall flow of the proposed method using WGS is
presented in Fig. 4. Each new procedure begins based on
a gate-level netlist with scan chains. In the conventional
electronic design automation (EDA) flow, scan cells are
first ordered alphanumerically in the scan insertion stage.
Subsequently, physical-aware scan reordering is performed
incrementally to minimize the wire length of the scan chains.
However, the proposed approach simultaneously improves
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FIGURE 4. Overall flow of the proposed method.

two factors, namely fault coverage and switching activity,
by adding three new phases (highlighted in blue) between the
scan insertion and post-layout stages. Additionally, physical-
aware scan reordering (highlighted in green) is performed to
alleviate routing overhead.

The proposed method consists of three major phases and
an additional wire-length-improvement phase: 1) coverage-
efficient scan grouping, 2) power-efficient scan grouping,
3) scan group scheduling, and 4) inverter-based physical-
aware scan reordering. These phases are conducted sequen-
tially to improve the target factors.

In the first phase, for the achievement of high fault cover-
age within a limited test application time, a few effective scan
cells are first chosen by calculating the specified bit usage and
the weight of each scan cell from the deterministic test set.
Next, the selected scan cells are reordered into a separated
scan group, hereinafter referred to as the coverage-efficient
scan group (CSG). Biased random patterns are then applied
to this scan group during the scan shift-in and shift-out.

In the second phase, to reduce the average toggling level
while preserving the fault coverage enhancement introduced
in the first phase, deterministic test sets are generated based
on the detected faults using random patterns. These faults
are acquired through the fault-dropping method. From the
content of the deterministic test sets, the remaining scan cells
with weights of 0 or 1 are identified and reordered into the
rest of the scan groups, hereinafter referred to as the power-
efficient scan groups (PSGs). These scan groups are then
sequentially disabled for each constant pattern count.

In the third phase, the sequence of the PSG enable times
is adjusted to reduce the maximum toggling level while
maintaining the average toggling level improvement

FIGURE 5. Algorithm for coverage-efficient scan grouping.

introduced in the second phase. This can be achieved by
repeatedly changing enable time slot with high switching
activity to another time slot with low switching activity until
the global minimum point of the weighted transition metric
(WTM) [43] is identified.

Finally, physical-aware scan reordering can be performed
incrementally based on inverter cells of each scan group with
the help of the EDA tool engine to reduce the wire length
of the scan chains. Because the order of most scan cells is
frozen in the previous phases, an intermediate SCANDEF
file is extracted to modify the hard cell ordering constraints
manually. The downstream tool can reorder scan cells with
identical weight ranges in each scan group by referring to this
updated file.

III. PROPOSED METHOD
A. PHASE 1: COVERAGE-EFFICIENT SCAN GROUPING
Fig. 5 illustrates the proposed algorithm of Phase 1. The goal
of this algorithm is to select a small number of scan cells that
contribute significantly to the improvement of the fault cover-
age. The selected scan cells are then grouped into a separated
CSG. Initially, a gate-level netlist with scan chain length L is
employed to run this algorithm. Also, a list of all the scan cells
S = {s1, s2, . . . , sn} is prepared for selecting the coverage-
efficient scan cells. Given these inputs, a deterministic test
set is generated by the ATPG process and analyzed to select
m candidate cells to be reordered. In this process, the scan
cells with a high specified bit usage in the biased ranges of
b1 and b2 are primarily extracted from list S. These scan
cells are sequentially reordered into the corresponding biased
scan chains (B1 or B2). Finally, after the scan reordering is
complete, the lengths of the biased scan chains are balanced
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until they match the scan chain length L. Inverter cells are
then inserted between the scan cells with opposite weight
ranges. A single group of biased scan chains created in this
manner is defined as a CSG and is always enabled during the
test, loading the biased random patterns.
Example 1: The proposed method can be described by

considering the example shown in Figs. 6–8. Let us assume
that the scan chain length L is 3, the list of all the scan
cells is S = {SF0, SF1, SF2, . . . , SF14}, and the number of
deterministic patterns obtained through ATPG is 320. Each
scan cell’s specified bit usage can be calculated by parsing the
contents of the deterministic test set. In Fig. 6(a), the numbers
of specified-1 bits, specified-0 bits, and don’t-care bits used in

FIGURE 6. List of scan cells, S, (a) Based on alphanumeric order (b) Based
on the descending order by specified bit usage.

FIGURE 7. Distribution of specified bit usage for each scan cell in the
updated list S.

FIGURE 8. Example of weight inversion-based scan cell reordering in
Phase 1.

SF0 are 6, 13, and 301, respectively. In this case, the specified
bit usage can be found by subtracting the number of don’t-
care bits from the total number of patterns. The specified
bit usage of this scan cell is 19 in this way. As shown in
Fig. 6(b), all scan elements of S are then sorted in descending
order based on the specified bit usage; thus, the highest-
ranking scan cell SF4 is placed at the top of the list. For
the application of the corresponding biased random patterns,
the overall range of the weights is divided into b1 (0–0.25,
0.75–1), b2 (0.26–0.375, 0.625–0.74), and b3 (0.376–0.624).
Here, the scan cells within the range of b3, called the unbiased
group, are eliminated from S using (2). In this example, SF8,
SF1, SF9, and SF12 (highlighted in red) are removed because
of this reasoning.

Next, the appropriate number of candidate cells m is deter-
mined by referring to the histogram of the specified bit
count distribution in the updated S (see Fig. 7). Since the
scan cells with relatively large numbers of specified bits are
SF4, SF2, SF3, and SF5, the number of candidate cells can
be heuristically set to m = 4. The selected m scan cells
are sequentially reordered toward the input or output of the
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corresponding biased scan chain (see Fig. 8). For example,
because SF2 belongs to group b1, which has a weight of 0.16,
it can be placed starting from the output of scan chain B1,
whereas SF3, which has a different weight of 0.94 in the
same group, is reordered starting from the input of the same
scan chain. After distributing the m scan cells, the algorithm
checks the length of the biased scan chains to balance them
with the rest of the scan chains. If the length of the biased
scan chain is greater than L, it is split to match the length L.
Otherwise, the scan chains are balanced by sequentially
distributing the remaining elements of S in the same way
until the scan chain length reaches L. In Fig. 8, because the
biased scan chain length is shorter than L, the remainder
of the scan cells (excluding the m selected elements) are
sequentially reordered in the remaining space (indicated by
the dashed box) in the same manner. Finally, the inverter
cells are inserted between the scan cells with inverted weight
ranges, allowing different types of biased random patterns to
be applied to a few scan chains. The group of biased scan
chains formed thus far is called the CSG, and it is always
active during the CUT test. The remaining nine scan cells
are used to reduce the switching activity in the next phases
(Sections III-B and III-C).

B. PHASE 2: POWER-EFFICIENT SCAN GROUPING
Fig. 9 presents the algorithm of Phase 2. The algorithm is uti-
lized to reduce the average switching activity while preserv-
ing the fault coverage improved in the previous phase. This is
achieved by grouping the scan cells that are not distributed to
the CSG into several PSGs, which are sequentially disabled.
This algorithm is run based on a gate-level netlist (optimized
in Phase 1). This netlist has an improved fault coverage
gradient because a few scan cells are already placed into the
biasedCSG. In addition to the netlist, the input configurations
(the scan chain length L, total number of patterns T , pattern
countC , and user threshold value THR) should be determined
before performing the following steps.

1) First, a base C is assigned to a variable k , where
k < T , to sequentially disable the remaining scan
groups (except for the biased scan group) for each C .
Additionally, a list of scan cells S is created to identify
the candidate cells. Here, the scan elements previously
reordered in the CSG should be excluded from S.

2) The detected fault list DT is obtained by running fault
simulation on T random patterns.

3) The detected sub-fault listDk is extracted by simulating
k random patterns (k is obtained in Step 1). Then,
by eliminating the faults ofDk from those ofDT , a new
list Dnew is generated, which is detected in the duration
from pattern k to pattern (T – 1). Next, a determinis-
tic test set is produced through the ATPG process by
using Dnew.

4) The following five sub-steps are performed using the
new deterministic pattern set generated in Step 3 to
select candidate cells and reorder them into the scan
group PSGk . First, the list S created in Step 1 is copied

FIGURE 9. Algorithm for power-efficient scan grouping for each constant
pattern count.

to a temporary list labeled Stmp. Second, the weights
for all elements of Stmp are calculated using (2). Third,
the elements with weights of 0 or 1 are retained and
the others are removed from Stmp. The remaining scan
elements are then sorted in descending order by weight.
Fourth, the size of Stmp is checked. If it exceeds the
user-defined chain length L, the remaining scan ele-
ments are sequentially reordered into the PSGk . Then
an inverter cell is inserted at the location where the
value of the weight is inverted. Otherwise, all elements
in Stmp are eliminated and the current step (Step 4) is
skipped. Finally, list S is updated by removing scan
elements reordered into PSGk .

5) In this step, k is increased by C, and Steps 3–5 are
repeated until k is greater than T . When C has a larger
value than T , the algorithm proceeds to Step 6.

6) In the step to follow, determine whether to continue
carrying out Steps 1–5 after dividing C in half. This is
accomplished by comparing the THR to RDmax , where
RDmax is the parameter that predicts the maximum
reduction rate of the average switching activity for the
next C /2 condition. If RDmax is greater than THR, then
the algorithm returns to Step 1 after decreasing C by
half. Otherwise, the resultant netlist is returned and all
procedures are promptly terminated.

Example 2: Figs. 10–11 show an example of Step 4, which
is a key step of the proposed algorithm. First, let us assume
that the scan chain length L is 3, which is identical to the
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value in Phase 1, and the input configurations (T = 30K
and C = 10K) are determined. The list Stmp copied from
Step 1 is shown in Fig. 10(a). As can be observed, the six
scan elements SF2, SF3, SF4, SF5, SF6, and SF7 are not
present in this list because they have already been reordered
into the CSG (in Section III-A). Additionally, since a new
deterministic pattern is generated in Step 3, the number of
specified bits and don’t-care bits used in each scan cell are
different from those in Phase 1. The weight of each element
in Stmp is calculated using (2). The scan elements SF1, SF8,
and SF10, whose weight is not 0 or 1 (indicated in red), are
eliminated from the list. Next, the remaining elements are

FIGURE 10. List of scan cells, Stmp, (a) Based on alphanumeric order
(b) Based on the descending order by weight.

FIGURE 11. Example of weight inversion-based scan cell reordering in
Phase 2.

FIGURE 12. (a) WTM for different C (10K, 5K, and 2.5K) using b19 circuit
and (b) Example of RDmax calculation.

sorted in descending order by weight, as shown in Fig. 10(b).
Since the size of the updated list exceeds L, these scan cells
are sequentially reordered from the upper scan elements to the
scan group PSG10K (Fig. 11). The number of scan chains in
PSG10K can be defined as the integer value of the size of the
updated Stmp divided by L. Finally, an inverter cell is inserted
at the position of the inverted weight. After this process is
completed, a constant value of 0 or 1, which is equal to the
weight, is delivered to PSG10K between patterns 10K and
(T – 1). The procedure described so far is repeated by increas-
ing C until C > T .
Fig. 12(a) shows the validation results for b19 circuit using

the proposed method. As shown in the experimental results,
the average switching activity gradually decreases as the
constant C is reduced by half (10K, 5K, and 2.5K). This
implies that C converges to the optimal state in terms of the
meanWTM. For example, ifC = 2.5K is determined, then the
average toggling level may be further minimized compared
with C = 5K.
However, theC directly affects the computation time of the

inner loop (Steps 3–5). If C is indefinitely divided, a major
problem arises from an increase in the algorithm’s iteration
count and the test control data required for disabling the
scan groups. Let us assume that the total number of patterns
T = 30K and the C sequence (10K, 5K, 2.5K, and 1.25K) are
determined. In this case, the iterations (Steps 3–5) increases
in the order of 3, 6, 12, and 24. Hence, the total number of
iterations is 45, which can lead to a long computational time.

Equation (3) is proposed to alleviate these negative effects
on algorithm computation time. It enables to eliminate many
unnecessary iterations by predicting the maximum reduction
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FIGURE 13. Algorithm for scan group scheduling.

rate for the mean WTM for the next C /2 condition.

RDmax =
∑T/C

k=1

C(AC(k−1) − ACk )
2T

(3)

where RDmax is the parameter that predicts how much to
minimize the average switching activity for the next C /2 con-
dition. Initially, T and C are required to obtain RDmax .
Furthermore, Ai is defined as (# of active scan chains / total #
of scan chains) at the ith pattern. If all scan chains are enabled
at this pattern, then Ai is equal to one. C /2T is the ratio of
C /2 over the total number of patterns T . Therefore, each por-
tion (blue area in Fig. 12(b)) of the total area is incrementally
obtained and summed until k equals T /C .

WTMC/2 ≥ WTMC − (WTM init × RDmax) (4)

The above equation (4) can be used to obtain the expected
mean WTM for C /2. WTMinit denotes the initial measure of
the average switching activity of all the scan cells in Phase 1.
WTMC and WTMC/2 indicate the results of the average
switching activity for C in the current stage and C /2 in the
next stage, respectively.

C. PHASE 3: SCAN GROUP SCHEDULING
Fig. 13 illustrates the algorithm of Phase 3. This algorithm
aims to reduce the peak switching activity without impacting
the average switching activity improved in Phase 2. As men-
tioned in Section III-B, the procedure of Phase 2 reduces
the average toggling level while maintaining the enhanced
fault coverage. However, the application of the technique for
gradually disabling the scan groups (PSGs) causes all scan
groups to be enabled initially, which can lead to a high switch-
ing activity of approximately 50% for the whole scan cells.
To avoid this excessive toggling level, the proposed algorithm

schedules the enable time of each PSG by shifting the time
slot with the highest WTM to the lowest time slot. Similarly,
this P3 algorithm is executed based on the gate-level netlist
(optimized in Phase 2) and the input configurations (T andC)
determined in Phase 2. For these inputs, the main procedures
for shifting the enable time are as follows:

1) T is divided on the basis of C and a list of duration
G = {gc, g2c, g3c, . . . , gnc} is created. The element gi
is defined as the duration from patterns 0 to (i – 1). For
example, if it has been determined that T = 30K and
C = 10K, list G consists of three elements: g10K , g20K ,
and g30K . Here, g10K is the duration from patterns 0 to
(10K – 1). After the listG is created, the following steps
(Steps 2–6) are iteratively performed starting from the
first element gc.

2) Power calculation is performed to obtain max WTM
during gc. In other words, the maximum value of the
toggling level is acquired among the results progressed
from patterns 0 to (C – 1), and it is assigned tomax(gc).

3) Given gc, one can find the replaceable time slot rc that
has the same length as duration gc while having the
lowest mean WTM for all periods. Here, max WTM
(obtained during rc) should be lower than gc.

4) The scan group PSGc which is activated only in the
duration gc is identified. Then, the enable time of this
PSGc is shifted to rc to reduce max WTM further.

5) After scheduling the enable time, max WTM is recal-
culated for the entire duration and the result is assigned
to max(gnc).

6) Finally, the results of Steps 2 and 5 are compared.
If max(gnc) is less than max(gc), then Steps 2–6 are
repeated for the next element ofG. Otherwise, rollback
to past Step 3 and terminate the algorithm.

Example 3: Fig. 14 presents a typical example of
the algorithm in Phase 3. This example progresses from
Figs. 14(a)–14(d). Initially, let us assume that the netlist
obtained from Phase 2 and the input configurations
(T = 30K and C = 5K) are set for running the proposed
algorithm. Based on this configuration, a list of durations
G = {g5K , g10K , g15K , g20K , g25K , g30K} can be produced.
In Fig. 14(a), each scan group, turn by turn, is deactivated
in the order of the elements of G, resulting in a gradual
reduction in the mean WTM. However, because max WTM
is still relatively high during g5K , a replaceable time slot
r5K (indicated by the green line) that is capable of being
scheduled is first searched to check if there is room for
reducing max WTM. Here, r5K should have not only the
lowest mean WTM in the entire interval but also the same
duration as g5K . The scan group PSG5K (indicated by the
dashed box), which is active only during g5K and inactive in
the other durations, is identified. The enable time of PSG5K
is then scheduled to r5K . Fig. 14(b) presents the results of
the above scheduling. After this procedure is completed, max
WTM is computed for all periods (indicated by the blue line)
and compared with max WTM obtained before scheduling
(indicated by the red line). As long as the blue line is below
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FIGURE 14. Example of the proposed algorithm in Phase 3. Target Input
elements are (a) g5K (b) g10K (c) g15K (d) g20K.

the red line, the above procedures are repeated continuously
starting from the next element g10K , as shown in Fig. 14(c).
However, as the procedure continues, max WTM can have
a larger value than that in the previous stage (Fig. 14(d)).
In such a case, the scheduling is rolled back to the previous
stage and the algorithm is terminated.

D. PHYSICAL-AWARE SCAN REORDERING
The objective of this phase is to improve the wire length
of the scan chains with minimal impact on the factors that
have already been enhanced in Phases 1–3. Physical-aware
scan reordering can be performed at the post-layout stage
with the help of the EDA tool. However, because the scan
ordering constraints are applied to most scan elements in
Phases 1 and 2, it is difficult to further reorder these scan cells
at a later stage. In other words, there is little room for further
routing overhead improvement, even if physical-aware scan
reordering is conducted incrementally.

Fig. 15 presents an example of a scan chain structure after
the completion of Phases 1 and 2. This structure comprises a
biased scan group (CSG) andN unbiased scan groups (PSGs).
Here, the CSG is determined in Phase 1, and the multiple
PSGs are frozen in Phase 2. Furthermore, since each scan
group includes inverters for propagating weight inversion
signals, the scan cells with inverted weights can be grouped
into a few scan chains.

The above observation indicates that the wire length of
each scan group can be improved by independently reorder-
ing the upper scan cells before the inverter (red dashed line)
or the lower scan cells after the inverter (blue dashed line).
Because the scan elements of each upper or lower group
within the scan group have identical weights, it is expected
that the routing overhead can be reduced with minimal impact
on the fault coverage, even if physical-aware scan reordering
is performed.

The intermediate SCANDEF file must be extracted from
the previous Phase 2 or Phase 3 to support the above explana-
tion. Because this file contains the ordering constraint infor-
mation for each scan cell, the following steps are conducted
sequentially to reflect the proposed scan chain structure.

1) The scan chains with inverter are identified and parti-
tioned into sub-scan chains based on their inverter.

2) The scan chains in each scan group, which have an
equivalent weight range, are relabeled to have the iden-
tical partition name.

3) After the partition name of each scan chain is modi-
fied, the resultant SCANDEF file is delivered to the
downstream physical-layout tool to reduce the routing
overhead further.

The results of this proposed method are presented in the
experimental results section.

IV. HARDWARE IMPLEMENTATION
Fig. 16 presents the proposed logic BIST architecture. As can
be observed, the architecture consists of three major blocks:
a conventional n-bit linear feedback shift register (LFSR),

FIGURE 15. Example of scan cell ordering after Phases 1 and 2 are
completed.
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FIGURE 16. Proposed logic BIST architecture.

which generates unbiased pseudorandom patterns, a phase
shifter that eliminates linear dependencies, and additional
blue colored circuits (weight-logic, shift-counter, C-counter,
up-counter, and chain-masking-decoder) to implement our
new scheme.

The weight-logic is placed between the phase shifter and
the biased scan group (CSG). This circuit is configured as
combinational gates to provide two types of biased random
patterns using unbiased signals from the phase shifter. Addi-
tionally, appropriate constant values are sequentially fed into
the remaining PSGs through two-input AND or OR gates
to reduce the switching activity. These constant values are
controlled by the following procedure. First, the shift-counter
iteratively counts the longest scan chain length. In other
words, this counter increases incrementally before eventually
obtaining the value of the longest chain length. It is then
initialized to zero and restarts counting. During this process,
the C-counter is updated simultaneously with the initializa-
tion of the shift-counter. Hence, the role of this counter is
similar to that of a pattern counter that updates the values per
pattern. However, it differs from the typical pattern counter
as it adopts its method by repeatedly counting numbers based
on C . Whenever the C-counter reaches a user-defined con-
stant value, it propagates a carry to the up-counter, allowing
it to produce the required input values for the chain-masking-
decoder (CMD) sequentially. The CMD is the conventional
decoder circuit that converts coded inputs into coded outputs
through combinational gates. Because all the masking values
are pre-assigned in the decoder, the outputs of the decoder
can be changed (or updated) according to the state of the up-
counter. This means that binary codes allocated to the CMD
can be sequentially propagated to each PSG per C .
Fig. 17 shows an example of assigning binary codes to the

CMD after Phases 1–3 are completed. Let us assume T = 30K
andC = 5K are determined and that the total number of PSGs
is five (from PSGc to PSG5c). The CSG is always enabled for
all periods to reduce the negative impact on the fault coverage.

FIGURE 17. Example of truth table assigned to the
chain-masking-decoder.

Therefore, control data are not required for disabling the
CSG. In this example, since the CMD sequentially disables
or enables PSGs for each C in the entire test pattern T , a total
of T /C = 6 sets of control data are required. In this case,
the total size of the required control data is 30 bits, which can
be obtained by multiplying by the total number of PSGs and
the number of sets of binary codes.

CMDcapacity ≤
T
C
× (

T
C
− 1) (5)

Consequently, the truth table size required for scan group
disabling can be defined as #PSG × (T /C), where #PSG
denotes the total number of PSGs and T/C indicates the
number of sets of binary codes. As explained in Section III-B,
the maximum #PSG is equal to (T /C – 1). Therefore, for
a given T and C , the CMD capacity requirement can be
obtained using (5).

V. EXPERIMENTAL RESULTS
In the experiments, the Synopsys EDA toolchain was
employed to evaluate each of our algorithms. TetraMAX
was used for generating a deterministic pattern set, running
fault simulation, and computing the toggling level during
scan shift-in and shift-out. Logic synthesis, DFT-insertion,
and physical-aware scan reordering were conducted using
Design Compiler Graphical (DCG). All procedures were per-
formed using the Synopsys SEAD 32 nm standard library.
Additionally, a 40-bit external LFSR with a phase-shifter
was implemented in the proposed hardware architecture. The
polynomial was x40+ x21+ x19+ x2+ 1. For reference, test
points were not applied for a fair comparison.
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TABLE 2. Profile of each of the benchmark circuits.

The profile of each circuit is listed in Table 2. The three
largest ITC’99 benchmark circuits and an OpenCores bench-
mark circuit were considered for our experiments. In partic-
ular, the ISCAS benchmark circuits were excluded because
their gate count and the portion of RPR faults are relatively
low. The first and second columns present the name of each
benchmark and circuit, and the third column gives the values
calculated by dividing the area of all gates by the area of a
two-input NAND gate. The fourth and fifth columns indicate
the total number of scan cells and the length of the longest
scan chain, respectively. The scan chains are balanced accord-
ing to the length L. The last column shows the difference
between the fault coverage obtained by the ATPG process and
that acquired using 30K pseudorandom patterns. All circuits
exhibit an average decrease of 17% in terms of fault coverage
compared with the ATPG process. Additionally, the scan cells
of each circuit were stitched in alphanumeric order using the
conventional method.

Hereafter, for brevity, we denote Phase 1, 2, and 3 by P1,
P2, and P3, respectively, and the experimental results are
detailed for each phase sequentially.

A. EVALUATION OF COVERAGE-EFFICIENT SCAN
GROUPING
Fig. 18 presents the distribution of specified bit usage for
finding candidate cells. The histograms were obtained by
conducting the following three procedures: 1) extracting
a deterministic pattern set for each circuit, 2) sorting the
scan cells in descending order by specified bit usage, and
3) removing the scan cells with the unbiased weight range
of b3 (0.376–0.624). Fig. 18 reveals that scan cells with high
specified bit usage are roughly concentrated in the 8% range
for the b17, b18, and b19 circuits. For the OR1200 circuit,
most of the scan cells using specified bits are clustered within
the 8% range (for reference, a light gray area indicates the
distribution of scan cells with the range of b3). Based on
the above observation, the candidate cells were heuristically
determined to bem= 8% and were reordered into a dedicated
CSG. Additionally, the remaining 92% of the scan cells were
used to further reduce the WTM in P2 and P3.

Table 3 lists the result for each factor after P1 is com-
pleted. The ‘‘FC’’ rows refer to the fault coverage achieved
with 30K random patterns. When the biased random patterns

TABLE 3. Comparison of outcomes between the conventional LBIST and
Phase 1 (m = 8%).

are fed to a small number of candidate cells (m = 8%),
the fault coverage improvement rate shows a sharp increase
(average 10.13%) compared with the conventional LBIST.
Additionally, the ‘‘Mean WTM’’ and ‘‘Max WTM’’ rows
indicate the average and maximum toggling levels for the
scan cells during the scan shift-in and shift-out, respectively.
The row labeled ‘‘MeanWTM’’ of P1 shows that the average
toggling level slightly decreases when biased random patterns
are applied to a few candidate cells.

To demonstrate whether the m determined by the P1 algo-
rithm is appropriate, we applied biased random patterns to the
top 8%, 16%, and 24% of all the scan cells and then checked
the fault coverage improvement rate in each case. As shown
in Fig. 19, when biased random patterns are applied to more
scan cells (m = 16%, m = 24%), the average improvement
rate is less than 1% compared with the identified case with
m = 8%. This implies that even if only a few of the top scan
cells selected by the P1 algorithm are reordered into the CSG,
a similar fault coverage gain can be achieved.

B. EVALUATION OF POWER-EFFICIENT SCAN GROUPING
To evaluate the P2 algorithm, we employed the input con-
figurations (T = 30K, C = 10K, and THR = 0.05) and
the gate-level netlist acquired in P1 (m = 8%). For refer-
ence, if the initial C is set to be too small compared with
T , the amount of memory capacity and computation time
required may be excessive; therefore, we set the initial C to
be approximately T /3. Additionally, THR was set to 0.05 so
that the algorithm in P2 could promptly stop when the pre-
dicted maximum improvement rate for the average toggling
level of the next C was below 5%. As shown in Fig. 20(a),
the P2 algorithm checks the RDmax parameter to identify
the appropriate C . Since RDmax calculated at C = T /12 is
less than THR, the algorithm returns the resultant netlist for
T /12 and stops. It is worth noting that this algorithm can
eliminate many unnecessary iterations and save computation
time by not performing the following steps for C = T /24.
Furthermore, power calculation for each successive C is not
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FIGURE 18. Distribution of scan cells with high specified bit usage in the biased and unbiased ranges for each benchmark circuit. (a) b17 (b) b18
(c) b19 (d) or1200.

FIGURE 19. Experimental results for the fault coverage improvement
rates for m = 8%, 16%, and 24%.

required to obtain RDmax. Instead, it is calculated simply
using a few parameters during algorithm iterations, which
can significantly reduce computation time in finding the solu-
tion. Fig. 20(b) shows the correlation between the actual and
predicted WTM results. The red line represents the result
for the actual mean WTM after P2 algorithm is executed
and the blue line is the WTM result predicted by using (4)
(in Section III-B). Each dot represents the average value
computed from all circuits. It can be seen that the red line is
always above the blue line. Hence, because the actual power
reduction rate is always less than the predicted one, if the
predicted meanWTM (blue line) is worse than expected, then
the computation time and the number of iterations can be
reduced by promptly terminating the algorithm.

Table 4 lists the fault coverage, mean WTM, and max
WTM for (C = T /12), which is obtained by P2 algorithm.
The row ‘‘MeanWTM’’ of P2 shows that the average toggling
level decreased by approximately 49.21% relative to P1 when
disabling the scan groups (PSGs) at every T /12 interval.
Additionally, the row labeled ‘‘FC’’ of P2 shows that the
fault coverage of the b17, b18, and b19 circuits is improved
compared with P1. This observation suggests that RPR faults
may be probabilistically detected by loading constant values
equal to the weight of the scan cell for each constant interval.
However, for the OR1200 circuit, the number of hard-to-
detect faults was relatively small after P1, and even if constant
values equal to the scan cell’s weight are fed, it is difficult
to detect additional faults. The row labeled ‘‘Max WTM’’

FIGURE 20. Evaluation results of Phase 2 algorithm. (a) Variation of
RDmax with a decrease in C . (b) Correlation between actual and
predicted WTM results for different C .

TABLE 4. Comparison of outcomes between Phase 1 (m = 8%) and
Phase 2 (C = T /12).

of P2 indicates that the maximum toggling level is still near
50%. This is because all the scan groups are enabled during
the first C .
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Furthermore, we performed experiments to demonstrate
the trend of switching activity for C = 10K, 5K, and 2.5K,
which are equivalent toC = T /3, T /6, and T /12 (see Fig. 21).
For all circuits, the mean WTM is reduced as scan groups
are gradually disabled at every successive C . Additionally,
as C is halved, the mean WTM decreases more than the pre-
vious one. For instance, if initial C is determined to be 10K,
scan-group disabling cannot be performed between 0 and
(10K – 1). However, if C is halved, other scan cells with
weights of 0 or 1 can be identified and disabled in this
interval.

C. EVALUATION OF SCAN GROUP SCHEDULING
The P3 algorithm was evaluated using the gate-level netlist
obtained from P2 (C = T /12). Table 5 shows the actual
results for each circuit after scheduling the enable time
of PSGs using this algorithm. The ‘‘Mean WTM’’ row of
P3 reports that average switching activity is maintained at
a level similar to that in P2. The ‘‘Max WTM’’ row reveals
that the average reduction rate in max WTM exceeded 41%
compared with P2. The ‘‘FC’’ row of P3 gives that there is
a slight difference in the results of fault coverage compared
with P2. This is because the initial seed values used in each

TABLE 5. Comparison of outcomes between Phase 2 (C = T /12) and
Phase 3.

TABLE 6. Wire length results for the conventional method, ‘‘w/o
proposed physical aware reordering’’, and ‘‘w/ proposed physical-aware
reordering.’’

PSG in P2 change when the order of the PSG enable times
is scheduled. However, it is only a minuscule difference
from the fault coverage that had already improved in P1 and
P2, and the P3 algorithm still shows significant improve-
ment compared with the conventional LBIST. Additionally,
Fig. 22 shows the changes in the switching activity of scan
cells after the P3 algorithm is executed. As time slots with
high switching activity are shifted to slots with low switching
activity, the global maximum point of the WTM is reduced in
comparison with P2.

D. EVALUATION OF HARDWARE OVERHEAD
Table 6 presents the results for the total wire length after
physical-aware scan reordering. In this experiment, an aspect
ratio of 1.0 was used for the core area, and cell utilization
was 60%. The ‘‘Conv-LBIST’’ row represents the conven-
tional physical-aware reordering method, in which scan cells
are aggressively reordered without any limitation. The ‘‘w/o
Prop.’’ row indicates the case where scan reordering is not
performed for frozen scan elements through P1 and P2. The
last ‘‘w/ Prop.’’ row shows the result after the constraints are

FIGURE 21. WTM results for different C . (a) b17 (b) b18 (c) b19 (d) or1200.
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FIGURE 22. WTM result of Phase 3. (a) b17 (b) b18 (c) b19 (d) or1200.

eliminated between scan cells with identical weight range in
the same scan group, based on the inverters. The alleviation
of the hard ordering constraints reduces the total wire length
in comparison to the second case. Additionally, the fault
coverage is maintained similarly to the second case. However,
as scan reordering can only be applied to scan cells with
identical weights in the same scan group, this table indicates
that wire length increased to some extent compared with the
first case.

The expected maximum size of the control data for
scan group disabling was calculated using (5) (Section IV).
Because T = 30K and C = 2.5K were determined in the
previous P2 and P3, the maximum CMD capacity was pre-
dicted to be 132 bits. However, for each circuit, there existed
intervals where scan grouping was not performed; therefore,
an average of 105 binary bits, which was lower than the
expected value, was assigned to the CMD. Also, the average
gate count of the generated CMD was equivalent to 32 two-
input NAND gates, which can be considered as an acceptable
level of hardware overhead.

E. COMPARISON WITH PREVIOUS METHODS
Table 7 shows comparisons of fault coverage and WTM
among four cases: the conventional LBIST, [32], [37], and
the proposed method (in Section V-C). First, the solution
in [32] was designed by setting the configuration of the
control register as (25-13), implying that 13 adjacent binary-
one bits are loaded to a 25-bit control register to generate
a toggling level similar to that in the proposed method.
Additionally, for a fair comparison, the scan chain structure
in the circuit, the size of the LFSR, and the phase-shifter
structure used for evaluation were implemented identically.
Similarly, the solution in [37], namely the LCA, was also
evaluated under identical conditions. This solution is capable
of producing low transition patterns close to 25% toggling
level on average, similar to the proposed method. In the table,
compared with [32] and [37], the proposed method results in
similar enhancement in terms of mean and max WTM and
exhibits the best results with respect to fault coverage based
on 30K random patterns. In other words, based on an average
power improvement rate of approximately 50%, average fault

TABLE 7. Comparison of fault coverage and WTM among the
conventional LBIST, [32], [37], and the proposed method.

coverage improvement rates of 15% and 18% are achieved
compared with the methods from [32] and [37], respectively.
This suggests the possibility of consuming relatively low
hardware resources such as test points and memory elements
for detecting additional RPR faults. Additionally, compared
with conventional LBIST, fault coverage and switching activ-
ity are significantly improved within a limited test application
time by up to 11% and 50%, respectively, on average.

As shown in Fig. 23, the fault coverage gradient was eval-
uated by considering the aforementioned circuits containing
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FIGURE 23. Fault coverage for conventional LBIST, [32], [37], and the proposed method. (a) b17
(b) b18 (c) b19 (d) or1200.

large numbers of undetected faults compared with the ATPG
process. In these graphs, the proposed method (indicated by
the blue curve) exhibits the best performance in terms of fault
coverage with an improvedWTM. Furthermore, compared to
the base point at which fault coverage is saturated in the con-
ventional LBIST (indicated by the black vertical dashed line),
the average test application time of the proposed method is
improved by as much as 2.9 times on average (indicated by
the blue vertical dashed line). This suggests that depending
on how the targeted fault coverage is determined, the test
application time can be further reduced while maintaining the
enhanced mean and maximum toggling level.

VI. CONCLUSION
In this paper, we proposed a new method for significantly
improving both fault coverage and switching activity with
limited test application time and few hardware resources.
Experimental results obtained for the ITC’99 and OpenCores
benchmark circuits with high RPR fault rates demonstrated
that our method reduces both target factors compared with
the classical method and the recently proposed solutions.
Furthermore, our simple architecture could be implemented
with an acceptable amount of area and low routing overhead.

It is noteworthy that these key factors can be improved
concurrently. Our approach suggests the following. First,
there is a possibility for reducing the test time further while
maintaining low switching activity, depending on the out-
comes of our approach. For instance, if the fault coverage is
improved over a particular ASIL target requirement within

the targeted test time, then the test time can be further reduced
as long as the required fault coverage is met. Second, addi-
tional hardware resources can be reduced. The fact that fault
coverage has already been improved compared to the con-
ventional works implies that hardware costs associated with
test points or memory elements can be saved. In other words,
as the number of undetected faults from random patterns
relatively decreases through WGS, the additional hardware
overheads to detect remaining faults can be minimized even if
the desired fault coverage is not achieved. In future research,
a more advanced method based on the proposed scheme is
expected to achieve high performance and low-test power
using a small number of test points and deterministic test data.
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