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ABSTRACT Growing science and medical technologies have produced a massive amount of knowledge on
different scales of biological systems. By processing various amounts of medical data, these technologies
will increase the quality of disease detection and enhance the usability of health information systems. The
integration of machine learning in computer-based diagnostic systems facilitates the early detection of dis-
eases, enabling more productive treatments and prolonged survival rates. The slime mould algorithm (SMA)
may have drawbacks, such as being trapped in minimal local regions and having an unbalanced exploitation
and exploration phase. To overcome these limitations, this paper proposes ISMA, an improved version of
the slime mould algorithm (SMA) hybridized with the opposition-based learning (OBL) strategy based on
the k-nearest neighbor (kNN) classifier for the classification approach. Opposition-based learning improves
global exploratory ability while avoiding premature convergence. The experimental results revealed the
superiority of the proposed ISMA–kNN in various classification evaluation metrics, including accuracy,
sensitivity, specificity, precision, F-score, G-mean, computational time, and feature selection (FS) size
compared with the tunicate swarm algorithm (TSA), the marine predators algorithm (MPA), the chimp
optimization algorithm (ChOA), the moth–flame optimization (MFO) algorithm, the whale optimization
algorithm (WOA), the sine cosine algorithm (SCA), and the original SMA algorithm. Performance tests
were run on the same maximum number of function evaluations (FEs) on nine UCI benchmark disease data
sets with different feature sizes.

INDEX TERMS Medical classification, feature selection (FS), machine learning (ML), slime mould
algorithm (SMA), opposition-based learning (OBL).

I. INTRODUCTION
Artificial intelligence techniques have enhanced the out-
comes of medical diagnoses, decreasing the risk of accidental
errors by inexperienced physicians. Internet-based remote
techniques have also reduced the costs of patient monitoring.
Providing accurate, dependable diagnoses at the early stage
of disease will positively affect patients’ lives. Knowledge
discovery techniques based on data mining, search for hidden
patterns among various amounts of data, thus, extracting
useful information [1].

Analyzing the data and extracting its useful infor-
mation is difficult because data are increasingly being
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created, exchanged, and shared. Before learning, the dimen-
sionality of the data must be reduced by feature selec-
tion (FS) or dimensionality reduction. FS plays an
important role in machine learning techniques because
high-dimensional data sets contain redundant, noisy, and
irrelevant data to improve the precision of classification
methods [2], [3].

Although FS reduces the amount of data, it is a sophisti-
cated and computationally demanding process, especially for
high-dimensional data sets [4]–[6]. The primary objective of
FS is extracting a small subset of features from a specific
problem domain to improve the classification performance.
The purposes of FS are summarized as; 1) Simplify data for
users, especially for researchers, 2) Reduce the computational
time by selecting the necessary features only, 3) Avoid the
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dimensionality curse, and 4) Enhance generalization by elim-
inating over-fitting.

Machine learning (ML) [7] is often effective in solving
these problems, improving system performance, andmachine
design. ML algorithms use the same collection of features to
represent an instance in any data set. A crucial step is decid-
ing which particular learning algorithm to use. The major
problem is the increase in exponentially the search space
with features numbers in the data set [7]. k-nearest neighbor
(kNN) [8] is among the most widely used methods in classifi-
cation systems [9]–[13]. Swarm intelligence (SI) algorithms
can successfully solve several problems. In difficult opti-
mization problems, the dynamic searching behaviors of SI
algorithms are mandatory. Many SI algorithms have recently
resolved the FS problem, either alone or combined into hybrid
approaches. Swarm intelligence algorithms have been used
to predict the results of major diseases such as cancer, heart
disease, and cardiology. Swarm Intelligence methods have
been used in the diagnosis and treatment of diseases. Various
SI algorithms have been used for the diagnosis of various
diseases. The collected datasets in many medical domain
problems, such as medical imaging, biomedical signal pro-
cessing, and DNA microarray data, typically have very large
feature dimensions. To deal with this high dimensionality
problem, related literature has shown that considering feature
selection on various medical domain datasets has a positive
impact [14]–[17].

Opposition-Based Learning (OBL) [18] technique has
been developed to improve the efficiency of metaheuristic
optimization algorithms by overcoming premature conver-
gence and slow movement. The candidate solutions obtained
using a stochastic iteration strategy, as well as their opposite
solutions found in opposite parts of the search space, are
significant to OBL because they are closer to the global
optimum than a random solution. The OBL strategy has been
used with several bio-inspired optimization approaches to
produce expected distances to the global optimum that are
shorter than those obtained by randomly sampling solution
pairings [19].

Although many existing techniques provide accurate and
reliable diagnostics, our proposed technique is innovative
in the integration of OBL with SMA in the exploration
phase, as well as improving the SMA exploitation strat-
egy with the assistance of extra dynamic solutions to avoid
stagnancy issues, using the hybridization technique ISMA.
The experimental analysis and comparative study performed
in the next sections, using numerical optimization and fea-
ture selection issues, indicate that the proposed method-
ology has been proven to be effective. ISMA approach
based on kNN classifier improves the local search-ability.
In this study, The ISMA approach is innovative because
ISMA-kNN improves various classification evaluation met-
rics of the original kNN, including accuracy, sensitivity,
specificity, precision, F-score, G-mean, computational time,
and feature selection (FS) size compared with the tunicate
swarm algorithm (TSA) [20], marine predators algorithm

(MPA) [21], chimp optimization algorithm (ChOA) [22],
moth–flame optimization (MFO) [23], whale optimization
algorithm (WOA) [24], sine cosine algorithm (SCA) [25], and
the original slime mould algorithm (SMA) [26] based on the
kNN classifier in terms of performance evaluation metrics for
classification on nine UCI benchmark disease data sets with
different feature sizes.

Our present work was driven by two principal reasons:
1) The No Free Lunch (NFL) principle states that no opti-
mization technique can solve every optimization problem.
An optimizer delivering superior performance on a specific
set of problems may not provide the same performance on
another set of problems. We propose ISMA-kNN for solving
the FS problem. And 2) To the authors’ knowledge, the FS
problem has never been solved by a combined ISMA and
kNN classifier. The main objectives and contributions of the
current study are summarized as:
• A modified SMA was proposed as an alternate feature
selection approach.

• An efficient classification approach called ISMA-kNN
to improve SMA convergence, OBL is being used as a
local search approach.

• We implemented comprehensive experiments with nine
UCI disease data sets with medium and high dimension-
ality features.

• The proposed ISMA achieved superior results compared
to seven existing state-of-the-art constrained optimiza-
tion algorithms: TSA, MPA, ChOA, MFO, WOA, SCA,
and the original SMA.

The paper is structured as follows; Section II presents an
overview of the related work. Section III includes a brief
description of the principles and mathematical foundations
of the used techniques. The proposed ISMA-kNN approach is
explained in Section IV, and then the experimental evaluation
introduced in Section V. Section V-E includes discussions on
the limitations and motivations of the proposed method. The
Conclusion and future work are demonstrated in Section VI.

II. RELATED WORKS
Abdel-Basset et al. [27] presented four binary versions of
the slime mould algorithm (SMA) for feature selection:
A binary version (BSMA), BSMA integrates with two-phase
mutation (TM) (TMBSMA), BSMA combines with a novel
attacking-feeding strategy (AF) (AFBSMA), TM and AF
are integrated with BSMA (FMBSMA). Furthermore, the
FMBSMA version is shown to be the best as com-
pared to the other three versions and six state-of-the-art
feature selection algorithms after comparing the four ver-
sions. Ewees et al. [28] proposed the Slime Mold Algo-
rithm (SMA), which is based on the Firefly Algorithm (FA)
(SMAFA). FA is used to improve SMA exploration since
it has a high ability to find feasible regions with optimal
solutions. This will improve convergence by improving the
quality of the final result. We used twenty UCI datasets and
compared them to different MH algorithms to see how well
the SMAFA performed. The SMAFA surpasses all compared
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algorithms in most experiments in terms of fitness function,
classification accuracy, and standard deviation, according to
the results of the evaluation.Wang and Chen [29] proposed an
improved whale optimization algorithm (CMWOA), which
combines chaotic and multi-swarm strategies to perform
parameter optimization and feature selection simultaneously
for support vector machine (SVM). The proposed SVM
model, called CMWOAFS-SVM, was compared to several
competitor’s SVM models based on other optimization algo-
rithms like the initial algorithm, particle swarm optimiza-
tion, bacterial foraging optimization, and genetic algorithms
using several well-known medicals diagnose problems such
as breast cancer, and diabetes.

Diego and Elaziz [30] proposed a combination of chaotic
maps, opposition-based learning, and disruption operator
to boost brainstorm optimization exploration abilities by
expanding the diversity of the population. A set of bench-
mark functions was used to evaluate the suggested method,
and it was also utilized for feature selection in data mining.
The results demonstrate the suggested method’s great effi-
cacy in determining the optimal solutions to the evaluated
functions.

Choubey et al. [31] proposed an indigenous diagnostic
instrument for diabetes detection. The proposed method-
ology has two phases. Phase-I acquires the Lung Cancer
data set and interprets the data by two separate methods.
Phase-II performs the FS uses principal component analysis
and particle swarm optimization (PSO). Classification is then
performed by C4.5 DT, naive Bayes, ID3 DT, logistic regres-
sion, and k-Nearest Neighbor. The proposed method con-
sumes less computational time and delivers higher accuracy
than conventional classifications. Moreover, it is potentially
extendible to the early detection of medical disorders other
than diabetes.

Chowdhury et al. [32] developed potential candidates
for Alzheimer’s disease (AD) biomarkers in blood cells.
To examine how the differentially expressed genes correlate
in these cells, they studied two microarray gene expression
data sets from the peripheral blood and brain cells of AD
patients. Their study was the first attempt to classify candi-
date AD factors from blood cells by this technique. Although
the usefulness of the candidate factors must be confirmed in
clinical investigations, the technique opens a new window
for early detection of AD progression. The biomarkers and
their related molecular pathways might provide new insights
into AD progression. As these biomarkers exist in tissues
outside the central nervous system, they may be targeted
for therapeutic development after assessing their functional
utility.

Tubishat et al. [19] proposed using Opposition Based
Learning (OBL) at the initialization phase of the Salp Swarm
Algorithm (SSA) termed (ISSA) to improve population diver-
sity in the search space. In the majority of the 18 datasets
from the UCI repository, the ISSA outperforms all baseline
algorithms in terms of fitness values, accuracy, convergence
curves, and feature reduction.

Kewat et al. [33] proposed particle swarm optimization
(PSO), a genetic search algorithm, and a greedy searching
technique for dimensional reduction, and combined naive
Bayes, k-Nearest Neighbor, and C4.5 as the subset evalu-
ator for medical data sets. They reported that selecting the
wrapper-based features increased the classification accuracy
of their chosen data sets.

More related works are summarized in Table.1.

III. PRELIMINARIES
This section briefly overviews the principles and mathemati-
cal foundations of the used techniques.

A. K-NEAREST NEIGHBOR
The kNN is a popular technique for machine learning and is
mostly applied to classification on benchmark data sets. This
simple and easy-to-use algorithm delivers excellent results in
many domains; even in comparisons with the most advanced
machine-learning approaches [11], [51], [52]. Recent interest
in kNN has been sparked by the increasing availability of
data presented in new forms, such as free text, images, audio,
and video. However, the performance of kNN is sensitive to
several factors, primarily the distance metric selection and
choice of the k parameter. Themost popular distance measure
is the Euclidean distance, determined as the square root of the
summed squared differences between a new point (y) and an
existing point (yi) overall attributes of input j. The calculation
is given by Eq. (1).

d(y, yi) =

√√√√ n∑
j=1

(yj − yij)2 (1)

Algorithm 1 outlines the k-nearest neighbor (kNN) algo-
rithm for classifying sample s.

Algorithm 1 Pseudocode of the kNN Algorithm
Inputs: Load the training and test data.
Outputs: Assign a class to the test point.
For each point in the test data, choose the value of k .
while the stopping state is not reached do

Find the Euclidean distance as shown in Eq. (1).
Store the Euclidean distances in a list and sort it.
Choose the first k points.

end while
Return Accuracy.

B. SLIME MOULD ALGORITHM
Slimemould algorithm (SMA) [26] is based on the oscillation
mode of slime mould in nature. Governed by a novel mathe-
matical model, the proposed SMA has several new features,
including adaptive weights for simulating the generation of
positive and negative propagation waves that shape the opti-
mal path of the slime mould.

The SMA was influenced by slime mould behavior and
morphological changes. Individuals in the swarms will be
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TABLE 1. Summary of the papers for MH algorithms for feature selections.

divided into three groups, some of which would be picked
from the beginning to be resurrected with a proportional
number z as shown in Eq. (8) carry on exploration. Based on
their present positions, some of them would continue their
exploration, and the rest of them would be directed towards
the best candidate. The detailed mathematical expressions of
the SMA approach are as follows:
1) Initialization process

The following rule is suggested to model the SMA
approach mathematically, as shown in Eq. (2):

−−−−−→
S(it + 1)=

{−−−→
Sb(it)+

−→
vb.(
−→
W .
−−−→
SA(it)−

−−−→
SB(it)), r < p

−→vc .
−−→
S(it), r ≥ p

(2)

where
−→
vb as shown in Eq. (4),−→vc decreases linearly from

one to zero.
−→
Sb stands for the positions with the greatest

accuracy, it stands for the current iteration,
−→
S represents

the location of slime mould,
−→
SA , and

−→
SB represent two

randomly selected individuals from the swarm,
−→
W rep-

resents the weight of slime mould, and p as shown in
Eq. (3):

p = tanh|F(j)− bF | (3)

where F(j) represents the fitness of
−→
S where

j ∈ 1, 2, . . . , n and bF reflects the best fitness in all
iterations. The

−→
vb is identified as follows:
−→
vb = [a,−a] (4)

where a calculated as shown in Eq. (5)

a = arctanh(−
( it
maxit

)
+ 1) (5)

where it is the current iteration and maxit is the
max-iterations.
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2) Fitness Evaluation
The
−→
W definition is identified as follows:

−−−−−−−→
W (Fsort(j)) =


1+ r .log

(bF − F(j)
bF − wF

+ 1
)
, cond .

1− r .log
(bF − F(j)
bF − wF

+ 1
)
, others

(6)

where wF stands for the worst fitness, bF stands for
the best fitness, cond. indicates that F(j) ranks the first
half of the population, Fsort stands for the sorted fitness
values, Fsort stands for sorted fitness and calculated as
shown in Eq. (7), and r stands for the random value in
the [0,1] interval.

Fsort = sort(F) (7)

This section mathematically simulates the contraction
mode of the slime mould’s venous tissue structure while
looking. The uncertainty of the mode of venous con-
traction in Eq. (6) is simulated by r . The log is used
to decrease the numerical value change rate so that the
contraction frequency value does not change too much.

3) Location Update
Slime moulds are programmed to change their search
patterns according to food quality. The greater the
weight near the region is when the food concentra-
tion is content; when the food concentration is poor,
the region’s weight will be decreased, thereby turning
to other regions to explore. The mathematical formula
for slime mould position updating is 8:

−→
S∗ =


rand .(ub− lb)+ lb, rand < z
−−−→
Sb(it)+

−→
vb.
(
W .
−−−→
SA(it)−

−−−→
SB(it)

)
, r < p

−→vc .
−−→
S(it), r ≥ p

(8)

where lb and ub denote the lower and upper boundaries
of the search respectively, it stands for iteration, and r
and rand stand for the random value of [0,1].

C. OPPOSITION-BASED LEARNING
Opposition-Based Learning (OBL) [18] is used to define the
opposite solution to the present solution, and it then compares
the value of the fitness function (fobj) to the present solution to
see if the opposite is better. The OBL assuming the opposite
value xi for the true value x ∈ [u, l] in N–dimensions, which
may be derived from Eq. (9). So OBL finds a solution and its
corresponding opposite solution simultaneously to approxi-
mate the global optima. In the ISMA, if the solution is xi, its
corresponding opposite solution can be defined as xi

xi = ui + li − xi, i = 1, 2, . . . ,N (9)

where ui and li are the minimum and the maximum values in
the i dimension of the search space of the current population,
respectively. Furthermore, the two solutions (x and x) are
compared during the optimization process, with the better of

these solutions being saved and the other being deleted by
comparing the fitness function. If f (x) ≤ f (x) (for minimiza-
tion), for example, x is saved; Otherwise, x is stored.

IV. THE PROPOSED ISMA-kNN APPROACH
In general, the SMA and metaheuristic optimization algo-
rithms shortcomings are dependent on the issue to be
solved which include slow convergence, being trapped in
sub-optimal regions, and an improper balance between
the exploration and exploitation phases, particularly in
high-dimension problems. To prevent the algorithm from get-
ting stuck into local minimal regions, the SMA is hybridized
with OBL based on the kNN classifier to optimize the clas-
sification and feature selection. In ISMA, the parameter Sbest
defines the best location that optimizes the parameters in
the selected feature set for all cross-validation folds. Fig. 1
is a flowchart of the proposed ISMA–kNN approach. The
three phases of the approach shown as: (1) Preprocessing,
(2) Feature selection and optimization, and (3) Classification.
Algorithm 2 presents the pseudocode of the ISMA–kNN
approach.

A. FITNESS FUNCTION
The fitness function (fobj) determines the FS subset and
assesses the quality of the obtained features. The target value
of the ISMA–kNN classification approach is computed as
shown in Eq. (10).

Fiti = α ∗ Erri + β ∗ di/D (10)

where α = 0.9 and β = 1 − α. The factor α balances the
classification error rate Erri and the number di of selected
features. In Eq. (10), D is the attribute size of the used data
set.

Before the fitness assessment process that selects a feature
subset, we require an intermediate phase called a binary
conversion. The FS process employs the kNN classifier as
an expert system. The error rate of the test set computed by
kNN is Erri (see Algorithm 1).

B. FEATURE SELECTION
We now present the execution of ISMA in FS. The three
phases of the proposed FS solution are outlined below:

• Initialization Phase
The SMA generates an initial population of N candidate
solutions, where each entity covers a range of features
to be chosen for assessment. This step critically affects
the convergence and quality of the optimal solution. The
population S0 is randomly generated by Eq.2, and the
fitness function (fobj) is computed by Eq. 10.

• Update Phase
Based on a fitness function, the quality of the solution is
evaluated for each new position. The current position is
then updated if the new position’s solution quality is bet-
ter than the current position’s solution quality. Eqs. (6)
and (8) are used to update the position of each search
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FIGURE 1. Flowchart of the proposed ISMA-kNN approach.

agent with opposite-based learning as shown in Eq. (9)
and adjust the updated search agent which goes beyond
the boundary in a given search space in Algorithm 2.
To improve the search process by exploring new regions
in quest of the optimal solution, increasing algorithm
diversity, avoiding local optima, and confirmingwhether
the new solution is better than the old one, the basic prin-
ciple of OBL is to consider a solution and its matching
opposite solution simultaneously. If a solution is xi in the
ISMA, the equivalent opposite solution is xi as shown in
Eq. (9). The steps are outlined in Fig. 1 and Algorithm 2,
which includes pseudocode.

The best solution is then determined by calculating the
fitness values of the new population. This process is
repeated until the maximum number of function evalua-
tions (i.e., the termination condition) is reached. In this
process, we can determine the consistency of the ISMA
approach.

• Classification phase
The ISMA process returns the best solution obtained in
the previous step. Only the features valued as equal to
one is in Sbest are retained from the original data. We use
a classification holdout strategy, in which the data set
is randomly divided into two sets, one for training
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Algorithm 2 Pseudocode of the Proposed ISMA–kNN
Approach

Inputs: Initialize random popsize using Eq. (2), maxit , ub,
lb, fobj, dim.
Outputs: BestAccuracy.
Initialize slime positions Sj (j=1,2,. . . ,n).
while it ≤ maxit do

Apply OBL on slime positions by Eq. (9).
Calculate OBL slime mould fitness.
Sort OBL slime mould fitness.
Update bF , Sb with OBL.
Select the best feature selection.
Call kNN classifier.
CalculateW using Eq. (6).
for each search portion do

Update p, vb, vc.
Update positions by Eq. (8).
Select the best feature selection.
Call kNN classifier.

end for
it=it+1.

end while
Return BestAccuracy.

and the other for testing. After reviewing the litera-
ture for a reasonable analogy, the number of classifiers
(k = 5) was selected [53]–[56]. As a result, high
classification accuracy equates to a high fitness value,
and fitness has been used to represent classification
accuracy. To achieve meaningful results, all experiments
were run 20 times with 2,000 FEs in each run.

• Termination phase
The maximum number of function evaluations of the
proposed algorithm are performed until the halting cri-
teria are satisfied. The best viable option is then discov-
ered. Algorithm 2 explains each step in detail.

C. COMPUTATIONAL COMPLEXITY
For initialization apply OBL on slime positions, the computa-
tion complexity is O(I), sorting is O(I+ I log I), the location
update is O(I x dim), and weight update is O(I x dim). Conse-
quently, the complete complexity of ISMA isO(I * (1+FEs *
I * (2 + log I + 2 * dim))) where I stands for the instance
number, dim stands for function dimension, and FEs is the
maximum number of function evaluations [26].

V. EXPERIMENTAL EVALUATION AND DISCUSSION
The performance of the proposed ISMA–kNN classification
approach was experimentally evaluated on nine data sets
extracted from University of California, Irvine (UCI) [57]
machine learning repository. All state-of-the-art constrained
optimization algorithms were executed in the same program-
ming language (for machine specification, as in Table 2).
Note that the device specifications influence only the speed

TABLE 2. Details of the hardware system employed in the comparison
experiments.

of the calculations and not the accuracy of the method.
Hardware specifics will clarify the computational times of
different methods if the elapsed time is important.

A. ALGORITHM CONFIGURATIONS AND DATASETS
Table 5 defines nine benchmark disease data sets extracted
from the UCI repository [57] employed in the present exper-
iments. Listed are the total numbers of features and patients,
data categories, and feature types. The feasibility of the pro-
posed ISMA–kNN approach can be extensively validated in
these problems, as they cover a wide range of feature and
instance numbers.

Table 3 lists the parameter sets employed in using
state-of-the-art constrained optimization algorithms. The
selected parameters have been widely used by various
researchers [58], [59]. As mentioned in [60], the default
parameter values are a fair parametrization. Moreover,
employing default values, reduce comparison bias risks as
no algorithm could be advantaged with a better parametriza-
tion. Our experiments are described in Table 4. Note that
the ISMA, TSA, MPA, ChOA, MFO, WOA, SCA, and the
original SMA algorithm must be replicated sufficiently to
find all potential high-quality solutions. For this purpose,
we performed the 20 runs, setting the maximum number of
function evaluations (FEs) to 2,000 in each run to ensure a
fair benchmarking comparison. Qualitative and quantitative
metrics measure algorithm performance are introduced in
Subsection V-B.

B. PERFORMANCE MEASURES OF THE ISMA-kNN
APPROACH
To determine the best SI algorithm, we executed each algo-
rithm 20 times as mentioned above (i.e., M = 20) under the
same conditions. In the performance evaluation, the terms
‘‘Patient’’ and ‘‘Healthy’’ represented disease-positive and
disease-negative, false-positive (FP) and true-positive (TP)
denoted the numbers of cases incorrectly and correctly rec-
ognized as patients, respectively, and true-negative (TN )
and false-negative (FN ) denoted the numbers of cases cor-
rectly and incorrectly recognized as healthy, respectively.
The assessment metrics of the ISMA–kNN approach were
computed as follows:
• Mean accuracy (µACC )
This metric assesses the model’s ability to distinguish
patients from healthy cases. To estimate the accuracy,
we must determine the proportions of TP and TN cases
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among all measured cases as shown in Eq. (11)

Accuracy =
TP+ TN

(TP+ TN + FP+ FN )
(11)

The accuracy metric reflects the rate of proper data
classification. Therefore, µAcc is calculated as shown in
Eq. (12):

µACC =
1
M

M∑
j=1

ACC j
∗ (12)

whereM is the number of runs and ACC j
∗ is the accuracy

in the jth run.
• Mean best fitness (µFitness)
The fitness metric, which assesses the efficiency of the
algorithm, relates the minimization of the classification
error rate to a reduction of the FS ratio (Eq. (10)). The
lower value represents the best one as shown in Eq. (13):

µFitness =
1
M

M∑
j=1

Fitnessj∗ (13)

where M is the number of runs and Fitnessj∗ is the best
fitness value in the jth run.

• Mean Feature Selection ratio (µFS )
This metric defines the average size of FS and is
expressed as shown in Eq. (14):

µFS =
1
M

M∑
j=1

f j∗ (14)

To determine the overall feature selection ratio, we com-
puted the ratio of the feature selection size f∗ to the total
size of the features F in the original data set as shown in
Eq. (15):

OverallFS =
1
M

M∑
j=1

f j∗
F

(15)

whereM is the number of runs, f j∗ is the feature selection
size in the jth run.

• Mean Sensitivity (µSE )
The sensitivity (or recall) is a statistical measure of
binary classification performance. It defines the per-
centage of identifying positive cases within the positive
population of disease diagnose as shown in Eq. (16):

Sensitivity =
TP

(TP+ FN )
(16)

The sensitivity reflects the true positive rate. The µSE
metric is computed as shown in Eq. (17):

µSE =
1
M

M∑
j=1

SE j∗ (17)

whereM is the number of runs and SE j∗ is the sensitivity
value in the jth run.

• Mean Specificity (µSP)
The specificity measures the percentage of identifying
negatives among the negative population of medical
diagnoses as shown in Eq. (18):

Specificity =
TN

(TN + FP)
(18)

The specificity metric reflects the true negative rate.µSP
is then computed as shown in Eq. (19):

µSP =
1
M

M∑
j=1

SPj∗ (19)

whereM is the number of runs and SPj∗ is the specificity
value in the jth run.

• Mean Precision (µPPV )
The precision or positive predictive value (PPV) defines
the proportion of true positives among all individuals
that are expected to test positive in the model’s medical
diagnoses. It is computed as shown in Eq. (20):

Precision =
TP

(TP+ FP)
(20)

Precision represents the accuracy of the predicted posi-
tive outcome. Therefore, the µPPV metric is calculated
as shown in Eq. (21):

µPPV =
1
M

M∑
j=1

PPV j
∗ (21)

whereM is the number of runs and PPV j
∗ is the precision

value in the jth run.
• Mean F-score (µF1)
F-score or F-measure (F1) is the harmonic mean of
precision Eq. (20) and sensitivity Eq. (16) as shown in
Eq. (22):

F-score = 2 ∗
( Precision ∗ Sensitivity
Precision+ Sensitivity

)
(22)

F-score reflects the accuracy of the model. The µF1
metric is calculated as shown in Eq. (23):

µF1 =
1
M

M∑
j=1

F1j∗ (23)

where M is the number of runs and F1j∗ is the F-score
value in the jth run.

• Mean G-mean (µG)
The G-mean calculates the balance between the results
of the majority and minority groups in the classifica-
tion. A lower G-mean indicates the poor performance of
the positive-case classification, even when the negative
cases are correctly categorized, as shown in Eq. (24):

G-Mean =
√
Sensitivity ∗ Precision (24)
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TABLE 3. Parameter settings of the algorithms.

TABLE 4. Details of the experimental runs.

A good G-mean measure avoids overfitting of the nega-
tive class and under-fitting of the positive class. The µG
metric is calculated as shown in Eq. (25):

µG =
1
M

M∑
j=1

Gj∗ (25)

where M is the number of runs and Gj∗ is the G-Mean
value in the jth run.

• Standard deviation (σ )
The Standard deviation (STD) determines the variations
among the outputs of all used algorithms over the var-
ious executions. It is calculated as shown in Eq. (26).
Note that σx was computed for all measures: Accu-
racy, best fitness, time-consuming, sensitivity, speci-
ficity, precision, F-score, G-mean, and feature selection
ratio.

σx =

√√√√√ 1
M

M∑
j=1

(S j∗ − µx)2 (26)

• Mean Time-consumption (µTime)
The average consumption time (in seconds) of each SI
algorithm was estimated as shown in Eq. (27):

µTime =
1
M

M∑
j=1

Timej∗ (27)

where M is the number of runs and Timej∗ is the
time-consuming value in the jth run.

• Function Evaluations (FEs)
Function Evaluations (FEs) are the most relevant criteria
for comparison. To ensure that all algorithms sample
the search space an equal number of times, the max-
imum number of FEs is considered a fair measure to
compare algorithms. Once the FEs has been executed,
the evaluation number should increase to make sure that
all algorithms sample the search space an equal number
of times. FEs calculated as shown in Eq. (28).

FEs = Maxit ∗ N (28)

whereMaxit is the maximum iteration number and N is
the number of search agents.

C. COMPARATIVE ANALYSIS OF ISMA-kNN AND OTHER SI
ALGORITHMS
The subsection performs a comparative analysis of
ISMA–kNN (k = 5) and the other SI algorithms (TSA,
MPA, ChOA, MFO, WOA, SCA, and the original SMA; see
Table 3) based on the kNN classifier on the nine disease data
sets shown in Table 5. The population size and the maximum
number of FEs for all algorithms evaluated are 20 and 2,000,
respectively. Furthermore, each algorithm executes 20 runs
for each function, with the results based on the average of
these runs. The comparison assessment was based on the
metrics described in the previous subsection V-B.

• Best-fitness evaluation
Table 6 compares the best fitness results of the compet-
ing SI algorithms and their STDs. In all nine databases,
the ISMA–kNN approach achieved lower fitness values
than the other algorithms with competitive STDs. The
second-best optimizer (MPA) achieved lower fitness val-
ues with competitive means. The ISMA–kNN approach
converged most rapidly on all data sets (see Fig.2).

• Accuracy (ACC) evaluation
Table 7 compares the accuracy performances of
ISMA–kNN and the other SI algorithms based on
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TABLE 5. Descriptions of the disease data sets used in classification.

the kNN classifier under the same conditions. The
ISMA–kNN approach outperforms the other algorithms
on seven out of nine data sets. The MPA achieved
the best results only on the Breast Cancer Wisconsin
data set and SCA on the SPECTF data set. The
ISMA–kNN approach achieved excellent classification
accuracy 99.5% on Hepatitis, accuracies ranging from
97.1% to 97.2% on the Parkinson’s and Breast Cancer
Wisconsin data sets, and accuracies ranging from 90.4%
to 90.6% on Statlog (Heart) and Leukemia2 data sets.
The ISMA–kNN approach achieved the highest overall
accuracy (89.33%), followed by MPA with 87.90%.
From Fig.3 we observe that the ISMA–kNN approach
yielded the highest boxplots for all data sets except
Breast Cancer Wisconsin and SPECTF data sets.

• Feature selection evaluation
Table 8 compares the average number of feature
selections in the ISMA–kNN approach and the other
SI algorithms based on the kNN classifier on the same
UCI disease data sets. In terms of the average num-
ber of selected features, the proposed approach outper-
formed the other optimizers on four out of the nine data
sets. Meanwhile, the TSA achieved the best results on
the Statlog (Heart), Breast Cancer Wisconsin, and the
Parkinson’s data sets, and MPA on Hepatitis and Lung
Cancer data sets. Meanwhile, the highest overall FS
ratio was 46.90% in the ISMA–kNN approach, versus
47.14% in the second-best optimizer (MPA).

• Sensitivity (SE) evaluation
Table 9 compares the sensitivity (SE) results of the
ISMA–kNN approach and the other algorithms under
the same conditions. ISMA–kNN achieved the best
results in eight out of nine data sets; whereas MPA
obtained the best results only on the Lung Cancer data
set. Note that ISMA–kNN, MPA, and MFO achieved
the same results on the Hepatitis data set with a clas-
sification rate was 100%. Nevertheless, the ISMA–kNN
approach achieved the most superior output, as its clas-
sification rate was 100% on the Hepatitis and Breast
Cancer Wisconsin data sets (Table 9). ISMA–kNN also

achieves the highest overall sensitivity (93.25%) versus
92.47% in the second-best optimizer (SCA).

• Specificity (SP) evaluation
Table 10 compares the specificity (SP) results of
ISMA–kNN and the other algorithms under the same
conditions. The ISMA–kNN approach outperformed
the other algorithms on all data sets. Note that MPA,
and MFO provided the same results as ISMA–kNN
on the Hepatitis data set. The ISMA–kNN achieved
the highest overall specificity (86.26%; see Table 10),
whereas the second-best optimizer (MPA) achieved only
85.31% overall specificity. It should be remembered that
Table 10 and the subsequent tables were acquired after
2,000 maximum number of function evaluations (FEs)
in each of the 20 runs of each algorithm.

• Precision (PPV) evaluation
Table 11 compares the precision results of ISMA–kNN
and the other algorithms executed under the same con-
ditions. The ISMA–kNN achieved the top results in
eight out of the nine data sets; the ChOA obtained
superior results on the Parkinson’s data set. Note that
ISMA–kNN provides the same results as the MPA
and MFO on the Hepatitis data set. As evidenced
in Table 11, the overall precision was highest in
ISMA-kNN (87.83%), followed by the MPA optimizer
(86.78%).

• F-score (F1) evaluation
Table 12 compares the F-scores (F-measures) of the
ISMA–kNN approach and the other algorithms evalu-
ated under the same conditions. ISMA–kNN achieved
the best results in eight out of the nine data sets but was
outperformed by ChOA on the Lung Cancer data set.
The ISMA–kNN approach provides the same results as
MPA and MFO on the Hepatitis data set. ISMA–kNN
obtained the highest overall F-score (79.12%; see
Table 12), versus 78.01% in the second-best optimizer
(ChOA).

• G-Mean evaluation
Table 13 compares the G-mean results of the
ISMA–kNN approach and the other algorithms
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TABLE 6. Best-fitness values of improved slime mould algorithm (ISMA) and other algorithms based on k-nearest neighbor (kNN) classifier.

FIGURE 2. Convergence curves of improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN)
classifier.

evaluated under the same conditions. The ISMA-kNN
achieved the best results in eight of the nine data sets;
MPA outperformed the other algorithms on the Bupa
data set. The ISMA–kNN provides the same results as
MPA and MFO on the Hepatitis data set and the same
results as MPA on the Base Brain T91 data set. Mean-
while, the overall G-mean was highest in ISMA-kNN
(80.67%; see Table 13), followed by ChOA (80.05%).

• Time-consumption evaluation
Table 14 compares the mean computational times,
results of the ISMA–kNN approach and the other SI

algorithms based on the kNN classifier. The proposed
ISMA–kNN consumed the lowest computational time
on three out of nine data sets; whereas TSA achieved
superior results on the Hepatitis, Statlog (Heart), Breast
Cancer Wisconsin, and Parkinson’s data sets, and ChOA
obtained superior results only on the Lung Cancer data
set. The MPA achieved the best results only on the
Leukemia2 data set. It is obvious that ISMA faster than
SMA because of integrating OBL in the SMA explo-
ration phase, as well as improving SMA exploitation
strategy with the assistance of extra dynamic solutions
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TABLE 7. Accuracy comparisons of improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

TABLE 8. Number of feature selections (FSs) in improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN)
classifier.

TABLE 9. Sensitivity comparisons of improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

TABLE 10. Specificity comparisons of improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

TABLE 11. Precision comparisons of improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

to avoid stagnancy issues, using the hybridization tech-
nique ISMA. The TSA was the fastest optimizer, with
an overall consumption time of 14.33 seconds, followed
by ISMA (14.50 seconds).

D. CONVERGENCE ANALYSIS
This paper evaluated different disease data sets by the
proposed ISMA–kNN approach. The best fitness results

of the optimization algorithms as well as their means are
compared in Table 6. Through these analyses, we can
obtain the convergence curves of ISMA-kNN and esti-
mate the algorithm’s convergence potential based on the
kNN classifier. Fig. 2 compares the convergence curves
of the ISMA, TSA, MPA, ChOA, MFO, WOA, SCA,
and the original SMA based on the kNN classifier under
the same conditions (population size, maximum number
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FIGURE 3. Boxplots of slime mould algorithm (SMA) and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

TABLE 12. F-score comparisons of improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

of function evaluations (FEs), and runs). As shown in
the figure, the ISMA–kNN approach rapidly converged
on all data sets. Observing the convergence behavior
of ISMA–kNN, we find that the optimal fitness values
exactly corresponded to the optimal accuracies. Fig. 2
presents the convergence curves of the proposed ISMA
approach based on the kNN classifier and for the nine
disease data sets with different feature sizes. The pro-
posed algorithm reached a stable point for most of the
data sets, which implies that the algorithm converged.
In comparison with other algorithms, the proposed algo-
rithm reached the lowest average of the best solutions

thus far, higher for all disease data sets than the original
SMA.On the disease data sets, the ISMA-kNN approach
converged the fastest (see Fig. 2). Rapid convergence to
the (near-) optimal solution was observed, which makes
the proposed ISMA-kNN approach a promising opti-
mization algorithm to solve problems that require rapid
computation.

E. DISCUSSION
The purpose of this research is to provide an efficient search
technique for the feature selection problem in low and
high-dimensional data sets. The study advocated integrating
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TABLE 13. G-mean comparisons of improved slime mould algorithm (ISMA) and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

TABLE 14. Time-consuming of ISMA and other SI algorithms based on the k-nearest neighbor (kNN) classifier.

OBL in the SMA exploration phase, as well as improv-
ing the SMA exploitation strategy with the assistance of
extra dynamic solutions to avoid stagnancy issues, using the
hybridization technique ISMA. The experimental analysis
and comparative study performed in the previous section,
using numerical optimization and feature selection issues,
indicate that the proposed methodology has been proven to
be effective.

The proposed ISMA algorithm, being an optimization
method, presents certain advantages:
• ISMA can perform an efficient search of optimization
landscapes with varying levels of difficulty and com-
plexity. Table 6 shows how ISMA delivers optimiza-
tion solutions with better fitness values than original
and other population-based optimization approaches.
The proposed hybridization also proves to enhance the
convergence ability of the algorithm, see Fig. 2. How-
ever, as shown in Table 6, the proposed approach could
be enhanced further to outperform state-of-the-art con-
strained optimization algorithms.

• ISMA has lower computational complexity than the
original SMA and can yieldmore efficient solutions than
SMA and other related optimization methods, as shown
in Table 14.

• The data sets used for this study provide enough testing
environment for an optimization technique, with fea-
ture sizes ranging from 7 to more than 11226 features.
Table 8 shows that ISMA reduced feature size by up to
46.24% on average across all data sets, which is better
than the original and other approaches utilized in this
study.

• In terms of accuracy, ISMA-kNN approach achieve an
average accuracy up to 89.33% across all classification
data sets, as shown in Table 7 and Fig. 3.

• The performance evaluation metrics generated by
ISMA are statistically significantly different from those
generated by the original and other state-of-the-art
constrained optimization algorithms (see Table 9 for
sensitivity evaluation metrics, Table 10 for specificity
evaluation metrics, Table 11 for precision evalua-
tion metrics, Table 12 for F-score evaluation metrics,
Table 13 for G-mean evaluation metrics, and Table 14
for time-consuming evaluation).

• OBL is utilized to avoid premature convergence as well
as to improve global exploratory abilities.

• ISMA’s design is straightforward, therefore any poten-
tial to improve the method is simple to implement.

In addition to its advantages, the proposed ISMA has some
limitations, which are detailed below:
• ISMA’s selected features may change each time it is per-
formed because it is a randomization-based optimization
technique. As a result, there is no guarantee that the
features subset selected in one run will be found in
another, potentially leading to user confusion.

• Because of its simplicity and low computing cost,
this work used kNN as a learning algorithm in a
wrapper-based feature selection strategy. However, kNN
has certain limitations, such as being a slow learner and
being vulnerable to noisy data.

VI. CONCLUSION AND FUTURE WORK
This paper proposed an efficient classification approach that
combined the Opposition-Based learning (OBL) and the
slime mould algorithm (SMA) based on k-nearest neigh-
bor (kNN) called ISMA–kNN for reducing the feature selec-
tion (FS) and classification purpose. The proposed algorithm
ISMA aims to overcome the drawbacks of the original SMA,
which are getting trapped into local minimum regions and

VOLUME 9, 2021 113679



Y. M. Wazery et al.: Efficient SMA Combined With KNN for Medical Classification Tasks

suffering from an inadequate balance between exploitation
and exploration, particularly when solving high-dimension
problems. The performances of ISMA–kNN and various
existing swarm intelligence (SI) algorithms based on the kNN
classifier were quantified by various assessment metrics on
nine disease data sets with medium and high dimensionality
features. The proposed ISMA–kNN approach generally out-
performed the well-known state-of-the-art constrained opti-
mization algorithms such as TSA,MPA, ChOA,MFO,WOA,
SCA, and the original SMA algorithm based on the kNN clas-
sifier. On most of the data sets, the ISMA–kNN classification
approach has been achieved the lowest number of feature
selection with the highest classification accuracy within a
reasonable period.

In future work, the ISMA algorithm can be proposed as a
filter FS method with other classifiers such as support vector
machines (SVM), neural networks, and logistic regression.
These studies would assess the generality of the selected
features and the classification accuracy in different scenarios.
In addition, promisingly, the proposed ISMA–kNN approach
can be viewed as an efficient and effective strategy for more
complex optimization scenarios and the intelligent optimiza-
tion field’s theoretical work as well.
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