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ABSTRACT Many applications such as Industrial Internet of Things (IloT), tactile Internet, and 5G/6G
mobile require Ultra-Low Latency (ULL) in data transmission. The end-to-end latency is required to be
on the order of sub-millisecond in these applications. The IEEE 802.1 Time Sensitive Networking (TSN)
standards have been developed to provide ULL networking. The IEEE 802.1Qbv Time-Aware Shaper (TAS),
which is a typical flow control mechanism of TSN, is a traffic shaper to provide deterministic end-to-end
ULL transmission for express traffic. The Gate Control List (GCL) of all TAS enabled nodes must be
configured in a coordinated manner to ensure ULL. However, existing configuration schemes cannot be
employed in highly dynamic conditions where the distribution of time-sensitive streams frequently changes.
It will be a significant problem to deal with such dynamic conditions in the future. Therefore, this paper
proposes a real-time adaptive gate scheduling scheme for TAS. The scheduling problem is formulated as a
boolean satisfiability problem (SAT), and the employment of an FPGA-based solver is proposed to achieve
runtime fast computation. The proposed scheme enables real-time reconfiguration for high flexibility and
high bandwidth utilization to deal with the dynamics of network conditions. The feasibility of the proposed
scheme is confirmed with computer simulations.

INDEX TERMS Packet switching, quality of service, time division multiplexing, runtime, Internet of Things.

I. INTRODUCTION

Many current and future network applications require
Ultra-Low Latency (ULL) [1]. Representative examples
of such applications are Industrial Internet of Things
(IIoT) [2]-[4] and tactile Internet [S5], [6], where the end-
to-end latency is required to be on the order of sub-
millisecond. Another typical application is 5G mobile
fronthaul, the latency requirements of which are strictly
defined depending on the type of functionality split sup-
ported, e.g. 100 us [7] and 250 ws [8]. Further reduced
latency will be required In the era of 6G.

In recent years, the IEEE 802.1 Time Sensitive Network-
ing (TSN) standards have been studied to provide ULL
networking in link layer (layer-2). Also, the IETF Determin-
istic Networking (DetNet) standards have been discussed for
providing ULL networking in network layer (layer-3). TSN
standardization consists of various technologies including
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flow synchronization, flow management, flow control, and
flow integrity [1]. Although TSN has mainly focused on
industrial or in-vehicle networks, the application of TSN
technologies has been expanding in accordance with the
growing demand of ULL data transmission. For instance,
the IEEE 802.1CM TSN for fronthaul was standardized to
guarantee ULL data transmission of fronthaul streams in
bridged networks [9].

The IEEE 802.1Qbv Time-Aware Shaper (TAS) [10] is
a typical flow control mechanism of TSN. TAS is a traf-
fic shaper which is usually employed along with the IEEE
802.1Qbu frame preemption [11] to provide deterministic
end-to-end ULL transmission for express traffic. TAS follows
the Time-Division Multiplexing (TDM) paradigm using the
Gate Control List (GCL) to prevent lower priority traffic
from interfering with the transmission of high priority traffic.
All TAS enabled nodes must be synchronized in time and
their gate time schedule in GCL must be configured in a
coordinated manner. However, existing GCL configuration
schemes cannot be employed in highly dynamic conditions
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where the distribution of time-sensitive streams frequently
changes. It will be a significant problem to deal with such
dynamic conditions in the future.

Therefore, this paper proposes a real-time adaptive gate
scheduling scheme for TAS. The scheduling problem is
formulated as a boolean satisfiability problem (SAT), and
the employment of an FPGA-based SAT solver is proposed
to achieve runtime fast computation. The proposed scheme
enables real-time reconfiguration for high flexibility and high
bandwidth utilization to deal with the dynamics of network
conditions. The rest of the paper is organized as follows.
The related work and the mechanism of TAS is described
in section II. Section III introduces the proposed concept.
The computational speed of the implemented SAT solver is
evaluated in IV. Then, the results of traffic simulations are
described in section V. Finally, the conclusion is provided in
section VI.

Il. RELATED WORK

A. TIME-AWARE SHAPER

This section briefly explains the mechanism of TAS. An
example architecture of a TAS enabled node is depicted
in Fig. 1. To utilize TAS, it is required for all nodes from
sender to receiver to be synchronized in time with the
802.1AS time reference. In this example, there are eight
packet queues that correspond with traffic classes. Queue 0O is
used for control packets, and express traffic that requires end-
to-end ULL transmission is enqueued into Queue 1, whichis a
general configuration. TAS employs a gate driver mechanism
which opens/closes according to a preset time schedule. The
packet transmission from each queue is controlled by the
GCL that determine which queues are open during each time
period. An example GCL is shown in Fig. 2. The GCL contain
multiple gate control entries (GCEs), where 1/0 is set for
open/close for each queue, respectively. In time interval TO,
the gates for Queues 2—7 are open. Then, in time interval T1,
the gate for Queue 1 is open, and so on. The GCL is executed
in periodically repeating cycle times.

— \
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FIGURE 1. Architecture of TAS enabled node.

{

L _J

Bulyoyumsg

19|npayos

{

L _J

B. FRAME PREEMPTION
TAS is usually employed along with the frame pre-
emption [11], [12], which is briefly introduced here.
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TO 0 0 1 1 1 1 1 1
T1 0 1 0 0 0 0 0 0
T2 1 0 0 0 0 0 0 0
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T5 0 0 1 1 1 1 1 1
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FIGURE 2. Gate control list.
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FIGURE 3. Frame preemption.

The mechanism of the frame preemption is depicted in Fig. 3.
The frame preemption enables express frames to interrupt
transmission of non-express, i.e., preemptable frames. The
preempted frame is re-assembled in the next bridge. The
frame preemption also contributes to minimize the guard
band, which is configured the end of the time intervals for
non-express streams as shown in Fig. 3. The guard band is
reduced to be 127 = 64 + 63 byte, which is the sum of
the minimum frame size and the maximum remaining frame
length that cannot be preempted. As a consequence, this
mechanism minimizes the wasted non-express bandwidth.
Note that although non-express traffic is expected to be
best-effort in many cases, it is not mandatory.

C. TAS RELATED RESEARCH

There have been research efforts for utilizing and improving
TAS. Here we briefly introduce them. A formal timing analy-
sis of TAS was presented in [13] to derive worst-case latency
bounds. The results showed that TAS can provide ULL trans-
mission when all shapers are synchronized, whereas it suffers
from long blocking times if this condition is not guaranteed.
Also, the performance of Ethernet-based fronthaul networks
with TAS was evaluated through computer simulations using
an Opnet model [14]. A gate shrunk (GS-)TAS was pro-
posed in [15], where a GS-frame is added at the end of high
priority streams. When a TAS bridge receives a GS-frame,
it immediately closes the corresponding gate and opens the
gates for other class traffic to improve the link utilization.
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FIGURE 4. Concept of proposed scheme.

This scheme is effective as regards dynamic reconfiguration
of time windows based on the real-time fluctuations in the
amount of traffic. To decrease the configuration overhead of
TSN, an ontology-based plug-and-play approach was pre-
sented for in-vehicle networks [16]. This work proposed a
plug-and-play framework that utilizes existing protocols such
as dynamic host configuration protocol and link layer discov-
ery protocol (LLDP).

It was pointed out that TAS has high configuration
complexity and the runtime reconfiguration is an impor-
tant research topic [1]. As regards runtime reconfiguration,
an adaptive TAS algorithm was proposed in [17] which
includes an adaptive bandwidth sharing (ABS) and an adap-
tive slotted window (ASW) mechanisms. The ABS provides
transmission opportunity to other queues if the scheduled
queue is empty. The ASW shifts the express to non-express
gating ratio according to network statistics. A heuristic algo-
rithm was proposed in [18] to determine the GCL at runtime
such that the delay requirements are satisfied and the queue
usage is minimized to accommodate non-express flows. As
regards configuration protocols, the use of IEEE 802.1Qcc
stream reservation protocol was investigated in [19] to con-
figure TAS enabled switches. However, existing schemes
cannot be employed in highly dynamic conditions because
they are based on network statistics. When the distribution
of time-sensitive streams frequently changes, statistics-based
approach causes packet loss and increase in latency.
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Therefore, in this paper we propose a real-time reconfigura-
tion scheme for such conditions.

Ill. PROPOSED SCHEME

A. CONCEPT

This paper proposes a real-time adaptive gate scheduling
scheme for TAS. The concept of proposed scheme is depicted
in Fig. 4. Time-sensitive streams are sent from active devices
and forwarded via TAS enabled nodes. The devices can be
robots, drones, and sensors in IIoT, and radio units in mobile
networks. This paper assumes high dynamicity for these
devices including changes of positions and activation states.
They are activated/deactivated according to the situation for
efficient resource consumption including energy.

With the proposed scheme, following the state transition,
the TAS gates are instantly reserved for activated streams for
ULL transmission. At the same time, the gate reservations
for deactivated streams are immediately cancelled for effi-
cient use of link bandwidth. The route optimization and gate
scheduling are formulated as a SAT, and an FPGA-based SAT
solver is employed for the fast computation to deal with the
dynamics of network conditions. The proposed algorithm is
executed by an edge server based on the reported states of
devices.

The advantages of the proposed scheme are high flexibil-
ity and high bandwidth utilization. It can address the gate
time setting problem which has been a significant issue for
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employing TAS by real-time reconfiguration to satisfy the
delay requirements. Also, it can efficiently forward other ser-
vice class traffic by cancelling unnecessary gate reservations
to improve bandwidth utilization.

B. PROBLEM DEFINITION

This section describes the problem definition for the proposed
scheme.

1) ASSUMPTIONS

The time-synchronization and scheduled traffic are general
and fundamental assumptions for TSN. The most of TSN
standards only work among time-synchronized nodes using
the 802.1AS protocol. The queue isolation of express and
non-express traffic is also general and fundamental assump-
tions for TSN. Note that the proposed scheme assumes only
class based queuing, not flow isolation such as per-flow
queuing. Also, the existing TSN standards and protocols have
focused on only wired networks so that this paper assumes
wired TSN. In summary, this paper makes very weak and gen-
eral assumptions for TSN systems. The only specific assump-
tion of this paper is dynamics of the traffic distribution; the
GCL must be updated in accordance with the change of flow
distribution. Based on these general assumptions, there is no
doubt that the TAS nodes receive and transmit deterministic
traffic. The runtime reconfiguration of the proposed approach
enables low-latency packet transmission even if the traffic
distribution changes.

2) OBIJECTIVE

As a premise for employing TAS, it is assumed that
time-sensitive streams have periodicity; the future data trans-
mission time can be forecasted and scheduled in TAS enabled
nodes. The maximum burst size and the delay requirements of
transferred data are predetermined by the application, which
are also reasonable assumptions for employing TAS. The
length of a time interval is denoted as T, and defined as

B
Tslot = Z +o (1)

where B denotes the maximum burst size and L denotes the
link speed. o is a small fixed variable defined to absorb the
signal processing and propagation delay between nodes.

The goal of the reconfiguration is to determine the for-
warding paths of time-sensitive streams satisfying the delay
requirement even in the worst case, i.e., the maximum size of
burst data are sent from all devices. Since TAS is employed
based on time-synchronization between nodes, the hop-
by-hop data transmission is executed with synchronized gates
of TAS enabled nodes, which can be defined as time slots.
Thus, the objective of the defined SAT problem is whether
all the time-sensitive streams reach their destination nodes
within available time slots. A stream experiences queuing
delay during a time slot if multiple streams reach the same
node at the same time. The number of time slots is determined
by the delay requirements and the slot size Tj,; defined in (1).
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3) VARIABLES
Let N ={1,2,...,i,j,...N} denote the set of nodes includ-
ing TAS enabled nodes and gateways, where i and j are the
node identifiers. The set of links between nodes in N are
described as £. A directed graph G = (N, £) is defined with
these variables. The connectivity between ith node and jth
node is represented using a binary variable /; j; if ith node and
Jthnode is connected /; ; = 1, otherwise /;; = 0.

Let ¢t denote the identifier of the time slots. The
set of time-sensitive streams is defined as F =
{1,2,...,f,8,...,F}. The source node of fth stream is
described as s¢. Also, the departure time of fth stream is
denoted as &¢. The set of destination gateways is denoted as
D =1{1,2,...,d,...,D}, where D C N. Since gateways
are destination nodes for the time-sensitive streams, received
data are not forwarded from a gateway to other node, which
isdefinedasly; =0 Vd,i.

The number of available time slots is denoted as 7', which
represents the delay requirements. When a stream must be
forwarded within 7};,,,;;, T is described as
_ Tiimir

Tsior

T @
C. SAT FORMULATION
A literal xf ; ; represents that fth stream is at ith node at rth
time slot. Note that the activation states of fth stream can be
described with x¢ ; ;. That is, the optimum configurations for
different network conditions can be found with a single SAT
problem.

The constraints of the proposed SAT problem are formu-
lated as the following. A stream is at either one of the nodes
at each time slot:

Xl Vo Vo Ve N VLt 3)
A stream cannot be at multiple nodes at the same time:
Vf.ti.j “

A stream can be forwarded from ith node to jth node only
if li’ Jj= 1:

Xf i VT

—xr iV oxp ey VLt G jstlij=0 5)

The source node of fth stream is s7:

xf,[,_;?/- Vf, ts.t.t E Sf (6)

If fth stream is deactivated, the source node is setas sy = d
not to configure the gates for this stream. A flow has reached
either one of gateways within the available time slots:

Xfo4T, 0 VY X841, 2 NV Xf 4T, d Vo VX sy (7)

Only one stream can be forwarded by a link at the same
time slot:

va g,l,i,j (8)

These constraints are all conjuncted to construct a single
function as a Conjunctive Normal Form (CNF).

T Y T 1Y T e i Y T 1
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FIGURE 5. Literal expressions.

Fig. 5 shows an example literal expressions. There are three
TAS enabled nodes and one gateway. Two time-sensitive
streams are forwarded to the gateway. At ¢+ = 1, the data of
1st flow is at 1st node and the data of 2nd flow is at 3rd node,
and thus the literals x 1,1 and x2 1 3 are true. At ¢ = 2, they
are forwarded to 2nd node; x; 2 2 and x3 » 7 are true. At ¢ = 3,
the data of 2nd flow is forwarded to 4th node and the data of
Ist node is queued; x1 3,2 and x3 3 4 are true. Finally at t = 4,
the data of 1st node is forwarded to 4th node; x1 4 4 and x2 4 4
are true.

D. IMPLEMENTATION

1) SAT SOLVER

The SAT defined in the previous section was formulated
in a form of k-SAT for simplicity, where k is an arbitrary
integer that represents the maximum number of literals in
each clause. The defined problem was converted to 3-SAT
for solving it, because most SAT solvers employ 3-SAT based
algorithms [20]. 3-SAT is a SAT with at most three literals in
each clause. The detailed explanation for the reduction from
k-SAT to 3-SAT is provided in [21]. In addition, the variables
to be defined was limited based on the problem condition
to effectively reduce the design space to be explored. It is
sufficient to define only xf,; where t is 0...T and i rep-
resents the nodes within the T hops from sy because of the
reachability from the source node. We implemented a SAT
algorithm [22] on an FPGA Zynq board [23]. The runtime
to find a solution was evaluated with the implemented SAT
solver. Each problem was represented in a 3-SAT CNF and
fed to the implemented SAT solver as input, and the schedul-
ing results were produced if the SAT was satisfiable.

2) GCL CONFIGURATION

The protocol used for GCL configuration is determined
by the device specifications. This is because the con-
figuration protocols are out of scope and undefined by
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the standards. There are many ways for GCL configuration;
NETCONF/YANG and classic protocols such as Telnet and
SSH can be employed. Some devices store config-files in
certain directories to load the configuration; GCL is recon-
figured by updating the config-files. Note that the proposed
scheme can be employed irrespective of these specifications.
The edge server reconfigures GCL of each node based on the
computed schedule via the corresponding protocols.

The frequency of state transitions depends on the applica-
tion. Since the transmission of express frames is predictable,
which is a general assumption for employing TAS, it is rea-
sonable to start the transitional period during the off-period.
If it is difficult considering the speed of configuration, it is
better to set the GCL for express traffic as open during the
transitional period. The speed of configuration depends on the
device performance. This parameter affects the system scal-
ability to ensure runtime reconfiguration; a low-performance
device can accommodate small number of streams.
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IV. SAT SIMULATION

The feasibility of the proposed scheme was evaluated with
computer simulations. First, this section introduces the com-
putational speed of the implemented SAT solver.

A. SIMULATION CONDITION

Here we explain the simulation conditions. The performance
of the proposed scheme was measured in randomly generated
networks with different number of nodes, flows, and the
available time slots 7. Each TAS enabled node was connected
with randomly selected other three nodes. The source nodes
of time-sensitive streams were uniformly connected to TAS
enabled nodes. It was assumed that they periodically send
burst data to a gateway node. An example topology is shown
in Fig. 6, where there are five TAS enabled nodes, one gate-
way, and 10 source nodes. When the network topology was
determined, the forwarding paths of time-sensitive streams
and gate scheduling was computed with the proposed scheme.
The computation was executed for 20 iterations with different
random initial variables. Also, the scalability was evaluated
with different number of nodes, flows, and 7.

B. SIMULATION RESULTS
First, we introduce the simulation results for a case of six
streams, five nodes, and six time slots. The numbers of

2000 6000 2000

variables and clauses were 212 and 478. The minimum,
maximum, and average numbers of iterations were 31, 219,
and 106, respectively. The clock frequency of the imple-
mented FPGA SAT solver was 146.6 MHz. Since the SAT
solver takes two cycles per iteration, the average compu-
tational time were 0.72 us. These results implied that the
forwarding paths and TAS gates can be efficiently computed
with the proposed scheme in real-time.

Second, the scalability of the proposed scheme was eval-
uated with different number of streams, nodes, and available
time slots. The numbers of variables and clauses in the pro-
posed SAT formulation for each case are shown in Fig.7.
The numbers iterations for solving the problem are shown
in Fig.8. The scale of the problem increases in accordance
with the number of streams, nodes, and time slots, respec-
tively. Among them, the number of nodes and time slots have
a large effect on the problem size. The proposed scheme is
robust for increase in the number of streams, which is impor-
tant for accommodating a large number of devices. Based on
the assumption that at least 100 MHz frequency was achieved,
the execution time was calculated with software program
from the number of iterations. Fig. 9 shows the estimated
execution time for each condition. The computation finishes
in several microseconds on the average. It was confirmed with
these results that the runtime reconfiguration of TAS can be
achieved with the proposed scheme.
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FIGURE 7. Variables and clauses in different conditions.
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FIGURE 8. Number of iterations in different conditions.
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V. TRAFFIC SIMULATION

This section reports the performance of the proposed scheme
with the results of traffic simulation. The simulation was car-
ried out with a self-developed simulator written in Python3.

A. SIMULATION CONDITION

The simulated topology is depicted in Fig. 10. We simulated
a ring topology with G.8032 Ethernet ring protection pro-
tocol where blocking ports are configured. There are seven
TAS enabled nodes, one gateway, and 14 source nodes of
time-sensitive streams. The link bandwidth was 1 Gbps for
all of the links. The simulation consisted of five time phases
to simulate highly dynamic environments. The length of
each phase was 2100 ps. The source nodes were randomly
activated/deactivated at the beginning of each phase. The
maximum number of activated source nodes were five in
each phase. The activated nodes periodically sent 1250 bytes
data to the gateway node in every 420 s assuming control
messages. The length of a time slot was set as 10.5 us
assuming o = 0.5 us in (1). The number of time interval
within the GCL cycle length was set as 40. The GCL cycle
time was set as 420 us, i.e., the GCL is periodically repeated

Cj:

e Blocking port
e

*0

O TAS node

= Source node

Time-sensitive flow

FIGURE 10. Network topology for traffic simulation.
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in every 420 us. All active source nodes started to trans-
mit express packets at the beginning of each 420 us cycle
assuming time-synchronization for simplicity. To simulate
a congested network, the TAS enabled nodes received ran-
dom non-express streams. The total number of non-express
packets during each GCL cycle was 200; 200 packets were
randomly arrived at one of the nodes. The packet size was
randomly determined from 15000, 10000, 5000, 2500, 1250,
or 625 bytes with a uniform distribution. The arrival time was
also randomly determined during each cycle with a uniform
distribution. It was assumed that each node has sufficient
buffer size to store the received packets.

The proposed scheme was compared with the conventional
priority queuing and TAS with the conventional static GCL
configuration, which is called static TAS in the following.
The priority queuing provides strict priority queuing (SPQ)
function at each link. To simulate the conventional static TAS
which does not provide dynamic reconfiguration of GCL,
GCL was only optimally set at the beginning of phase 1.
The frame preemption was employed and the guard band was
set to correspond with 127 bytes. With the proposed scheme,
the GCL in each TAS enabled node was reconfigured at the
beginning of each time phase. We measured the worst case
delay of express traffic and bandwidth utilization of links
between the gateway and the TAS enabled nodes. Note that if
queuing delay exceeds 420 s, which is the GCL cycle length,
such unsent packets are discarded to avoid increased delay by
packet accumulation in the queue.

B. SIMULATION RESULTS

1) DELAY

Fig. 11 shows the worst case delay of express traffic in each
time phase. The delay distribution is also depicted in Fig. 12.
The proposed scheme always minimized the delay of express
streams by dynamic reconfiguration of GCL. The static
TAS achieved low-latency during phases 1 and 3. However,
the delay increased during phases 2, 4, and 5. This is because
of the time-gap of GCL due to the changes in the flow dis-
tribution. The worst case delay with the priority queuing was
about 400 us. This value corresponds with the waiting time
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FIGURE 11. Worst case delay of express traffic.

for transmitting the longest non-express frame at each hop,
which can be reduced with the frame preemption. This result
indicates the advantage of and high-speed reconfiguration of
GCL to deal with dynamic environments.

2) BANDWIDTH UTILIZATION

Fig. 13 shows the bandwidth utilization with each scheme,
which was calculated from the amount of received data dur-
ing each 420 us. Note that it shows the total link utiliza-
tion including express and non-express streams. The priority
queuing reached 100% utilization, because it does not stop
sending frames. The proposed scheme achieved comparable
performance with the priority queuing. The several percent
of unused bandwidth resulted from the guard band length
and o in (1) assuming the processing delay. Although the
static TAS achieved the same performance as long as the
configured GCL was optimum, the bandwidth utilization was
also deteriorated when the traffic distribution changed.

C. DISCUSSION

1) SIMULATED SCENARIO

The simulated scenario was determined to simulate a gen-
eral condition where the total data rate of express traffic is
relatively low. Network traffic usually consists of relatively
low rate priority flows and enormous volume of non-express
flows. However, the effect of the proposed scheme will be
exaggerated if the data rate of express traffic increases. This is

1000 ‘ . . 1000 et . - 1000 T ‘ T
Max, ---+--- Max. --4--- 1 Max, ---+---
Avg., —*— Avg. —— | Avg., —*—
Min. Min. | Min. ---e---
750 . 750 |- ‘ . 750 4
4 B B
> 500 - B o o 500 - B
] o ]
[=] . [a} a
FANY I3
/ e P
250 WA A A A 250 |- E
H Yo e \ eeeed
i V4 ¥
. /”“"\/“W | Lo o
0 2 4 6 8 10 0 2 4 6 8 10 0 2 4 6 8 10
Time [ms] Time [ms] Time [ms]
(a) Priority queuing (b) Static TAS (c) Proposed scheme
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simply because the maximum value of unused bandwidth
increases in accordance with the data rate. The QoS per-
formance of non-express streams was not evaluated in the
simulation. This is because TSN protocols are employed
only for ensuring the QoS of time-critical applications. The
preemption and TAS inevitably affect the performance of
non-express traffic in principle; non-express packets must
wait for the transmission of express packets. It can be noted
that the proposed scheme does not deteriorate the non-express
delay compared with existing TAS thanks to the dynamic
reconfiguration. In other words, the proposed technique can
minimize the negative impact on non-express streams by
dynamically optimizing the GCL.

While the burst size was the same for all flows in the
simulation, the proposed scheme can be employed for flows
with different burst sizes. To reserve time slots for bursts with
different sizes, the time interval length is configured as the
greatest common divisor of to be used as a time unit. Several
successive time slots are configured for a large burst, and the
burst is transmitted using these reserved successive time slots.
If the greatest common divisor becomes too small to be con-
figured by the switches, an approximate value (slightly large
value) can be used, while the underutilization of bandwidth
occurs. Note that this slot length issue is common for TAS.
The optimization of time slot length is further study.

The major causes of delay are the waiting time for
non-express packets and the time-gap of GCL due to the
changes in the flow distribution. The express frames are not
accumulated in the FIFO queue for express flows as long
as the GCL is appropriately configured, because the gate
opens at the time of frame arrival to enable the frame to be
transmitted without queuing. The number of express flows
does not affect the worst case delay. The obtained result illus-
trated this phenomenon. Therefore, the simulated condition
is appropriate for evaluating the performance of the proposed
scheme.

2) DRAWBACKS

The drawbacks of the proposed scheme are the messag-
ing overhead and the requirement for an edge server with
an FPGA-based SAT solver to achieve enough computing
performance. First, it is required for TAS enabled nodes
to exchange control messages for resource reservation. The
signaling overhead was not considered in the traffic simula-
tion so that additional signaling overhead will occur when
the proposed scheme is employed in real equipment. This
overhead is expected to be slight as such control messages of
network protocols are generally forwarded as the highest pri-
ority packets, i.e., higher priority than express applications.
Second, the result of SAT simulation was obtained assum-
ing the defined SAT problem is solved by an FPGA-based
solver. Since the hardware computation speed is significantly
higher than the speed of a software solver, the performance
is expected to deteriorate if we employ a software solver.
The required performance for the FPGA is also determined
by the scale of the target network. A high-performance and
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expensive FPGA may be required if we want to configure a
large network with a large number of nodes and links. There-
fore, further research on the scalability issue is required.

3) WIRELESS ENVIRONMENT

Although the existing TSN protocols have focused on wired
networks. it is an important viewpoint to connect wireless
devices to TSN. Assume that a Wi-Fi access point is linked
to a TAS enabled node. A wireless device is connected to
the TAS node via the Wi-Fi access point. The TSN standards
only guarantee low-latency data transmission within the TSN
domain. When the wireless device sends data, the multi-
ple access schemes such as CSMA/CA makes it difficult
to predict the packet arrival time at the TAS node. Hence,
the time-synchronization and deterministic packet transmis-
sion among TAS nodes and wireless devices constitute future
work.

Finally, we did not provide full theoretical analysis for the
worst-case delay in this paper since we considered a solution
for highly dynamic condition. However, we think that it can
be possible in further study to analyze the worst case delay
for each transitional period with the proposed scheme based
on a deterministic timing analysis method such as [24].

VI. CONCLUSION

ULL is one of the major requirements for today’s and future
network applications including IIoT and 5G/6G mobile.
To guarantee sub-millisecond end-to-end latency, the IEEE
802.1 TSN standards and related researches have been
intensely studied. Among them, the IEEE 802.1Qbv TAS is a
typical flow control mechanism, which can provide determin-
istic end-to-end ULL transmission for express streams. How-
ever, the coordinated configuration of GCL in highly dynamic
conditions has been an unsolved problem for employing TAS
because of its high complexity.

To address this problem, this paper proposed a real-time
adaptive gate scheduling scheme for TAS to deal with
the dynamics of network conditions. With the proposed
scheme, gates are instantly reserved/cancelled for acti-
vated/deactivated streams following the state transition for
efficient resource consumption such as energy. We formu-
lated the route optimization and gate scheduling as a SAT,
which can be solved in real-time using an FPGA-based solver.
The advantages of the proposed scheme are high flexibility
and high bandwidth utilization. We confirmed the feasibility
of the proposed scheme via computer simulations. The imple-
mentation and experiments of the proposed scheme constitute
future work.
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