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ABSTRACT The fruit and vegetable classification problem is an inseparable branch in the field of image
recognition. GoogLeNet provides a more ideal solution for the fruit and vegetable classification problem.
We use the GoogLeNet network to classify apples, lemons, oranges, pomegranates, tomatoes, and colored
peppers. Through experiments, we obtained the training accuracy of GoogLeNet as 96.88%, the testing
accuracy as 96%, and the training speed as 11.38 sheets/second. The recognition accuracy of this model can
meet the basic recognition requirements, but the training speed is low. Therefore, we decided to optimize
GoogLeNet to significantly improve the training speed and further enhance the recognition accuracy of
GoogLeNet. We reduced the number of convolutional kernels of GoogLeNet and adjusted the structure
of Inception, which reduced the number of parameters of GoogLeNet by nearly 48% and increased the
training speed of GoogLeNet from 11.38 to 33.68 sheets/second. To further improve its recognition accuracy,
we tried two methods: 1) introducing a new activation function Swish; 2) between convolutional layers,
we introduced DropBlock layer; these two methods improved the testing accuracy of GoogLeNet by 2%.
Finally, we introduce AlexNet, VGGNet, ResNet18, DenseNet121, and Inception-ResNet to compare with
our optimized GoogLeNet. By comparison, we found that our model has incredible performance in ACC,
AUC, FPS, Recall, etc.

INDEX TERMS Deep learning, CNN, image classification, GoogLeNet.

I. INTRODUCTION
Iqbal et al. [1] proposed to achieve the classification of fruits
based on color features of fruits combined with probability
distribution functions; Siswantoro et al. [2], Rajasekar and
Sharmila [3] proposed to classify fruits with the help of
KNN(K-Nearest Neighbors) and color and texture features;
Yang et al. [4], Saeed et al. [5] proposed to use logistic
regression and inconsistent spectral wavelengths of fruits of
the same species before and after ripening features to classify
fruits; some other scholars use support vector machines with
various features of fruits such as shape, texture, and color to
classify and identify fruits, such as

Septiarini et al. [6], Zhang and Wu [7], Liu et al. [8],
Lin et al. [9], Castro et al. [10], Qureshi et al. [11], etc.;
Hasan and Monir [12], Javel et al. [13], Khan et al. [14] and
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others proposed fruit classification based on fuzzy logic com-
bined with shape and color features. In addition to this, Bani
and Fekri-Ershad [15] proposed to retrieve images of fruits
and vegetables using color, texture features combined with
spatial and frequency domains. Armi and Fekri-Ershad [16]
proposed an improved texture feature extraction approach
that can also be used for fruit retrieval. These traditional
recognition methods not only have a low recognition accu-
racy of only about 90% but also these algorithms require
additional features with them to be applied, so the structure
is complex and difficult to implement. To meet the needs of
practical production and application, new fruit recognition
classification methods need to be sought.

In 2006, Hinton et al. proposed deep belief network
(DBN), which effectively overcame the training problem of
deep neural networks and greatly improved the ability of
neural network feature extraction, from then on, the concept
of deep learning gradually entered people’s view, and the
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ice of frozen artificial neural network gradually melted once
again. In 2012, AlexNet proposed by Hinton and his student
Alex completely conquered the world, from then on, deep
learning (deep learning) represented by a convolutional neu-
ral network (CNN) ushered in the era of rapid development.
After years of development, deep learning (DL) has derived
a variety of neural networks such as convolutional neural
network (CNN), recurrent neural network (RNN), generative
adversarial network (GAN), and fully connected network
(FCN), etc. They are widely used in image recognition, target
detection, semantic image segmentation, speech recognition,
natural language processing, and other fields.

With the extraordinary performance shown by CNN in
many fields, many scholars began to try to apply CNN to the
field of fruit recognition. CNN does not need an additional
feature extraction process when performing classification
recognition, and the whole feature extraction and classifica-
tion process are realized in one link, so the model structure
is simple and the implementation process is relatively easy,
which can solve the image recognition problem well, but
there are still some of the problems. Zeng [17] proposed to
use VGG structure to classify 26 different vegetables and
fruits with a variety of species and strong generalization with
95.6% accuracy, which meets the needs of fruit classifica-
tion but is slightly inadequate in terms of training speed;
Siddiqi [18] used VGG16 and InceptionV3 framework for
fruit classification, respectively, and tested on the Fruit 360
dataset with high accuracy but no details on the training
speed; Pande et al. [19] proposed to classify apples, lemons,
pears, and oranges using InceptionV3 structure with accuracy
close to 90% and slightly lower accuracy; Ponce et al. [20]
used Inception-ResNetV2 model for different kinds of olive
classification with the highest accuracy of 95.91%, and
the model has medium accuracy; Nasiri et al. [21] used the
VGG framework for the recognition of dates, and the model
did not elaborate on the training speed although the accu-
racy was close to 96%. Wang et al. [22] proposed the
internal mechanical damage detection of blueberries using
ResNet and its improved version, and its detection accu-
racy was higher than the traditional machine learning algo-
rithms by about 2.1%. Besides, [23]–[29] used CNN for
disease detection of fruits and vegetables and achieved good
results.

In summary, CNN can provide a solution to the fruit and
vegetable classification problem, but the testing accuracy of
current CNN models can be limited to a threshold range
of 96% or the training speed is too slow. Therefore, this
paper proposes to use GoogLeNet to achieve the classifi-
cation of apples, lemons, oranges, pomegranates, tomatoes,
and colored peppers, and optimize GoogLeNet to obtain
an improved convolutional neural network for solving the
problem of low training speed and improving the training
accuracy and testing accuracy of the model as much as pos-
sible in the process of fruit and vegetable classification by
GoogLeNet.

A. OUR CONTRIBUTIONS
Our contributions are highlighted as follows:

(1) Classification recognition of apples, lemons, oranges,
pomegranates, tomatoes, and colored peppers is achieved
using the GoogLeNet network.

(2) To solve the problem of the low training speed of
the GoogLeNet network, we adjusted the structure of Incep-
tion and reduced the number of convolutional kernels of the
model.

(3) To further improve the accuracy of GoogleNet, we
tried to make two changes, and these changes improved the
accuracy of the model by about 2%.

(4) Comparing our optimized GoogleNet with today’s pop-
ular CNN models (ALexNet, VGG, ResNet, DenseNet, etc.)
and performing model performance evaluation.

The rest of the paper is organized as follows: first, we use
GoogLeNet for the classification task in Section 2 to identify
the problem and propose an optimized GoogLeNet; second,
wewill compare the twomodels and give a detailed data com-
parison between the optimized model and other comparative
models in Section 3; finally, we will give a summary and
overview of the above experiments in Section 4.

II. METHODS
A. GoogLeNet
1) DETAILS OF GoogLeNet
In 2014, GoogLeNet won first place in the ImageNet compe-
tition. The structure inherits some framework structures from
LeNet and AlexNet, with some changes in network depth and
width. The structure has 22 network layers but only 1/36th of
the parameters of VGG. It innovatively uses parallel structure,
which greatly shortens the training cycle. GoogLeNet and
VGGNet have pushed the research boom of deep learning to
the peak.

2) EXPERIMENT OF GoogLeNet
Our experiment was carried out on a deep learning
workstation. The workstation uses WIN10 Professional
64-bit operating system, the programming software is
Python3.8 version, Intel(R) Xeon(R) CPU E5-2609 v4@
1.70GHZ, RAM is 32GB, 1T SSD, and accelerated with
NVIDIA GeForce GTX1080Ti. The model is implemented
in the TensorFlow deep learning framework.

We use apples, colored peppers, lemons, oranges, toma-
toes, and pomegranates as our experimental data. The training
process of CNN is the process of repeatedly training the
model to obtain the optimal weights for each class, and the
whole process of CNN can be simplified into two processes:
convolution and pooling. The convolution process is a pro-
cess of scaling up the features, and the pooling process is a
process of extracting features. These features contain color
features, shape (contour) features, texture features, etc. The
more the number of features differs between different kinds,
the greater the difference between features of the same kind,
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TABLE 1. Related parameters of the GoogLeNet model.

and the easier it is when using CNN for image classification.
If a model can distinguish well between objects with the
same shape but different colors and textures, it is perfectly
capable of classifying objects with different shapes, colors,
and textures. Therefore, here, we choose vegetables and fruits
with the same shape as much as possible as our experimental
data. The entire sample contains 6600 pictures, each fruit or
vegetable contains 1100 pictures, of which 1000 are used as
the training set and 100 are used as the test set. Borrowing
image enhancement technology to zoom, rotate, and crop the
training set, the training set is expanded to 18,000 pictures.

The model uses the Adam optimizer to update the gradient,
and the learning rate is set to 0.01.When the gradient does not
change after 2 epochs, the learning rate decays to the original
0.9, the epochs is set to 1000, and the batch_size is set to 64.

Through experiments, we found that the training speed
of GoogLeNet is 11.38 sheets per second, and the training
accuracy is 96.88%. The accuracy of the model can meet
the basic recognition requirements, but the training speed is
low. Therefore, we decided to optimize GoogleNet to greatly
increase the training speed of GoogleNet and further enhance
its accuracy.
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FIGURE 1. The structure of inception.

TABLE 2. Overview of the number of samples in the data.

TABLE 3. Detailed data of GoogLeNet.

B. OPTIMIZED GoogLeNet
By understanding the existing models, we found that to
improve the training speed of a model, we can achieve it by
reducing the number of training parameters as much as pos-
sible while keeping the model performance. The number of
training parameters is related to the size of the convolutional
kernel, the number of convolutional kernels, and the depth
of the network. Therefore, in order to reduce the training
parameters, we fine-tune the size and number of convolu-
tional kernels and tune the core structure of GoogLeNet,
Inception. With these adjustments, we reduced the number of
GoogLeNet training parameters by 48%. Besides, to further
improve the training accuracy of the model, we tried to make
two changes to the model: 1) Swish instead of ReLU; 2) intro-
ducing DropBlock between convolutional layers. Finally, we
removed the redundant classifiers from GoogLeNet. Here is
the detailed description of Optimized GoogLeNet.

FIGURE 2. Sample example of the data.

1) DENSE-INCEPTION
Dense-Inception is an adapted Inception structure, which
consists of two convolutional layers and a fully densely
connected layer in parallel. In order to reduce the number
of parameters, we reduce the depth of the fully dense con-
nection, while the fully dense connection ensures the com-
pleteness of the feature information. To ensure the feature
extraction capability of the network, we choose to concate-
nate two additional convolutional layers. The sizes of the two
convolutional layers are 1× 1 and 3× 3. We choose different
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FIGURE 3. Training accuracy and loss function of GoogLeNet.

FIGURE 4. Dense-Inception structure.

sizes of convolutional kernels in order to extract features
more comprehensively, and we do not choose larger kernels
(e.g., 5 × 5, 7 × 7) in order to reduce the number of hidden
layer neuron parameters.

We use the DenseBlock layer in DenseNet as our fully
densely connected layer, but we will reduce the number of
layers of the fully densely connected layer to speed up the

computation and mitigate the network degradation. Dense-
Block consists ofmultiple layers of denselayer, and the dense-
layer consists of 2 layers of convolution. The convolution
kernels corresponding to these two layers are of 1 × 1 size,
and a batch normalization layer is introduced between the
convolution layer and the activation function, which has the
effect of speeding up the training and solving the gradient
disappearance, as well as disrupting the data set to prevent
the data from being shifted. Finally, to suppress the overfit-
ting problem of the model, a DropBlock layer needs to be
introduced after each convolutional layer.

2) ACTIVATION FUNCTION
The tuning of the activation function makes one of our
attempts to improve the training accuracy of the model. We
need to ensure that the gradient at the infinity of the activation
function is not 0 when we choose the activation function so
that the activation function can converge faster and ease the
gradient disappearance.

The function of ReLU is as follows:

f (x) = max(0, x) (1)

Its derivative is:

ḟ (x) =

{
1, if x > 0
0, others

(2)

From the above equation, it can be seen that the derivative
of the ReLU function is constantly equal to 1 in the positive
half-axis of x, but constant 0 in the negative half-axis of x.
Therefore, it can be seen that the ReLU function may have
the problem of gradient disappearance in the negative half-
axis of x.

Swish function [32] is a new activation function proposed
by GoogLe in 2017. Several experiments in [32] point out
that the gradient disappearance of the network model using
the ReLU function becomes more and more obvious as the

FIGURE 5. DenseBlock structure.
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FIGURE 6. DenseLayer structure.

depth of the network increases, but the Swish function still
has very excellent convergence performance.

The function of Swish is as follows:

g(x) = x∗sigmoid(βx), x ∈ (−∞,+∞) (3)

Swish is a kind of lower bound without upper bound,
smooth non-monotonic function, according to the different
values of β, Swish function exhibits different properties.
When β = 0, g(x) = x

2 . its output range is (−∞, +∞).
When β →∞, g(x) becomes a function similar to ReLU, and
its output is max(0, x). When β = 1, g(x) = x∗sigmoid(x),
which outputs in the range (−0.5, +∞). The default here
is =1. If u(x) = sigmoid(x), then g(x) = x∗u(x). Its
derivative is:

ġ(x) = x∗u̇(x)+ u(x) (4)

ġ(x) = g(x)+ u(x)(1− g(x)) (5)

From Eq. (5), we can find that the derivative of the Swish
function at infinity is not zero whether x takes positive or
negative values. therefore, in a sense, the convergence perfor-
mance of the Swish function is stronger than that of ReLU.

3) REGULARIZATION – DROPBLOCK
Introducing DropBlock between the convolutional layers is
another attempt we made to improve the training accuracy of
the model. To suppress the overfitting ability of the model,
speed up the training speed and reduce the number of neu-
rons, our common method is to introduce the dropout layer:
when training the model, some neurons in the hidden layer
are randomly removed, and the output is multiplied by the
same proportion. dropout layer has a very obvious effect
in the fully connected layer, but its powerful ability is not
reflected in the convolutional layer, because the features on
the convolutional layer are correlated, and even if the dropout
layer is applied, the relevant information will still be passed
to the next layer, as shown in Figure 7(a). Therefore, we
need a spatial dropout layer. the emergence of DropBlock
[33] solves the problem of spatial deletion on convolutional
layers, as shown in Figure 7(b). It can preserve the features
of the image more comprehensively when performing large
deletion of neurons because it is overall block deletion rather
than random deletion.

FIGURE 7. The work way of dropout and DropBlock.

The DropBlock takes two main arguments, block_size and
γ . The block_size indicates the size of the dropout block
(‘‘X’’ in Figure 7(b)), which is usually set to a fixed value.
When block_size = 1, DropBlock degenerates to the tra-
ditional dropout, which can normally be taken as 3, 5, 7.
According to the experimental data mentioned in [33], when
block_size=7, the experimental data is more ideal, so we take
7 for block_size here. γ represents the number of hidden layer
deletion activation units.

γ =
1− k_prob
block_size2

∗
f _size2

(f _size− block_size+ 1)2
(6)

where, f_size represents the size of the feature graph. k_prob
represents the probability that we keep each activation unit;
According to the experimental data mentioned in [33], a
linearly decreasing value of k_prob will result in better test
accuracy, so here we take 0.95 - 0.8 for k_prob in a linearly
decreasing manner. starting from the second downsampling
pooling layer, k_prob decreases by 0.05 for each downsam-
pling pooling layer passed. Refer to Table 4 for specific
values.

4) THE OVERALL STRUCTURE OF THE OPTIMIZED
GoogLeNet
In summary, the structure of the optimized GoogLeNet con-
tains 15 layers, including 2 convolutional layers, 5 pool-
ing layers, 6 Dense-Inception layers, and 2 fully connected
layers. Figure 8 shows the general structure of the Opti-
mized GoogLeNet. Table 4 shows the specific parameters
related to Optimized GoogLeNet. By reducing the number of
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FIGURE 8. Schematic diagram of Optimized GoogLeNet structure.

convolutional kernels and changing the Inception structure,
we reduced the number of training parameters of GoogLeNet
by 3 million.

III. EXPERIMENT
In this section, we perform the model evaluation of our model
and compare the relevant parameters with the mainstream
models nowadays. This time, we used five quantitative meth-
ods to evaluate the model, namely Accuracy, Recall, Preci-
sion, AUC, and F1_score. They are calculated as follows:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(7)

Recall =
TP

TP+ FN
(8)

Precision =
TP

TP+ FP
(9)

F1_score = 2∗
Precision∗Recall
Precision+ Recall

(10)

where TP, TN, FP and FN are True Positive, True Negative,
False Positive and False Negative. The value of AUC is the
area under the ROC curve.

A. GoogLeNet VERSUS OPTIMIZED GoogLeNet
In this section, we will use GoogLeNet to compare the perfor-
mance with our optimized GoogLeNet. All the above models

TABLE 4. Related parameters of the optimized GoogLeNet model.
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TABLE 5. Schematic diagram of confusion matrix.

use Adam optimizer for gradient update, the learning rate
is set to 0.01, and when the gradient does not change after
every 2 epochs, the learning rate decays to the original 0.9,
the epochs are set to 1000, and the batch_size is set to 64.
Due to our limited experimental data, in order to improve the
performance of the optimized model, we first pre-trained our
model with the ImageNet2012 dataset to obtain the initialized
weight parameters and then retrained the model with our
experimental data to obtain the optimal weights.

1) SWISH AND DROPBLOCK ON GoogLeNet
In this experiment, we monitor the effect of Swish and Drop-
Block on GoogLeNet by the control variables method. To
compare the performance of Swish and ReLU functions, we
introduced the two functions into GoogLeNet separately with
dropout between convolutional layers, and the comparison
results are shown in Table 6. The experimental table Swish
function improves the accuracy by 0.14% over the ReLU
function.

TABLE 6. Comparison of different activation functions.

To compare the performance of DropBlock and dropout,
we introduce these two layers between the convolutional lay-
ers respectively and choose ReLu for the activation function.
Through Table 7 we see that the effect of adding DropBlock
layer between the convolutional layers is better than that of
introducing dropout, and the accuracy is improved by 0.33%
after introducing DropBlock.

TABLE 7. Comparison of DP and DB.

Finally, we introduce Swish and DropBlock into
GoogLeNet at the same time and get the following data. We
find that the training accuracy of GoogLeNet is improved
by 0.71% after introducing DB and Swish. This shows
that our two attempts can improve the training accuracy of
GoogLeNet.

TABLE 8. Comparison of parameters after precision optimization.

2) COMPARISON OF TRAINING SPEED
In this section we compare the structure of GoogLeNet with
the optimized speed, we use the control variables method,
we choose ReLU for the activation function, and we choose
dropout between the convolutional layers. through the exper-
iments, we find that the training speed of GoogLeNet is
significantly improved after the speed optimization, almost
three times as fast as the unoptimized one. Therefore, our
speed optimization method does have the effect of improving
the training speed.

TABLE 9. Parameter comparison after speed optimization.

3) GoogLeNet VERSUS OPTIMIZED GoogLeNet
In this section, we compare GoogLeNet with our optimized
GoogLeNet, and we find that the training accuracy of the
optimized model is 98.82%, which is a 1.94% improvement
over GoogLeNet. This training accuracy is much higher than
the two attempts we made to improve the training accuracy.
the Dense-Inception structure uses a shallow depth in order to
reduce the number of neurons, and to ensure the comprehen-
siveness of feature extraction, we use the aid of fully dense
connections and two convolutional kernels of different sizes.
This design makes our model feature extraction more power-
ful and, perhaps, is the reason for the greater improvement in
the training accuracy of our model.

FIGURE 9. Comparison of ACC and Loss about GoogLeNet and Optimized
GoogLeNet.

GoogLeNet and Optimized GoogLeNet were tested sepa-
rately using the test set. There are 600 images in the test set,
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TABLE 10. GoogLeNet versus Optimized GoogLeNet regarding training
parameters.

TABLE 11. Test accuracy comparison between GoogLeNet and optimized
GoogLeNet.

and 100 images in each class. Through the tests, we found
that the testing accuracy of Optimized GoogLeNet improved
by 2% compared with GoogLeNet.

B. COMPARISION OF OPTIMIZED GoogLeNet WITH
OTHER MODELS
In this section, we will choose AlexNet, VGGNet, ResNet18,
DenseNet121, and Inception-ResNet to compare with our
optimized GoogLeNet.

FIGURE 10. Comparison of training accuracy of each model.

Figure 10, Figure 11, and Table 12 show the detailed
comparison of the performance parameters of each model.
Figure 10 shows the comparison of the training loss function
of each model, Figure 11 shows the comparison of the train-
ing accuracy of each model, and Table 12 shows the detailed
data of the accuracy, Error Rate, and Fps of each model.
Figure 11 shows that Optimized GoogLeNet can stabilize
faster than other models. In terms of training accuracy Opti-
mized GoogLeNet has almost the highest accuracy, 98.82%,
which is 0.28% higher than that of Inception-ResNet, fol-
lowed by ResNet18, DenseNet121, GoogleNet, VGG16, and
AlexNet. in terms of training speed ResNet18 has an fps of

FIGURE 11. Comparison of loss of each model.

TABLE 12. Comparison of different models on ACC, FPS.

39.78, which is the fastest running speed among the tested
models, and our model has an fps of 33.68, which ranks the
second among the tested models. In summary, our optimized
model performs better among many mainstream models, is
comparable to Inception-ResNet in terms of training accu-
racy, and is only slightly lower than ResNet18 in terms of
training speed.

C. EVALUATION OF THE OPTIMIZED GoogLeNet

TABLE 13. Accuracy evaluation of different samples.

For this experiment, we evaluated Optimized GoogLeNet
in five aspects, including ACC, Recall, Precision, AUC,
and F1-score. We evaluated the test set using the weight
parameters obtained from the training set to obtain the
confusion matrix [Figure 12] as well as the ROC graph
[Figure 13]. Through the above experimental data, we see that
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FIGURE 12. Confusion matrix for fruit and vegetable classification.

FIGURE 13. ROC for fruits and vegetables classification.

the F1_score of apples and tomatoes is 0.9851 and the AUC
is 0.98 and 0.97, while the F1_score and AUC of lemons
and oranges are above 0.95 although they are the lowest.
Therefore, our optimized GoogLeNet can solve the vegetable
and fruit classification problem well.

D. SINGLE IMAGE TEST OF OPTIMIZED GoogLeNet
In this section, we divide the single image test into three
parts, random image test, real-time detection of images, and
limitation analysis of the model.

1) RANDOM IMAGE TEST
This section tests the classification ability of the model for
each category in different contexts. The images we used are
mainly pictures of ripe fruits placed in different backgrounds
(baskets or plates), which are randomly selected from the
test set. Through the test, we found that the accuracy of all
kinds of samples is very high, and the accuracy of all kinds
of images reached 0.99, especially for lemons and oranges,
which are very similar in shape, color, and volume, but still
have very high recognition accuracy.

FIGURE 14. Prediction of a random image.

2) REAL-TIME DETECTION OF IMAGES
This section tests the classification ability of the model in
each classification real-time environment. The images we
chose are mainly ripe but unpicked fruits, which are selected
from the test set. Through the test, we found that our opti-
mized model still performs well in the real-time environment,
and the test accuracy for each classification is above 0.97.
This indicates that our model can meet the demand of real-
time classification, which is helpful for us to extend themodel
to the field of target detection later.

3) ANALYSIS OF THE LIMITATIONS OF THE MODEL
We added this section to better understand the priority of
the optimized model for different feature responses and to
facilitate our understanding of how the model works. We
collected or synthesized some single images to contain mul-
tiple target categories. By testing these images we found that
for different objects with similar shapes, the CNN model
classifies the objects using the color values of the color
features [Table 14], i.e., the convolution and pooling process
is the process of cumulative expansion and extraction of the
color values. If two objects in the same frame have the same
shape but different colors, the model will preferentially detect

113608 VOLUME 9, 2021



F. Yuesheng et al.: Circular Fruit and Vegetable Classification Based on Optimized GoogLeNet

FIGURE 15. The effect of real-time detection of images.

the object with the larger color value, as in Figure 16(a-c).
If the shapes are similar between different objects and the
overall difference in color values is not obvious, what plays a

decisive role is the texture features on the surface of the target
object constructed from the color values, and the model will
preferentially predict the object with more obvious texture
features as in Figure 16(d-f).

FIGURE 16. Examples of model limitations analysis.

TABLE 14. Different colors of the color value comparison table.

In short, including shape features that are not relevant to
this paper, whatever feature its decisive role is ultimately
determined by the color’s color value.

IV. DISCUSSION
Fruit and vegetable classification is an important application
branch of deep learning in the field of image recognition.
We implemented GoogLeNet to classify apples, colored pep-
pers, lemons, oranges, pomegranates, and tomatoes. Through
experiments, we found that GoogLeNet can solve this prob-
lem well, and its training accuracy reaches 96.88% and test-
ing accuracy reaches 96.00%, which can basically meet the
practical needs. However, we found that the training period of
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GoogLeNet is very long during the experiment, sowe decided
to optimize the model and reduce the training time of the
model as much as possible under the premise of guaranteeing
the testing accuracy of the model. Besides, we made two
attempts to improve the accuracy of the model.

(1) The training time of the model is related to the model
training parameters, while the number of training parameters
is related to the size of the convolutional kernel, the num-
ber of convolutional kernels, and the depth of the network.
Therefore, to reduce the training parameters, we fine-tune the
size and number of convolutional kernels and adjust the core
structure of GoogLeNet, Inception. With these adjustments,
we reduce the number of GoogLeNet training parameters
by 48%. Through experiments, we find that the training
speed is significantly improved after speed optimization of
GoogLeNet, almost three times as fast as before optimization,
with a training speed of 33.68 sheets/sec. This shows that the
training speed of the model can be significantly improved by
reducing the number of convolutional kernels and adjusting
the Inception structure.

(2) To further improve the training accuracy of the model,
we tried to make two changes to the model: 1) Swish instead
of ReLU; 2) DropBlock was introduced between the convo-
lutional layers. Finally, we removed the redundant classifiers
in GoogLeNet. By controlling the variable method, we found
that the training accuracy of the model improved by 0.71%
after introducing Swish and DropBlock.

(3) By comparing GoogLeNet with the optimized
GoogLeNet, we find that the optimized model has superior
performance thanGoogLeNet with 98.82% training accuracy,
1.94% improvement in training accuracy, 2% improvement in
testing accuracy, and 33.68 sheets/sec training speed.

(4) We evaluate Optimized GoogLeNet in five aspects,
including ACC, Recall, Precision, AUC, and F1-score.
Through the experiment, we see that the F1_score of apple
and tomato is 0.9851, and the AUC is 0.98 and 0.97, while
the F1_score and AUC of lemon and orange are above
0.95 although they are the lowest. Therefore, our optimized
GoogLeNet can solve the vegetable and fruit classification
problem well.

(5) Finally, we tested the optimized GoogLeNet on a single
image and found that the results were satisfactory.
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