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ABSTRACT Network intrusion discovery aims to detect the network attacks and abnormal network intrusion
efficiently, that is an important protection implement in the field of cyber security. However, the traditional
network intrusion discovery method are difficult to extract high-order features (such as spatial-temporal
information) from network traffic data. In this paper, we proposed an improved method of network intrusion
discovery based on convolutional long-short termmemory network. Thismethod implements the convolution
operation in deep learning into the network structure of long-short termmemory and improves the accuracy of
network intrusion discovery. In the experimental section, we compared with other similar methods, the result
shows that the proposed method has some advantages in the aspects of overall network intrusion discovery
index, detection index of different types, and AUC evaluation index. In addition, we applied our method
to the network intrusion discovery scenarios of video surveillance system (VSS). The result shows that the
proposed method has advantages in accuracy, recall, precision, and other similar methods.

INDEX TERMS Network security, network intrusion discovery method, deep learning, convolutional
long-short term memory network.

I. INTRODUCTION
With the rapid development of the internet, a huge number
of cyber security events are springing up. It is necessary to
propose a new security protection measure to ensure network
security [1]–[3].

Network intrusion discovery technology is one of the
important measures in the field of Internet security, and
will certainly pay more attention under the new situation.
It mainly establishes the evaluation and classification model
by collecting the data information of key nodes in the network
environment, and then judges whether the network access
is abnormal. In the field of industrial applications, network
intrusion discovery [4] is a powerful supplement to traditional
network security protection methods, such as firewalls and
anti-viruses, and can fully guarantee the system integrity and
data security of key hosts in network data.

The associate editor coordinating the review of this manuscript and
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In recent years, there are many algorithms on network
intrusion discovery, which can be roughly divided into five
categories: software defined algorithms [5], [6], decision
tree classification algorithms [7], [8], clustering-based algo-
rithms [9], [10], machine learning algorithms [11], [12],
neural network algorithms [13], [14], etc. These algorithms
have improved the ability of network intrusion discovery in
network environment to a certain extent, yet each has some
defects [15]. For example, the decision tree classification
algorithm has fewer parameters in the model, but it has a
serious overfitting problem, which leads that it is difficult to
guarantee the accuracy of network intrusion discovery. The
machine learning algorithms have better learning efficiency
in small samples, but are difficult to extract the high-level
features of the data. The intelligent optimization algorithms
simulate the relevant habits of various organisms in nature,
but the performance ability is poor when the deviation of
attack characteristics is large. However, the deep learning
can extract the high-dimensional features and discover the
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relationship between features, with relatively high learning
efficiency and network intrusion discovery accuracy.

In recent years, the deep learning has been applied to the
field of network intrusion discovery. For example, Kong [16]
research on network intrusion discovery algorithm based on
network anomaly. Compared with the traditional machine
learning methods, this method has greatly reduced the false
positive rate and the false negative rate. Shi et al. [17] applied
recurrent neural network to network intrusion discovery with
hessian free optimization, and verified it with KDD Cup 99
data set. Fan et al. [18] research on network intrusion dis-
covery of industrial control system based on Long Short-
Term Memory (LSTM). Xiao et al. [19] proposed a malware
detectionmodel based on LSTMnetwork and attentionmech-
anism. Although the above researches are better than the
traditional machine learning algorithms and the intelligent
optimization algorithms, how to build a neural network struc-
ture which include spatial-temporal information is more in
line with the problem. Moreover, most studies only extract
a single feature from the network traffic data. For exam-
ple, some papers only consider the space feature [16], and
some papers only consider the temporal information [17].
The researchers [18]–[20] has proposed several methods of
network intrusion discovery based on spatial-time analysis
and applied them to SDN. However, the spatial-temporal
information is equally important in network intrusion discov-
ery, and the deep learning method is lacking.

In this paper, we compare some different neural networks.
Moreover, it is essential to measure which model is the best
choice for network intrusion discovery. The main works of
this paper are described as follows:

• ConvLSTM-based network intrusion discovery method
was proposed, it considers the spatial and temporal char-
acteristics of the data at the same time and reduces the
error caused by the huge difference in the number of
samples.

• Experiment was implemented by comparing with other
deep learning methods using KDD Cup 99 datasets.

• Application in video surveillance system (VSS) was
implemented.

The rest of paper is organized as follows. Section II sum-
marizes the related work. Section III proposes an improved
network intrusion discovery method. Section IV introduces
the dataset and all evaluation metrics, and shows the results
of the experiment. Section V apply the proposed method to
VSS. Finally, Section VI concludes the paper.

II. RELATED WORK
Deep neural networks have been successfully applied to vari-
ous fields (i.e., Computer Vision, Natural Language Process-
ing (NLP), etc.) in recent years. The most relevant works to
network intrusion discovery are mainly focused on Convolu-
tional Neural Networks (CNN) and Long Short-Term Mem-
ory (LSTM). In addition, in order to verify the effectiveness of

the proposed model, we also compared some other classical
neural network models.

Multi-Layer Perceptron (MLP) is a neural network only
with the feedforward [21]. The network with the shallow
and simple structure, and the activation functions are also
simple. Each neuron has a specific activation function, and
each connection of two neurons represents a weight for the
signal passing through the connection, which is the memory
of the MLP model. A typical MLP model includes an input
layer, an output layer and a hidden layer or multiple hidden
layers. The operation between layers is equal to the fully
connected, and the activation function is Sigmoid.

Recurrent Neural Network (RNN). The input data is
sequential, which recursive processing is performed in the
evolution direction of the sequence and all nodes (cyclic
units) are connected in a chain. The current output of a
sequence is also related to the previous output. The out-
put value of the previous layer will be added to the input
value of the latter layer, which is a connection between the
hidden layers. A fully connected RNN satisfies the general
approximation theorem, a fully connected recurrent neural
network can approximate any nonlinear system, and there
is no restriction on the compactness of the state space, if it
has enough nonlinear nodes. On this basis, any Turing com-
putable function can be calculated by a finite dimensional full
connection, so the RNN is the result of Turing completeness.

Simple Recurrent Network (SRN) [22] is a simple RNN
only with a hidden layer. After the back propagation algo-
rithm was proposed [23], the academia began to train the
recurrent neural network under the BP framework [24]. The
researchers [25], [26] has proposed several methods of net-
work intrusion discovery based on complex network anal-
ysis. In 1989, Ronald Williams and David Zipser proposed
a real time recurrent learning (RTRL) for RNN [27]. Then,
Paul Werbos proposed a BP through time (BPTT) algo-
rithm in 1990 [28]. In 1991, Sepp Hochreiter discovered the
long-term dependence problem of recurrent neural networks,
which is the recurrent neural networks will appear the gradi-
ent disappearance and gradient explosion phenomenon [29].

Gated Recurrent Unit Network (GRU) [30]. The corre-
sponding loop unit contains only two gates: the update gate
and the reset gate. It can achieve the equivalent effect of
LSTM, and it is easier to train in comparison, which can
greatly improve the training efficiency.

CNN-LSTM [31] is a fusion model based on CNN and
LSTM. The hierarchical structure is shown in Figure 1.

FIGURE 1. Hierarchical structure of CNN-LSTM network.

The feature fusion of CNN-LSTM is shown in Figure 2.
It is based on the cross-layer feature fusion of CNN and
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FIGURE 2. Feature fusion of CNN-LSTM network.

LSTM. Since the spatial and temporal characteristics of net-
work traffic data are extracted separately, there are loss and
incompatibility of the feature information.

The CNN extracts the high-level features of the input data
by convolution operation. In addition, in order to speed up the
network learning rate and avoid the problems such as gradient
disappearance and gradient explosion, each convolution layer
is followed by a Batch Normal layer, and a LeakyReLU
activation function. Then the advanced features extracted by
the CNN layer are input into the LSTM, and the classification
result is obtained through a Softmax function.

Compared with the CNN-LSTM model, the ConvLSTM
model introduces the convolution operation into the internal
structure of the LSTM, so that the high-order spatial-temporal
information of the traffic data can be better combined, and the
time sequence relationship between features can bewell taken
into account on the premise of extracting the spatial features
of the data.

In order to solve the problem of long-term dependence,
the improvement of RNN appears constantly, including
the neural history compressor (NHC) [32], [33] and the
long short-term memory networks, which were proposed by
Jurgen schmidhub and his collaborators in 1992 and 1997.
The LSTM model uses the gating function to determine the
forgetting and memory of historical data, and is mainly used
to process the data with temporal characteristics. For exam-
ple, LSTM is used in continuous handwriting recognition,
and is also widely used in autonomous speech recognition.
Although the LSTM model can connect contextual informa-
tion well, it requires a lot of calculations for large amounts
of the input data, which reduces the efficiency of information
interaction between the upper and lower network traffic data,
and reduces the accuracy of the algorithm. To remedy the
drawback, it is necessary to introduce the CNNmodel, which
can better extract the multi-dimensional features of the data
through convolution operation and pooling operation.

III. METHODOLOGY
In this paper, we selected 6 different neural network
models for comparison, including Multi-Layer Perceptron
(MLP), Recurrent Neural Network (i.e., SRN, LSTM, GRU),
CNN-LSTM and CNN.

A. CONVOLUTIONAL NEURAL NETWORK
Deep neural network includes the input layer, the hidden
layer and the output layer. The hidden layer [34], [35] have

convolutional layer, pooling layer, activation function and
batch normalize, etc. The CNN model can better extract
the multi-dimensional features of the data by convolution
and pooling operations, and has been successfully applied
to many fields. The structures of CNN are varies, such as
VGG [36], Resnet [37], YOLO [38]–[41], and so on, yet
they always include the typical ‘CP’ structures, which is the
Convolutional layer and the Pooling layer during features
extraction. The Fully connected layer plays the role of com-
prehensive features, but it contains a huge of parameters and
occupies more memory. In addition, in order to obtain better
classification ability, various nonlinear activation functions
are proposed, such as sigmoid, ReLU [42], LeakyReLU [43],
etc.

Convolutional layer can obtain various features based on
different channels and kernels, and then reduce the network
parameters by sharing weights [44]. In addition, the input
data needs to be preprocessed for network adaptability. The
convolutional neural network extracts the local features by
the convolution operation, and then synthesizes it, which not
only obtains the global features, but also reduces the number
of neuron nodes [45]–[48].

Pooling layer is used to remove the redundant information,
and improve the convergence speed for the network. The scale
invariance is its classic characteristic, which can reduce the
network parameters while retaining important information.
The types of pooling layer include the Min Pooling, the Aver-
age Pooling and the Max Pooling. The important information
usually has great value, so the MaxPool [49] exists in numer-
ous deep neural networks, yet the AdaptiveMaxPool [50] and
the Spatial Pyramid Pooling [51] are becoming fashionable.

Fully connected layer maps the distributed features rep-
resentation to the sample labeling space. Although it has
the function for comprehensive features, it occupies a larger
proportion of the parameters in the entire network. Due to the
more redundant information and the calculations, it’s outlook
glummer. Recently, some excellent network models, such as
ResNet and GoogLeNet [52]–[54], use the global average
pooling (GAP) [55] instead of the Fully Connected to fuse the
depth features. Finally, they still use Softmax as the network
objective function, which can guide the learning process.

Non-linear activation function makes the high dimensional
complex data separable, and prevents the gradient from dis-
appearing. It is an important part of the deep neural network
structure. However, a linear activation function will be gen-
erally used as a classifier for the last layer in the network.

B. LONG SHORT-TERM MEMORY NETWORK
In 1997, Long Short-Term Memory [56] was first proposed.
Due to its unique structure, it is suitable for processing and
predicting important events with very long interval and delay
in time series. It is not only widely used in natural language
processing, but also can be used as a complex nonlinear unit
to construct larger deep neural networks.

An LSTM model has three gates to protect and control the
cell state. In that unit, like Figure 3, the forget gate and the
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FIGURE 3. Cell structure of LSTM network.

input gate play a significant role at the same time. Here ft
and it denote the forget gate and the input gate, respectively.
C ′ represents the ‘‘new candidate values’’ and C represents
the ‘‘cell state’’.

1) FORGET GATE LAYER
The layer decides what information to discard from the cell
state, and this decision ismade by a sigmoid layer. In Figure 4,
it inputs ht−1 and xt , and outputs a number between 0 and 1 in
the cell state Ct−1. 1 represents the ‘‘completely keep this’’,
while 0 represents the ‘‘completely get rid of this’’.

ft = σ
(
Wf · [ht−1, xt ]+ bf

)
, (1)

where xt is the input of data in the current state, ht−1 repre-
sents the input received from the previous node, Wf and bf
are the weight and the bias, respectively.

2) INPUT GATE LAYER
The layer decides what new information to store in the cell
state, and it has two parts. First, a sigmoid layer called the
‘‘input gate layer’’ decides which values we’ll update. Next,
a tanh layer creates a vector of the new candidate values, C ′,
that could be added to the state.

it = σ (Wi · [ht−1, xt]+ bi) , (2)

C′ = tanh (Wc · [ht−1, xt]+ bc) , (3)

3) UPDATE OLD CELL
Now, it is necessary to update the old cell state, Ct−1, into the
new cell state, Ct .
The previous steps have already determined what to do.

We need multiply the old state by ft , which can help to forget
the things that we decide to forget. Then we add the new
candidate values, (it ◦C ′), which is scaled by how much that
we decide to update.

Ct = ft ◦ Ct−1 + it ◦ C′, (4)

4) OUTPUT LAYER
The output layer will be based on the cell state. First, we need
to run a sigmoid layer, which decides what parts of the cell
state to output. Then, we put the cell state through a tanh

function which pushing the value to be between −1 and 1,
and then multiply it by the output of sigmoid gate.

Ot = σ (W0 · [ht−1, xt]+ bo) , (5)

ht = Ot ◦ tanh (Ct) , (6)

In 1999, Gers & Schmidhuber [57] proposed a popular
LSTMvariant, which added a ‘‘peephole connections’’ on the
basis of the traditional LSTMmodel. In Figure 4, we find that
the process can retain the previous cell state.

FIGURE 4. Cell structure of LSTM with peephole connections.

The above diagram adds peepholes to all the gates, and the
process is changed as follows:

ft = σ (Wf · [ht−1, xt]+Wf ◦ Ct−1 + bf) , (7)

it = σ (Wi · [ht−1, xt]+Wi ◦ Ct−1 + bi) , (8)

Ot = tanh (Wo · [ht−1, xt]+Wo ◦ Ct−1 + bo) , (9)

where ◦ is Hadamard product, · is Matrix multiplication,
other terms are consistent with the above.

C. ConvLSTM NETWORK
ConvLSTM is a new network structure based on the LSTM
and the Convolution operation. The cell unit also include the
Input gate, the Forget gate and the Output gate [17], [58].
Compared with CNN-LSTM, it replaces the matrix multi-
plication with the convolution operation. The method can
obtain spatial-temporal characteristics at the same time, and
retain the relevant information of both. Moreover, due to the
convolution operation with sharing weights, it can reduce the
parameters and time complexity. The process is as follows:

it = σ (Wxi ∗ xt +Whi ∗ ht−1 +Wci ◦ Ct−1 + bi) , (10)

ft = σ (Wxf ∗ xt +Whf ∗ ht−1 +Wcf ◦ Ct−1 + bf) , (11)

Ct = ft ◦ Ct−1 + it ◦ tanh (Wxc ∗ xt +Whc ∗ ht−1 + bc)

(12)

Ot = σ (Wxo ∗ xt +Who ∗ ht−1 +Wco ◦ Ct + bo) , (13)

ht = Ot ◦ tanh (Ct) , (14)

where ∗ is the Convolution operation, other terms are consis-
tent with the above.
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D. IMPLEMENTATION
The LSTM and the CNN model are good at processing
contextual and space information, respectively. However,
the LSTM network structure is complicated, and its computa-
tional complexity will increase sharply when the input data is
massive. In addition, the enormous number of parameters can
be reduced by convolution operation. In this paper, we will
propose an improved network intrusion discovery method,
which must consider the spatial and temporal information
of the network intrusion discovery data set. In term of this,
we think the ConvLSTM model is a suitable choice. At the
same time, the convolution operation introduced in the Con-
vLSTM model can accelerate the convergence speed of the
entire model, which is suitable for large-scale intrusion data.
The process are as follows:

1) TRAFFIC DATA ACQUISITION
The real-time network traffic data is obtained by using the
network traffic collectionmodule, and then the characteristics
of the traffic data are analyzed, such as the types of service
and protocol, the network connection time and connection
status of the extracted data.

2) TRAFFIC DATA PREPROCESSING
For discrete feature in the data set, such as the connection
status and the service type in the network traffic character-
istics, One-hot encoding is performed to take the discrete
feature values to correspond to points in the Euclidean space
for better model learning. One-hot encoding allows us to
convert each category of a categorical feature into its own
feature. Moreover, Neural Networks are sensitive to data with
features that have large differences in their numeric range.
For continuous feature values, such as the network connection
time in the characteristics of the traffic data, normalization is
performed in order to ensure that all values in every numeric
column are between 0 and 1. The formula of normalization is
as follows:

x ′ =
x − xmin

xmax − xmin
(15)

where xmin and xmax are the minimum and the maximum
values of the feature vector.

3) SEQUENCE FEATURE EXTRACTION
The feature vector of data packet after the preprocessing is fed
into the proposed ConvLSTMmodel, and the spatio-temporal
features are obtained through the ConvLSTM model.

4) NETWORK DATA CLASSIFICATION
In the proposed model, we input the above features into
the fully connected layer, which can integrate the complete
feature information of the data, and finally obtain the classi-
fication result of the network intrusion discovery data by the
Softmax function.

The proposed network intrusion discovery method is dis-
played in Figure 5. It contains an input layer, two ConvLSTM

layers with the batch normalization and the Dropout layer,
a Convolutional3D layer and two Fully connected layers.
The dropout rates are set to 0.3 and 0.5, respectively. The
activation function is ReLU, and the last classification layer
is Softmax.

The proposed model is an end-to-end model, which trans-
form from the input node to the state node. Meanwhile,
the spatial characteristics of the data are extracted by the
convolution operation. In addition, the input and output of
current data are determined by the input gate and the forget
gate. Finally, the output of the current node is determined by
the output gate. The convolution operation has the advantages
of local linkage and weight sharing, which can reduce the
time complexity of the LSTM network and accelerate model
convergence.

The ConvLSTM model introduces the convolution opera-
tion into the LSTM, which can directly input the eigenvalues
obtained by the convolution operation into the prediction
network structure, and speed up the convergence speed. The
parameters of each layer are shown in Table 1.

IV. EXPERIMENTS
The experiment environments include Tensorflow (1.11) and
Keras (2.2.4), and can be run on various platforms, such as
CPU and GPU. Moreover, we introduce Adadelta optimizer
and loss functions based on categorical cross entropy in train-
ing, and the epoch is set to 12, the batch size is set to 128. The
details are shown in the following table.

A. DATASETS
The KDD Cup 99 data set was collected in the local area
network of air force base, MIT Lincoln laboratory in 1998 by
the DAPPA ID Evaluation Group [11], [12]. The data set is
mainly used for the Knowledge Discovery and Data Mining,
yet here used for the network intrusion discovery. The KDD
Cup 99 data set can be divided into five data types, including
‘Normal’, ‘DOS’, ‘R2l’, ‘U2r’, and ‘probe’. The specific
classifications are shown in Table 3.

In this paper, we choose the ‘‘corrected’’ and ‘‘kddcup.
data_10_percent_corrected’’ as the train and test set, respec-
tively. The details are shown in the Table 4.

B. EVALUATION METRICS
Network intrusion discovery can be considered as a multi-
class problem, and the confusion matrix is one of the meth-
ods to address the classification issue intuitively. Precision,
Recall and F1-score are the three classical evaluation met-
rics [1]–[3]. Their formulas are as follows:

Precisioni =
TPi

TPi + FPi
, (16)

Recall i =
TPi

TPi + FN i
, (17)

F1−Scorei =
2 ∗ Precisioni ∗ Recalli
Precisioni + Recalli

, (18)
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FIGURE 5. Network structure of ConvLSTM.

TABLE 1. The parameters of ConvLSTM model.

TABLE 2. Environment and hyper-parameter.

where TP is True Positive, which represents the number
of correctly identified abnormal samples; FP is False Pos-
itive, which represents the number of incorrectly identified
abnormal samples; TN is True Negative, which represents
the number of correctly identified normal samples; FN is
False Negative, which represents the number of incorrectly
identified normal samples.

The precision is to calculate how many of the predicted
samples are correctly predicted. The recall rate is to calcu-
late how many samples in the entire sample are correctly
predicted. It is expected that both Precision and Recall will
maintain a relatively high level, but in fact, there are contra-
dictions between the two in some cases. Therefore, F1-Score
is a good choice, which consider the precision and recall of
the classification model.

In order to reduce the influence caused by the huge differ-
ence in the number of samples, we also introduce ‘‘Weighted
Average’’ to evaluation metrics, and is denoted as ‘WA’. The
WA needs to calculate the precision, recall and F1 score of

TABLE 3. The specific classifications of KDD cup 99.

each class in N categories, and then defines the corresponding
weights according to the sample number of each class, and
finally determines the overall weighted average. Here, αi
represents the weight of class i. The formulas are as follows:

WA-P =
n∑
i=1

αi ∗ Precisioni, (19)

WA-R =
n∑
i=1

αi ∗ Recall i (20)

WA-F1 =
n∑
i=1

αi ∗ F1− Scorei, (21)

In this paper, we also select the ROC curve as our metric to
evaluate the network intrusion discovery method comprehen-
sively. The ROC curve and AUC are usually used to evaluate
the classification problem of imbalanced sample distribution,
and FPR and TPR is False Positive Rate and True Positive
Rate, respectively. AUC is Area Under ROC Curve.

C. ANALYSIS AND COMPARISONS
Figure 6 shows the prediction of all models in each category.
We can see that the proposed ConvLSTM model performed
well in comparison to the other models. It is obvious that the
ConvLSTM model performs better in 8 out of 15 indicators
in five categories. Considering the F1 evaluation metrics,
which can better reflect the overall prediction effect of the

VOLUME 9, 2021 122749



Z. Fan, Z. Cao: Method of Network Intrusion Discovery Based on Convolutional LSTM Network and Implementation

FIGURE 6. Prediction accuracy of all models in each category.

TABLE 4. Details of the train and test sets.

FIGURE 7. Weighted average prediction accuracy of all models in each
category.

algorithms, the ConvLSTMmodel is superior to other classic
models in ‘normal’, ‘dos’ and ‘R21’.

The overall weighted average prediction of all compared
models is shown in Figure 7. It can be seen that the
ConvLSTM model ranks first in the WA-P and WA-R eval-
uation metrics, and ranks second in the WA-F1 evaluation
metric.

The ConvLSTMmodel can simultaneously obtain the spa-
tial and temporal features of network traffic data, so the pre-
cision and the recall rates perform well. In addition, we find
that the ability of network intrusion discovery of CNN follows
closely behind. This result shows that the features of network
traffic data can be well captured by the convolution and
pooling operations, but the temporal information is ignored.
Therefore, the overall prediction performance is still insuffi-
cient. TheCNN-LSTMmodel is a simple connection between

TABLE 5. The confusion matrix of ConvLSTM.

CNN and LSTM, which has the feature information loss and
incompatible, so the prediction effect of CNN-LSTM model
is weaker than the ConvLSTM model. The LSTM, RNN,
and GRU models only consider the temporal information
of network traffic data, so the overall prediction effects of
these models are poor, and need to be improved. The MLP
model only has the simple forward structure, which makes it
difficult to extract the high-order features of data. Therefore,
the prediction of this model is worst.

Table 5 shows the confusion matrix of ConvLSTM.
We find that the proposed model performs well in ‘Normal’,
‘Probe’, and ‘Dos’. The precision of ‘Normal’ can arrived
at 99.5%. However, it performs poorly in ‘R21’ and ‘U2R’.
We find the reason by analyzing Table 4. In train set, the sam-
ple sizes of ‘Normal’, ‘Dos’ and ‘Probe’ are large, which is
enough to obtain the valuable information during training,
so the final detection ability is higher relatively. However,
the sample sizes of ‘R21’ and ‘U2R’ is too rarer in train set.
It is difficult for themodel to accurately predict the results of a
large sample test set from a small sample train set, resulting in
low detection effect in the two categories of ‘R21’ and ‘U2R’.
To our knowledge, the confusion matrix can reflect the recall
rate, and we find that the proposed model is competitive in
the recall rates of five categories.

Figure 8 shows the ROC cures of all models, and the
AUC value of each model is also shown. We find that the
AUC value of ConvLSTM model is 0.76, which ranks first
with CNN, GRU, and RNN models. The result also confirms
that the proposed model has high detection and classification
ability.

In summary, in order to verify the effectiveness of our
method, we select a large number of evaluation metrics,
including Precision, Recall, F1-Score, Weighted Average,
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FIGURE 8. ROC curve results for all models.

etc. The above-discussed results confirm that the perfor-
mance of the proposed ConvLSTM model is competitive
to the state-of-the-art network intrusion discovery model in
various types of evaluation metrics. Therefore, we believe
that the ConvLSTM model can extract the high-order spatial
and temporal characteristics of network traffic data, so it has
better precision in network intrusion discovery.

V. APPLICATION IN VSS
A. INTRUDUCTION
Video surveillance system is used to transmit video images,
connect various levels of surveillance systems, and support
video-related services. The video surveillance system mainly
contains front-end equipment, video processing systems, and
various application servers.

Currently, the video surveillance system faces the risks
of physical devices, system applications, data information,
and network attacks. First, the front-end network devices.
Monitoring devices are small, have limited storage. It can-
not carry anti-virus software and other protection means.
Therefore, the networked devices themselves are prone to
vulnerabilities such as weak passwords, override access, SQL
injection, buffer overflow. Second, a large number of applica-
tion system modules in the video surveillance system. Imper-
fect network supervision, insufficient identity verification,
etc., easily cause information leakage and trigger network
attacks. Third, the shortcomings of the traditional protection
system for video surveillance networks. Firewalls, anti-virus
software, fortress machines can hardly cope with the ever-
changing means of network attack.

As active defense tools, network intrusion discovery mod-
els can monitor network traffic in real-time, sense hidden
attacks and analyze various types of attack behaviors. As a
result, these tools help maintain network information security
and propose corresponding protection strategies.

B. VSS DATASETS
In this work, the original traffic packets were collected from a
VSS attacks and defense site in an area of Beijing. It contains
a week’s worth of traffic data. The types of attacks contained
in the data include weak passwords, command injection,
device and system vulnerabilities, remote code execution, etc.
We studied the front-end equipment, VSS architecture and

the application scenarios. All the types of attacks are the
most frequent in this scenario and have a significant negative
impact on the network. Moreover, the implementation of
these attacks is relatively simple. The labels contained in the
data are divided into two categories: normal and abnormal.
The number of records in the training set is 30000 records
and the testing set is 10000 records. Using the Wireshark
to obtain network layer and transport layer information in
traffic packets. Data is pre-processed by One-hot encoding.
The dataset contains labels for both normal and abnormal
network intrusion.

C. IMPLEMENTATION
The network intrusion discovery in VSS is defined as a binary
classification task that detects anomalous network intrusion.
The results of applying our method to a practical application
scenario of video-specific network intrusion discovery, where
our method performs best. Faced with anomalous network
intrusion in a specific application scenario, the method is able
to learn the features of different network intrusion methods
well and complete the network intrusion discovery task. The
above application can prove that our method has excellent
network intrusion discovery capability. It can be widely used
in real life to provide services for the network security of
society.

VI. CONCLUSION
In this paper, we proposed an improved method for the net-
work intrusion discovery. In this method, the network intru-
sion discovery data is pre-processed by One-Hot coding and
normalization, and then the convolution operation is intro-
duced into the internal structure of LSTM, so that the high-
order spatial-temporal information of network traffic data can
be better fused.

In order to verify the effectiveness of the proposed model,
we select six classic neural network intrusion detection mod-
els for comparative analysis, such as MLP, CNN, LSTM,
RNN, etc. Moreover, we chose the classic network detection
dataset, KDD Cup 99. Furthermore, we have carried out a lot
of comparative experiments from different aspects, including
the overall effect of network intrusion discovery, the detection
effect for different types of samples, the confusion matrix
results for different types of samples, and the results of
ROC curve. In addition, we applied our method to VSS,
the results show that the proposed model effectively improves
the network intrusion discovery ability of network traffic,
and provides a new idea for network intrusion discovery of
massive network traffic data.
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