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ABSTRACT The proposed model is based on COVID-19 Big Data Hub. It enables us to predict pandemics
development taking into account multiple virus strains and delays of infectiousness. Two-strain dynamic
models with distributed delays have been fitted to the time series retrieved from COVID data hub. The data
at the national, regional, and county-level which are seamlessly integrated with World Bank Open Data,
Google Mobility Reports, Apple Mobility Reports, have been used. The parameter identification has been
fulfilled with the help of COBYLA algorithm. The simulations have been implemented with the help of Julia
high-performance computing. The effect of the time delays is analyzed. The considered pipeline utilizes the
data from the Hub to generate the COVID model and to produce a reliable prediction.

INDEX TERMS Big data, COVID, delayed dynamic system, distributed delays, epidemiology,
high-performance computing, parameter identification, scientific machine learning, virus strain.

I. INTRODUCTION
Nowadays the coronavirus pandemic is considered as a global
medical, social, and economic problem. It has affected all
branches of human activity, both industry, and science. A lot
of researchers are joined to the world-wide projects dealing
with the diagnostics, prophylaxis, and treatment of COVID.

One of the current topics, connected with COVID19, is the
ability to model its spread and by doing so contain it by
incorporating appropriate measures.

A. RELATED WORKS
1) COVID-19 MODELING
All works dealing with the research of COVID-19, are related
with the different aspects of prophylaxis, diagnostics, and
treatment of the disease. When considering the prophylaxis,
they are aiming to predict quantitavely and qualitatively
(epidemic outbreaks) the epidemic curve. Traditionally the
pandemic spread is described by SIR (Susceptible-Infected-
Removed) model with the help of non-linear differential
equations [1]

dS
dt
= −βSI ,

dI
dt
= βSI − αI ,

dR
dt
= αI , (1)
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where: S, I , and R denote susceptible, infected, and removed
individuals, respectively, while parameters β is the trans-
mission rate, and α is the recovering rate. The classical
Susceptible-Infected-Removed model was proposed in [1],
which can take under consideration laws and density using
aforementioned β and α parameters (as time-variant vari-
ables). Several variants of the SIR model were proposed:
spatial-temporal dependence [2], quarantine model [3] or
stochastic SIR model [4].

Previous study [5] showed the significance of dynamic
models with continuously distributed delays when modeling
population dynamics in epidemiology. It was numerically
evidenced [6] that such type of dynamics is the most adequate
for COVID pandemic data.

One of the most effective prophylactic mean for COVID-
19 is vaccination. In [7] the authors proposed the vaccina-
tion strategy using time-varying linear optimization-based
approach to disseminate vaccines among zones. The solution
is based on SEIRD model to learn the extent of immunity
provided by the vaccines. Themodel was verified on infection
data of New York State. Big data approach provides a means
to help contain COVID-19 epidemic. Using AI analytics,
big data allows us to easier monitor the process [8]. This
approach is presented as a mean to understand and manage
the pandemic spread.
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Some attempts were done to apply ML techniques for SIR-
modeling. So, in [9] authors proposed various data sources
(e.g., dead cases and weather) to predict the risk level for
the country. The results showed that models with shallow
long short-term memory [10] (e.g., LSTM) proved useful
in this case and obtained average accuracy of 78% for over
170 countries.

For the purpose of diagnostics and treatment of
COVID-19 several ML models were proposed [11] to more
preciselymodel a human behaviour. Authors in [12] proposed
a useful model to estimate COVID-19 severity using the
Harris hawks optimization (HHO) to optimize the Fuzzy K-
nearest neighbor (FKNN). The approach provides acceptable
and stable solution for group of research patients. Several
statistic approaches were also researched as Bayesian non-
linear model in [9], Prophet forecasting procedure and autore-
gressive integrated moving average (ARIMA) model in [10].

2) BIG DATA SOLUTIONS
The last decade success of big data technology, supported by
AI in various areas, bring researchers to use this approach also
for COVID-19 coronavirus disease distribution modelling
and treatment. The growing COVID-19 pandemic changed
a local problem to global scale with its high volume, velocity
and variety of sources and available methods. The various
systems generate massive data volumes (using IT techniques
and web technology to) and together with AI support allows
researchers making more reliable multiple source big data
pipelines [13]. In case of COVID-19 case, useful BigData can
be generated from social media, smartphones, IoT sensors
and public data repositories [14].

Authors in [15] is showing that big data opens a possibility
for ubiquitous health management and advances in biomed-
ical technologies. To create this big data sets new sensing
and data mining technologies should be create to facilities
rich physiological and behavioral states of humans. The data
format varies and uses text (relation, non-relation and event
data), images or videos form. Various data like Computer
Tomography (CT) and X-ray was utilised using deep learn-
ing techniques to more precisely diagnose each patient [16].
Despite many studies in this area, their analysis [17] showed
large uncertainties (methodological flaws and many biases)
which have to cope with in order to apply the results in
practice.

The paper [18] shows the issue of preparing the data for
further analysis - remove private information using Natural
Language Processing (NLP) and deep learning techniques.
The new proposed approach allows to capture latent syntac-
tic and semantic similarities more efficiently and use data
in further processing. Additionally, data format covers both
structured or unstructured data. The pandemic is evolving and
with each day new data are generated for health monitoring
or diagnosis purposes [19]. In [20] the optimized machine
learning-based framework using inpatient’s facility data was
presented, that will give a user-friendly, cost-effective, and
time-efficient solution to this pandemic.

The Big Data approach was already successfully applied
by the scientist in [21] to select existing medicines, which
could be applied for COVID-19 disease treatment. Addition-
ally, real time model for infection prediction across a China
was proposed in [22]. The IBM presented cloud-based Big
Data research for modelling and drug discovery based on the
COVID-19 dataset [23].

The nature language processing using Twitter Big Data
and Apache Spark was proposed in [24] and [25]. Using
this source only and word analysis using unsupervised Latent
Dirichlet Allocation (LDA)machine learning and other meth-
ods authors detect 15 government pandemic measures and
public concerns and six macro-concerns and found various
relationships. In second paper authors used Naive Bayes,
Logistic Regression, and multiple feature extraction methods
to detect various diseases in the in Saudi Arabia e.g. heart
diseases or cancer. Finally, in [26] the technology-driven
framework for coordinated and autonomous pandemic man-
agement was proposed to propose management plan based
on case strategies. The authors stress a need of multiple data
source to obtain reliable results.

The high volume of data requires high-performance com-
puting, which allows to process data in efficient and sim-
ple way [27]. Unfortunately, machine learning algorithms
for Python, MATLAB, and C/C ++ are not optimised for
this task. Thus, in this paper the Julia language for high-
performance machine learning was utilised as it is offering
parallel GPU processing (also in cloud) and is sixteen times
faster than corresponding serial version and proved more
efficient than implementation in Python [28].

It is crucial when estimating parameters of infinite-
dimensional dynamic systems to fit time series, like epidemic
curves, to solve the thousands of differential equations during
nonlinear optimization. Besides that Julia is compatible with
ML tools accessible through R and Python languages, which
aggregate data for COVID Big Data Hub [29].

Thus, in this research the high-performance model with
delay characteristic was proposed to model the disease evo-
lution in specific areas.

B. RESEARCH GAP, OBJECTIVES, AND CONTRIBUTIONS
For the reasons given, there are many solutions that take into
account one source of data, like health data or social data.
However, there are very few solutions which utilise multiple
Big Data sources. Preferably, they focus on initial stages of
Big Data processes, while not taking into consideration com-
plete Big Data pipeline, including collecting, aggregating,
processing, and digesting stages.

Also, we see the essential gap of research which offer
methods and tools to use mathematical models based on infi-
nite dimensional systems (like the models with continuously
distributed delays) to various Big Data sources, considering
variety of population dynamics processes, virus strains etc.

One of the most important problems for application such
complex dynamic systems is the lack of validated and
practically tested techniques of the parameter estimation,
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TABLE 1. Notations used through the paper.

qualitative behavior, especially in the case of Big Data,
known as SciML. On the other hand, parameter estimation
for dynamical systems is dealing with NP computational
complexity. Unfortunately, we have a lack of research deal-
ing with the possibilities of high-performance computing for
such problems.

Hence the main objectives of the work include:
• developing the general pipeline enabling application of
infinite-dimensional dynamic models for the problems
of SciML in case of Big Data;

• offering two-strain model based on delay dynamic
system;

• implementing high-performing solution of the parame-
ter estimation problem in case of gamma distribution of
delays;

• investigation of Big Data solution based on the data from
COVID-19 Big Data Hub at different spatial levels of
data.

The basic contribution of the paper to the field of knowl-
edge can be stated as proposing the two-strain dynamic
models with distributed delays that have been fitted to the
time series retrieved from COVID data hub. Moreover, it is
included to the general Big Data pipeline. In addition, such
solution is based on high-performance computing.

The notations used in the paper are presented in Table 1.
The work is organized as follows. Section II-A describes

the Big Data pipeline and the variety of COVID data.
Section II-B offers the COVID Delayed Dynamic Systems
model and an algorithm SciML. The algorithm for tun-
ing model parameters is presented in detail. Section II-C
focuses on particularities of high-performance computing
within problem-solving. In Section III we present numerical
results in case of different levels of administration level of
COVID data. In Conclusion, we are focusing on interpreting
the results and some open problems.

II. RESEARCH METHODOLOGY AND DESIGN
The proposed model is based on COVID-19 Big Data
Hub [29]. The considered pipeline utilizes the data from the

FIGURE 1. Proposed big data pipeline for COVID delayed dynamic
systems model.

Hub to generate the COVIDmodel and to produce the reliable
prediction as it was presented in Fig. 1.

The method is utilizing the data from various sources
and processing them with the help of infinite-dimensional
dynamic model with continuously distributed delays.

Each step of the proposed pipeline is presented in the
following subsections.

A. COVID BIG DATA DESCRIPTION
The first three elements of a pipeline are provided by
COVID-19 Big Data Hub project [29]. The data are collected
in various formats (API, batches and streams) from various
repositories. In is worth to note that each repository is also the
Big data solutions(e.g. [30]). Then collected large volumes of
data are processed by the R package aggregation procedures
executed on dedicated server every hour. The data are then
stored as batches using GitHub repository. Additionally, due
to terms of use of some data (World Bank, Google, and
Apple) are generated on request from original repository and
merged with stored data-set in real-time. During unification
procedure, on collecting stage, the data quality is verified
by tracking all sources, its documentation and using open-
source community. Currently the data are aggregated from
649 different data sources of various types. The data are
available at different levels of granularity (countries, regions
and cities/counties). Up to date 193 countries, 501 regions
and 3908 counties are available. The data covers three major
areas:
• population information: deaths number, confirmed
cases, tests number, vaccines number, recovered num-
ber, hospitalized (with ICU or ventilation) and total
number;

• policy level (0: No measures, 1: low restrictions and 2:
high restrictions) for: school closing, workplace clos-
ing, cancel events, gatherings, transport closing, stay
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home restrictions, internal movement restrictions, inter-
national movement restrictions, information campaigns,
testing policy, contact tracing;

• and localization: longitude and latitude of specific areas.
The selected data are then used to produce the model using

next processing script defined using R module and high-
computation methods. The models for specific area are then
stored for presentation purposes. The contribute elements,
with is implementation, were presented in next section.

B. DATA-DRIVEN MODELING
1) THE COMING TO MODELS WITH DELAY
In [31] it was investigated the simplification of the model
of coexistence of two virus strains. The model is assigned
for describing a spread of various virus strains (for example,
pandemic and seasonal influenza). In the model there were
made the assumptions: 1) compartments of latent persons
are not considered; 2) influenza spread is assumed to be
necessarily accompanied by the symptoms, i.e., the absence
of compartments of the asymptotically infected; 3) a general
size of population N is considered constant.

In [32] it was generalized to a nonstationary system with
discrete two discrete temporal delays which describe latent
periods for infectiousness. In [5] it was shown experimentally
that COVID studying requires using distributed delays due to
normal distribution law. So, the given paper applies continu-
ously distributed delays for modeling the COVID pandemic.
Pursuing the goal of mapping population processes as well as
possible, here we have chosen to use gamma distribution of
delays τ ≥ 0 as

ψ(a,m, τmin, τ )

:=

0 τ ≤ τmin,

am+1

0(m+ 1)
(τ − τmin)me−a(τ−τmin) τ > τmin,

(2)

where a,m ≥ 0. The distribution was considered earlier in
a different context, for example describing cell maturation
times ( [33], pp.240-243), where an efficient method of dis-
tribution parameter estimation based on experimental popu-
lation data was offered. Besides that, the non-symmetricity of
gamma distribution fits the processes of infectiousness better
as compared with the symmetric normal distribution.

Let τM be the largest value of the delay considered. Assum-
ing τ is a random variable which is gamma distributed given
byψ , we can estimate its confidence interval with confidence
level c ∈ (0, 1), with the help of applying Chebyshev’s
inequality to a gamma distribution, resulting in determining
the largest value of τ as

τM := E(τ )+

√
Var(τ )
1− c

= τm +
m+ 1
a
+

√
(m+ 1)
a2(1− c)

(3)

2) A TWO-STRAIN MODEL WITH DISTRIBUTED DELAYS
Here we consider two-strain model of COVID growth within
the population, which takes into account the following sub-
populations: S, sub-population of persons susceptible to both

virus strains; Ik , k = 1, 2, sub-population of persons which
are infected with the kth virus strain; Rk , k = 1, 2, sub-
population of persons which are recovered after kth virus
strain (we suppose that the corresponding immunity has been
obtained), but they are susceptible to the jth virus strain,
j = 1, 2, j 6= k; Yk , k = 1, 2, sub-population of per-
sons, which are recovered as a result of jth virus strain,
j 6= k , currently they are infected with the kth virus strain;
R, sub-population of persons which are recovered after being
infected with both virus strains. Let N be the total population
size. Since S +

∑
k=1,2

{
Ik + Rk + Yk

}
+ R = N , we may

omit the sub-population R.
Here we give brief explanations for the parameters used.
• There is a recruitment rateµN into the susceptible class.
• The natural death rate of all sub-populations is µ.
• The rate of having primary infectiousness with the kth
virus strain is βkSIk , k = 1, 2.

• Susceptible persons are being infectedwith the kth strain
(k = 1, 2) of the virus with the gamma-distributed delay
τ given by the density

ψk (τ ) := ψ(ak ,mk , τmin,k , τ ), (4)

where ak , mk , τmin,k are some positive parameters of
gamma distribution, τmin,k being minimal value of latent
period.

• The recovered rates for sub-populations Ik or Yk are αk ,
k = 1, 2.

• The rate of having secondary infectiousness with the jth
virus strain is σjβjRk Ij, k, j = 1, 2, k 6= j.

• The parameter σj describes an increase or decrease of
susceptibility to strain j as of secondary infection due to
possible immune altering as a result of primary infec-
tions.

• The delay of secondary infectiousness with the jth virus
strain is given by the density ψj(τ ), j = 1, 2.

• In practice, all rate parameters appeared to be dependent
on time. So we consider them as time-varying functions.

The general scheme of the model considered is depicted
in Fig. 2. Here 9k [(x)t ] :=

∫ 0
−τM ,k

ψk (τ )x(t + τ )dτ
is the distributed delay functional, acting on functions
xt ∈ C1[−τM ,k , 0], k = 1, 2.1

For the parameters given above, we lead to the following
delayed dynamic system at t > 0

S ′(t) = µ(t)(N (t)− S(t))−
∑
i=1,2

βi(t)S(t)Ik (t),

I ′k (t) = βk (t)9k [(S(·)Ik (·))t )]− (µ(t)+ αk (t))Ik (t),

R′k (t) = αk (t)Ik (t)− (µ(t)Rk (t)+ σjβj(t)Ij(t))Rk (t),

Y ′k (t) = σkβk (t)9k [(Rj(·)Ik (·))t ]− (µ(t)+ αk (t))Yk (t), (5)

where k, j = 1, 2, k 6= j.
For the solutions of (5), elements of which are the vector-

functions

(S, I1, I2,R1,R2,Y1,Y2) ∈ C1([−τmax, 0],R7),

1it follows from the properties of ψk (τ ) that 9k [(x)t ] =∫−τmin,k
−τM ,k

ψk (τ )x(t + τ )dτ
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FIGURE 2. Flowchat of the model of coexistence of two COVID strains. The transmissions with delays are
marked with dashed arrows. The subpopulations affected by the first strain are at the top, whereas affected
by the second one at the bottom.

we consider the initial conditions

S(t) = Ŝ(t) ≥ 0, Ik (t) = Îk (t) ≥ 0,

Rk (t) = R̂k (t) ≥ 0,Yk (t) = Ŷk (t) ≥ 0,

t ∈ [−τ̄max, 0)

S(0) = Ŝ0 > 0, Ik (0) = Î0k > 0,

Rk (0) = R̂0k > 0, Yk (0) = Ŷ 0
k > 0, k = 1, 2, (6)

where τmax = max
{
τM ,k , k = 1, 2

}
.

Given any Ŝ(t), Îk (t), R̂k (t), Ŷk (t) ∈ C+[−τmax, 0], since
the right-hand sides of (5) imply Lipschitz condition, there
exists a unique trajectory of (5) starting from (6) [34].

3) SCIENTIFIC MACHINE LEARNING
The development of models based on data from COVID data
hub can be considered as a problem of scientific machine
learning (SciML) [6], [35]. This direction has received cur-
rently increased attention since it aims to apply modern
machine learning techniques in science, engineering, and
medicine, which differs from traditional data-driven machine
learning problems in computer science [36].

Let time series
{
Xexp(tj)

}n
j=1 be data from COVID data

hub corresponding to instances of time t1, t2, . . . , tn.2 Fig. 3
presents the COVID modeling as the construction of a
machine learning model basing on COVID data hub. Namely,
the model constructed can be used for various SciML tasks.
We classify the basic of them as a quantitative prediction
of the state, investigation of the qualitative behavior of the

2Note that Xexp(t) includes the raw of COVID data at time t , e.g.
Xexp =

(
Sexp(t), Iexp(t),Rexp(t)

)>

trajectories, bifurcation analysis, and studying the chaotic
dynamics. Nevertheless, the solution of the SciML problem
can be presented in the form of a dynamic system with a
known closed set of parameters.

We will seek data-driven model (5), (6) in the class of
functional-differential equations

dX (t)
dt
= F(X (·),5), (7)

where 5 ∈ P , F : C1[−τmax, 0] → Rl is functional that
maps corresponding Banach space of continuously differen-
tiable functions into Rl , l ∈ N.
We denote the sought data-drivenmodel which is described

by (7) as F5 and its solution as X (t,5) or Xpred(t).3

Note that Fig. 3 focuses coping with uncertainties in
SciML. Namely, aleatoric uncertainties, which are related
with the data, have to be coped with the help of choos-
ing such distribution of experimental data which maximize
the loss function of the model F5. In turn, to cope with
epistemic uncertainties, we choose the model designed in a
way enabling us minimal values of the loss function for the
‘‘worst’’ distributed data.

4) PARAMETERS IDENTIFICATION
The model (5) is the most affordable for the analysis of
COVID pandemic time series. The idea is to use this model
for estimating the epidemic curves with the respect to various
sub-populations. In turn, these values correspond to the initial
conditions of Ŝ, Î1, and R̂1, which are known from the

3hereinafter we use subscript ’pred’ for the corresponding solutions of (5),
(6) or (7)
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time series in advance. Estimation should include the rate
constants, gamma distribution parameters within ψ function,
and unknown initial values contained in the system given
by (5), (6).

In order to adjust the predicted data, we need to do them
compatible with the data accessible from COVID data hub
(‘‘expected data’’) introducing the denotations for the solu-
tions obtained from (5), (6) as follows

Ipred(t) :=
∑
k=1,2

{
Ik,pred(t)+ Yk,pred(t)

}
,

Rpred(t) := N (t)− Spred(t)− Ipred(t), (8)

Hereinafter we let constant values of µ(t) and N (t), i.e.,

µ(t) ≡ µ,N (t) ≡ N , µ,N ∈ R+, (9)

whereas βk (t), αk (t) being periodic functions of the form

βk (t) = βk + β̃k sin
(
2π
ωβk

t
)
,

αk (t) = αk + α̃k sin
(
2π
ωαk

t
)
, k = 1, 2, (10)

where βk , β̃k , ωβk , αk , α̃k , ωαk ∈ R+.
Such choice of the form (10) of the rates of infectiousness

and recovering is evidenced by the seasonal character of the
pandemic growth, which influences the rates significantly
and is related to so-called ‘‘epidemic waves’’. Here ωβk , ωαk ,
k = 1, 2 are corresponding periods of epidemic processes in
days.

Hence the COVID two-strain model (5), (6) under assump-
tions (9) and (10) depends on 27 unknown parameters;
namely

5=


µ, β1, β̃1, ωβ1 , α1, α̃1, ωα1 , a1,m1, τmin,1,

β2, β̃2, ωβ2 ,α2, α̃2, ωα2 , a2,m2, τmin,2, σ1, σ2,

Î01 , R̂
0
1, Î

0
2 , R̂

0
2, Ŷ

0
1 , Ŷ

0
2

∈R27
+

(11)

In principle, this set of parameters can be estimated from a
given time series of the COVID pandemic. For a set of n point-
wise experimental data in the time series, say

{
Sexp(tj)

}n
j=1,{

Iexp(tj)
}n
j=1,

{
Rexp(tj)

}n
j=1 with t1, t2, . . . , tn being the times

of observations, the identification of parameters can be car-
ried out with the following constrained optimization calcula-
tions that are expressed in the form

minimize J (5), 5 ∈ R27+
subject to gi(5) ≥ 2, i = 1, 2,

gj(5) ≥ 0, j = 3, 8

 (12)

Here

J (5) :=

 n∑
j=1

(
(Sexp(tj)− Spred(tj))2

+(Iexp(tj)− Ipred(tj))2

+(Rexp(tj)− Rpred(tj))2
)1/2

(13)

is the objective function and

g1(5)=5−5lower ≥ 2,

g2(5)=5upper −5 ≥ 2,

g3(5)=N − Sexp(0)− Î01 − R̂
0
1 − Î

0
2 − R̂

0
2 − Ŷ

0
1 − Ŷ

0
2 ≥ 0,

g4(5)= Sexp(0)+ Î01 + R̂
0
1 + Î

0
2 + R̂

0
2 + Ŷ

0
1 + Ŷ

0
2 − N ≥ 0,

g5(5)= Iexp(0)− Î01 − Î
0
2 ≥ 0,

g6(5)= Î01 + Î
0
2 − Iexp(0) ≥ 0,

g7(5)=Rexp(0)− R̂01 − R̂
0
2 ≥ 0,

g8(5)= R̂01 + R̂
0
2 − Rexp(0) ≥ 0 (14)

are inequality constraints, where 2 ∈ R27 is null-vector.
The offered solution of nonlinear optimization prob-

lem (12) is based on the COBYLA algorithm [37], which
linearly approximates objective function and constraints on
27-simplex C = C(50,51, . . . ,527) and optimize the sim-
plex on each algorithm iteration. The algorithm transforms
problem (12) to the problemwithout constraints with the help
of objective function

8(5) := J (5)+ ξ [max
{
−gi(5), i = 1, 8

}
]+. (15)

We denote its linear approximation on the simplex C as
8̂C (5). An implementation of COBYLA to the problem (12)
can be reformulated as the Algorithm 1. Here stop condition
covers the improvement of objective function, the changes of
vertexes and allowed number of iterations.

Algorithm 1: COBYLA Algorithm Implementation to
the Problem (12)
Input data: Xexp, 5lower, 5upper, 5init
Result: 5opt
form the initial simplex Cinit with the vertices
5init

0 ,5init
1 , . . . ,5init

27 ;
repeat

for the current simplex C calculate the values
8̂C (5i), i = 0, 27;
search the vertex 5l determined by the equation
8̂C (5l) = min

{
8̂C (5i), i = 0, 27

}
;

calculate new vertex as
5new := −θ5l + (1+ θ ) 1

27

∑
i=0,27,i 6=l 5i, where

reflection coefficient θ ∈ (0, 1) being chosen as
small as possible in order 8̂C (5l) not were the
least calculated function value so far;
form modified simplex Cnew replacing vertex 5l
with 5new;
search 5opt as a solution of the problem of linear
optimization

minimize 8̂Cnew (5),
subject to 5 ∈ Cnew

}
(16)

until stop condition;
return 5opt ;
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FIGURE 4. Data-driven modeling at country level. Model fitting for
Norway.

C. HIGH-PERFORMANCE CALCULATION
In practical development of machine learning model based
on COVID data hub data due to Fig. 3, we have used imple-
mentation of basic steps of COBYLA related to the form-
ing simplexes and linear approximation within the package
nloptr, whereas objective function and constraints have to
be developed directly.

There are few reasons causing the need for high-
performance computation in COVIDmodeling. On one hand,
hereditary models based on differential equations with delay
are infinite-dimensional systems that require saving more

prehistory states that are used to calculate the next ones.
On the other hand, the problem of fitting rate parameters for
delayed dynamic systems includes a lot of degrees of free-
dom, which also leads to the NP-hard problems. Moreover,
analysis of qualitative behavior of such type nonlinear models
which is traditionally performed with the help of various
numerical characteristics results in the numerical integration
of the model for a huge number of points in the multidimen-
sional space of the parameters.

The high-performance computations have been imple-
mented in Julia language, which can execute a huge amount
of calculations whereas assuring high performance. Since
COVIDmodeling is oriented on cloud computing, Julia facil-
ities supporting clouds and parallel programming are essen-
tial. In order to enable high-performance computing through
R platform, package diffeqr was used for solving delay
differential equations [38]. Its core routines are implemented
on the basis of suite DifferentialEquations.jl,
which is developed for SciML enabled simulation and esti-
mation. It enables us high performance solving of equations
like (3) directly within R. [39].

The listing implementing the model (5), (6) given parame-
ters (9) and (10) is written in Julia with the help of R package
diffeqr.

III. EXAMPLES FOR DATA AT DIFFERENT LEVELS
Trying to evaluate the models (5), we were tuning it for
training data at various level.

A. COUNTRY LEVEL
Here we use the time series of COVID growth for Norway at
n = 418 (Fig. 4).
When applying COBYLA algorithm, we let the val-

ues of parameters 5 needed to form the initial simplex
Cinit as shown in Table 2. The number of evaluations was
used as a stop condition. As a result of 200 iterations the
value of objective function was 597914.3. Integer code
convergence = 5, which indicates successful completion
of the algorithm. The estimated values of the parameters are
shown at the column 5Norway

est .

B. REGIONAL LEVEL
We investigate time series for Texas (USA) at n = 343
(Fig. 5). Initial simplex is constructed based on the same
parameters from Table 2. As a result of 600 iterations the
value of objective function was 5038572 at successful com-
pletion. Column 5Texas

est shows the estimated values of the
parameters.

C. COUNTY LEVEL
Time series from SK Speyer (Rheinland-Pfalz, Germany)
was investigated (Fig. 6). The value of objective function is
16606.81 for n = 304 time instances. The values of parame-
ters 5 to construct simplexes and the parameters estimated
5

Speyer
est , are presented in Table 3. Because of significantly
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TABLE 2. The set of parameters used related to the model (5) at the level of country and region.

other scale of population, both initial values and bounds of
the parameters are differed from ones used for both country
and regional levels. Besides that, it was evidenced essentially
bigger periods for time-varying rates βk (t), αk (t), k = 1, 2,
with eventually follows from the smallest size of the county
population.

IV. LIMITATIONS OF THE STUDY
Our study trying to offer a comprehensive approach to mod-
eling the COVID pandemic has some limitations. Here we
analyze them briefly.

In the given work we have used the deterministic model
based on delayed differential equations. When studying epi-
demic models stochastic approach can be applicable intro-
ducing ‘‘white’’ noises and considering stochastic differential
equations. Certainly, the form of their solutions fits better to
real epidemic curves. However, the deterministic model gives
an average approximation in some sense of the solution of the
stochastic one.

Temporal limitations of experimental data take place. Real
experimental data aggregated and stored in the COVID data
hub are collected from some limited temporal interval. When
using the data at the beginning of the pandemic as training
data, we can get parameters of the model which differ signif-
icantly from ones obtained basing on the wider period of time.
So, what is the reasonable duration of the time series to be
used as COVID training data for SciML? Of course, we can
observe some seasonal changes for pandemic development.
For this purpose we use time-varying parameters αk , βk ,
k = 1, 2 in the model. In turn, the temporal limitations of
experimental data influence the model significantly.

TABLE 3. The set of parameters related to the model (5) at the level of
county with population size 5.0565e + 04.

The real question is how many strains to account for.
In the given model we have described the interaction between
two COVID strains. The current COVID situation shows the
importance of taking into account more strains (alpha, beta,
gamma, delta). In turn, it requires considering more subpop-
ulations and a more complicated flowchart of the model of
coexistence of COVID strains than in Fig. 2. Moreover, when
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FIGURE 5. Data-driven modeling at regional level. Model fitting for Texas
(USA).

fitting the model (5) to experimental data we see that the
predicted values of infected subpopulations, as a rule, are less
than the expected ones. Considering additional strains can
explain the shortcoming.

Limitations of biological assumptions can affect the model
solutions also. Here we have considered the simplest com-
petitive behavior of the populations basing on the law of mass
action. Advancedmodeling requires usingmore sophisticated
biological mechanisms like Holling type II and III functional
responses.

The model under study (5) does not include vaccination
directly, using special terms or variables. On the other hand,

FIGURE 6. Data-driven modeling at county level. Model fitting for SK
Speyer (Germany).

here the vaccinated persons are combined with the recovered
ones. The advanced study can construct control models and
additional subpopulations of vaccinated persons.

Some special case of the model (5) with discrete delays
was studied in [32]. It has shown chaotic behavior of the
trajectories for some values of delays. Chaotic behavior is
likely to hold for the model (5) also, which should be studied
deeper.

Limitations of available data according to level on data
hub (lack of some data) take place. Currently, not all data are
accessible at all three levels under consideration. Eventually,
there are a few reasons for the lack, including incompatibility
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FIGURE 7. Density distributions for data-driven models at various levels.

of data storage of some countries, real lack of the data (pri-
marily at level 2 and the most often at the level 3), access
restrictions to public health data for some countries, etc.
Currently, the situation with the lack of COVID data is really
improving all over the world.

V. CONCLUSION
Processing Big Data stored on COVID data hub with the
purpose of SciML has shown the importance of high-
performance computing, mostly within the getting of model

solutions and the tuning system parameters. For example,
in the case of the basic operations of the delayed differ-
ential equations integration, using Julia parallel computing
in R through diffeqr package enables us 14 times faster
calculations.

Note, that the parameters fitting due to Algorithm 1 lie in
most on initial guess5init. When working with a real COVID
data hub we have chosen an initial guess in dependence on
the size of the population. In turn, the first few steps of the
bisection method would give us a suitable starting point.

Fig. 7 presents plots of delay densities at a different level
of locations, being actually latent periods. Really they contain
worth epidemiological indicators describing virus strains that
can be extracted. τmin, being left-side bound for non-zero
density values indicates the minimal possible latent period
for the virus strain given. Peaks of the plots show us the
most probable values of latent periods. Nevertheless the level
of pandemic data, we see similar distribution parameters
describing the latent stage. In turn, it evidences that we
observe the extension of the same virus strains.

When comparing latent periods estimated on Fig. 7 with
ones of the experimental epidemiological study [40], we con-
clude that in population models like (5) constructed on the
basis of real pandemic data latent periods will be somewhat
bigger. It is caused by the fact that in practice latent period is
clearly identified for symptomatically infected patients only.
On the other hand, time delays in (5) are not truly latent
periods. It is most likely the period to the next pathogen
exposure, which, in turn, is dependent in most on the pro-
phylaxes’ actions with the respect to coronavirus extension
(like quarantine). So, advancing the model (5) should take
into account quarantine effects, data on which can be ingested
from COVID data hub.

When analyzing plots at Fig. 4, 5, 6, we see admissi-
ble following to general tendencies of population growth,
whereas numerical approximation is appeared worse. Note
that fitting experimental data is better for Big Data at the
country level, whereas it is worse for regional and county
levels. The eventual reason is the large-scaling nature of
population dynamics processes, which is more suitable at the
macro level of population and is not considering individuals
or small groups. Hence, the important benefits of the mod-
els (5) are seen to predict qualitative behavior of pandemic
development, mainly outbreaks, at different levels.

On the other hand, better fitting to experimental data
requires considering additional virus strains supported by last
microbiological research.

The paper presents a Big Data good practice related to
epidemiology analytics basing on modeling with the help
of delayed dynamical systems. It was fulfilled within the
framework of the project iBigWorld [41] which is devoted
to gaining skills for developing innovative solutions based on
Big Data in real-world applications. Working with COVID
Big Data would be a good opportunity to get competencies
when using cutting-edge technologies based on Big Data and
machine learning.
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