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ABSTRACT The next generation Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2)/Advanced Topo-
graphic Laser Altimeter System (ATLAS) was launched in 2018 to provide large amounts of spaceborne laser
altimetry data. The joint block adjustment with laser altimetry data and satellite remote sensing images can
promote limited stereoscopic positioning accuracy without ground control points (GCPs). However, there
are two problems in the joint block adjustment, that is, the reliable ATLAS laser altimetry points (LAPs)
selection and the discrepancies of image-object points. To solve the above problems, a surface point cloud
extraction algorithm based on wavelet reconstruction was proposed. Then, the LAPs selection constraint
model was established, so the terrain influence was resolved. Finally, a block joint adjustment method has
been proposed with remote sensing images and the reliable LAPs considering error of their plane coordinates,
which could achieve the accurate corresponding image points of the reliable LAPs, remarkably decrease the
discrepancies of image-object points. Fourteen pairs of ATLAS data, seven ZY3-02 stereo images and eleven
Mapping Satellite-1 stereo images in Zhengzhou, China were collected to validate the method performance.
Experiment results have shown that the consistency of the image-object points and the positioning accuracy
of stereoscopic images without GCPs have been improved. Compared with the free net block adjustment,
the height, east and north positioning accuracy of ZY3-02 and Mapping Satellite-1 stereo images have
increased by 61%, 56%, 60% and 56%, 38%, 37%, respectively.

INDEX TERMS Joint block adjustment, laser altimeter, ICESat-2, ZY?3-02 satellite, mapping satellite-1,
stereo images.

I. INTRODUCTION
Remote sensing satellites provide high-quality surveying and
mapping products. High-precision stereo surveying typically
uses uniform GCPs to ensure accurate geometric position-
ing of satellite image block adjustment. However, obtaining
high-precision data from GCPs is time consuming and labor
intensive, and in some areas, it is difficult to obtain ground
control information, which makes it challenging to further
improve the accuracy of stereo mapping.

With the continuous development of laser technology,
satellite laser height measurement capability is getting
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stronger and stronger. Higher precision and denser laser
altimeter data can be obtained, which can improve the accu-
racy of stereo mapping without GCPs. Much of the work
on the combined processing of optical camera images and
laser altimeter data began on planetary observations. In the
applications of Mars topographic mapping, Rosiek et al. [1]
used Mars Orbiter Laser Altimeter (MOLA) laser ranging
information as the control information for Viking Orbiter
images to perform bundle adjustment. After image matching
and automatic digital elevation model (DEM) extraction, a
1:500,000 scale Mars mapping product was produced. Yoon
and Shan [2] proposed a joint processing method for Mars
Orbiter Camera imagery and MOLA to correct misregis-
tration. In the applications of lunar topographic mapping,
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Di et al. [3] proposed cross-point adjustment and sensor
model refinement to co-register Chang’E-1 stereo images
and laser altimetry data. He et al. [4] researched a laser
altimeter data assisted block adjustment method using a ratio-
nal function model (RFM). All these studies suggest that
the combined processing of planetary laser altimetry data
and optical images can effectively improve the accuracy of
planetary surface topography mapping.

For Earth observations, the Geoscience Laser Altimeter
System (GLAS) laser altimeter launched on the United States
Ice, Cloud, and Land Elevation Satellite (ICESat) is the first
Light Detection and Ranging (LiDAR) system used for Earth
observations to obtain voluminous high-precision elevation
data. For reliable LAPs selection, Duong et al. [5] used the
three parameters of saturation correction flag, gain value and
elevation use flag to eliminate gross errors in GLAS laser
height measurement data. Wang et al. [6] used echo wave-
form width, crest number, skewness, kurtosis and reflectivity
to filter GLAS. Li ef al. [7] used a method based on random
forests to extract satellite laser altimetry footprints that meet
the elevation accuracy requirements of certain applications in
complex terrain.

For LAPs and stereo images joint block adjustment,
Li et al. [8] added GLAS data to the block adjustment of
the ZY3-01 satellite, improving the height accuracy to 3 m
without GCPs. Li et al. [9], [10] verified that using joint
adjustment in generating the digital surface model (DSM)
was better than the direct correction DSM. Wang et al. [11]
proposed an ICESat laser point-assisted block adjustment
method for stereo satellite images to improve the positional
accuracy of Mapping Satellite-1 imagery without GCPs.
When using 1839 ICESat elevation control points automat-
ically extracted from the survey area to assist the block
adjustment, the height accuracy can be increased to 2.51 m.
Cao et al. [12] proposed a geometric imaging model of the
refinement of satellite stereo images aided with laser altime-
ter data. The experiments in ZY3-02 indicated that the height
accuracy of the satellite geometry model refined using the
laser altimeter data reached 3.23 m. Above previous studies
showed that the height accuracy can be greatly improved
without adding GCPs. However, GLAS laser footprints are
too sparse to make further analysis.

The next generation of the LiDAR satellite ICESat-2
was launched in 2018. The onboard LiDAR altimetry
system ATLAS is a micro-pulse photon-counting LiDAR
system [13]. Multi-beam LiDAR is the latest laser detection
technology, which has a high laser spot measurement accu-
racy, large surveying bandwidth, small spot area, high repe-
tition frequency, and high resolution [14], [15]. ICESat-2 is
the first photon-counting Earth observation system, whose
10 kHz repetition frequency makes the foot spacing along
the track 70 cm and its foot diameter 17 m (GLAS is 40 Hz,
170 m, 70 m, respectively) [16]. In addition, it employs six
beams arranged in three pairs where each group has a strong
beam and a weak beam. This design can increase the density
of altimetry points.
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ATLAS can be used to measure surface elevation, includ-
ing the elevation of ice sheets, forests, and oceans, and to
provide a reliable basis for topographic scientific research
and for monitoring global climate change trends based on
biomass. So, it can provide high-precision laser footprints
on the global land surface [17], [18] and high-precision con-
trol data for the stereoscopic positioning of satellite stereo
images. Wang et al. [19] studied the extraction of global
elevation control points based on elevation reference and
ATLOS attribute parameters. However, ATLO8 product con-
tains data categorized as land at 100-meter intervals, which
scale range is too large to reliable LAPs selection. What is
worse, there was no research on the use of ICESat-2 LAPs
for joint block adjustment. The key problem is that the exact
location of LAPs cannot be determined, so it is difficult to
guarantee the consistency of the object-image points.

In this study, we present a joint block adjustment method
for spaceborne laser altimetry data and satellite stereo images.
Different from previous work, this study proposes (1) a
multi-constraint filter to select reliable ATLAS LAPs; (2) an
iterative plane coordinate correction of the selected ATLAS
LAPs during the joint block adjustment. Stereo images and
laser altimeter data covering the research areas in Zhengzhou,
China were collected to conduct experiments, and several
types of adjustment plans were designed to discuss their
influence on the block adjustment results.

Il. MATERIALS
A. EXPERIMENTAL AREA

The experimental site in Zhengzhou in Central China were
selected. The relevant information about the study area,
is shown in Figure 1. The terrain is generally high in the
southwest and low in the northeast, showing a stepwise
decline. The survey area included mountains, hills, and plains
with a height difference of more than 1400 m.

B. ICESat-2 DATA

ATLAS provides a total of 22 data products (ATLO1-ATL21).
Land-related data products include ATLO3, ATLO08, and
ATL18 [20]. ATLO3, the global geolocated photon product,
includes time, latitude, longitude, and height information of
each photon event [21]. ATLO3 products have higher spatial
resolution than ATLO8 and ATL18.From October 25, 2018 to
October 29, 2019, fourteen pairs of ATLO3 datasets were
selected to cover the entire test area, as shown in Figure 1.

C. IMAGE DATA

7Y3-02 stereo images and the Mapping Satellite-1 stereo
images were collected. ZY3-02 satellite, which was launched
on May 30, 2016, is the second satellite in the ZiYuan3 series
and mainly used for developing the civil space infrastructure
in China. For satellite ZY3-02, the ground sample distance
(GSD) for forward-view (FWD) and backward-view (BWD)
imagery is 2.5 m, whereas for nadir-view (NAD) imagery,
itis 2.1 m [22]. Seven ZY3-02 three-line-array stereo images
were acquired from March 13, 2019 to July 3, 2019.
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FIGURE 1. Experimental data and reference data.
150 . . .o, . .
o Kinematic Global Positioning System (RTK-GPS), which
1a0¢ ensures that the geolocation accuracy of the CPs is better than
g™ 0.1 m. The CPs distribution is shown in Figure 1.
Z 110 . . . .
L Unmanned aerial vehicle (UAV) LiDAR data, considered
90l as a reference dataset, were collected. The absolute height
80 accuracy of the UAV LiDAR data was better than 0.15 m.
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FIGURE 2. ATLO3 raw point cloud distribution.

The Mapping Satellite-1 is the first stereo mapping
satellite in China. Three satellites of Mapping Satellite-1
were launched on August 24, 2010, May 6, 2012, and
October 26, 2015, respectively. For Mapping Satellite-1, all
GSDs are 5 m [23]. Eleven Mapping Satellite-1 three-line-
array stereo images were acquired from September 25, 2019
to April 27, 2020.

D. CHECK DATA
We collected 38 high-accuracy check points (CPs) to validate
the results. The CPs were surveyed using the Real-Time
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Observing Satellite (ALOS) satellite phased array L-band
synthetic aperture radar (PALSAR) high-resolution terrain
corrected product, was collected for slope calculation and
accuracy evaluation.

lll. METHODS

To select the reliable LAPs, the principle of MODWT was
introduced, then it was applied to extract LAPs with other
multiple constraints. The basic principle of joint block adjust-
ment was introduced later. Aiming at the problem of errors
in LAPs plane coordinates and no accurate image points,
an optimized adjustment scheme considering the plane coor-
dinate error of the LAPs was proposed.
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A. RELIABLE LAPs SELECTION
1) MODWT BASED ON THE OTSU METHOD
Figure 2 shows a section of the ATLO03 point cloud data. There
are many randomly distributed noise points. Although signal
points are denser than noise points, it is difficult to distinguish
ground points from raw data due to the large amount of noise.
The distribution of ground points changes with topography,
which shows continuous and smooth low-frequency signal
characteristics. Thus, raw point cloud data can be treated
as a set of discrete digital signals. Therefore, digital signal
processing methods can be used to extract the ground points.

Maximum overlap discrete wavelet transform (MODWT)
has the translation invariance of wavelet coefficients and
scale coefficients, and all the decomposition layers retain
the same time resolution without phase distortion [24]. The
signal length does not decrease after decomposition, and it
has a good decomposition and reduction effect. The adaptive
threshold determination avoids errors that may be caused by
the traditional method of setting the threshold in advance.
In multi-resolution analysis, a signal can be approximated at
progressively coarser scales while recording the differences
between approximations at consecutive scales.

The MODWT can be expressed as a linear combination of
the scaling function ¢ (x) and wavelet ¥ (x) at varying scales
and translations.

f@ =30 2R (27 k)
X0 Xy 42y (25 —) )

where J is the number of wavelet decomposition levels. The
first sum is the coarse-scale approximation of the signal,
and the second sum is the details at successive scales. The
MODWT returns N coefficients cx and (Jg x N) detail coef-
ficients d; x of the expansion.
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FIGURE 3. Wavelet decomposition result.

Figure 3 shows wavelet decomposition results of
2019.04.05 23:38:41 gtll track for f (x), each level of wavelet
components and redundant items. With an increase in the
decomposition order, the frequency of wavelet components
continues to decrease, the signal change trend is more stable
and obvious in the low-frequency component, and the noise
in the original data is concentrated in the high-frequency part,
i.e., the low-order component. The most stable low-frequency
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signal can be separated from the original data by removing
the high-frequency wavelet components and reconstructing
the signal [25].

To extract the ground points from the raw point cloud,
high-frequency and low-frequency wavelet components of
the raw point cloud was obtained through the MODWT
algorithm. Then, high-frequency components were removed
by setting the cutoff frequency, and the point cloud was
reconstructed. Finally, based on the assumption of continuous
changes in terrain undulations, the height difference between
the reconstructed point cloud and the raw point cloud was
calculated, and the points whose height difference was less
than a certain threshold were marked as ground points.

To maximize the distinction between signal and noise,
the Otsu method was used to calculate the cutoff frequency,
and the photons were adaptively divided into signal and
noise [26]. The level threshold (x) was calculated using the
Otsu method as follows:

t

wo (1) = —
n t
o (t)=1—-
s )
po (===
w1 ()= —Z’Z’J_rl tx(l)
w (@) =wo (1) o (1) + w1 (t) pi(t)
o2 =awp (1) (o (1) — 1 (1) + w1 (1) (1 () — 1 (1))

(@)

where n is the total number of photons and ¢ is the number of
photons currently assumed to be the signal.

When the inter-class variance o2 is largest, the sum of the
low-frequency wavelet components and redundant terms can
best represent the height distribution of the ground points.

2) LAPs SELECTION WITH MULTIPLE CONSTRAINTS
Although photon-counting LiDAR has the advantages of low
energy consumption, high measurement sensitivity, and high
repetition frequency, it also entails new problems. The adop-
tion of green wavelength lasers (532 nm) and high detection
sensitivity make it susceptible to the influence of atmospheric
scattering noise and solar background noise [27], [28].
In addition, ATLAS laser altimetry data do not have synchro-
nized observation images; thus, it is impossible to strictly
determine the exact ground position of the photon. More-
over, different topography and atmospheric conditions have
a greater impact on the measurement accuracy of the photon
geographic coordinates. Therefore, it is necessary to select
reliable points from laser altimetry data as GCPs.

The ground curve can be extracted using the identification
parameters recorded in the ATLO3 and ATLO8 data [29].
Although the extraction result is satisfactory, prior identifi-
cation indicators should be used in the ATL product. To solve
the problem in which the raw photon-counting laser altime-
try data independently extract the surface curve and control
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FIGURE 4. Flow chart of reliable LAPs selection method.

points without evaluation parameters, the control point selec-
tion method is designed as shown in Figure 4.

(1) Potential ground point buffer construction

To reduce redundant calculations and eliminate obvious
ATLO3 noise points, a buffer containing all potential ground
points was created, and an elevation frequency histogram was
used to remove obvious noise points in the data for each
buffer [30].

(2) Modwt initial ground points extraction

Since there is no unified standard for the selection of
the wavelet basis function, in this study, the sym7 wavelet
basis function was selected based on the denoising expe-
rience [31], [32]. Because it integrates compact support,
orthogonality, and symmetry, the sym7 wavelet basis function
has time-frequency characteristics that can effectively sep-
arate the random error and useful information in the signal
and obtain a better smoothing effect when reconstructing the
signal.

Through MODWT based on the Otsu method, the point
cloud was reconstructed after removing high-frequency com-
ponents, and the points with small height changes were
retained. Because there was always a small number of noise
points distributed around the ground points, with similar
frequency characteristics to the ground points, the ground
points extracted by MODWT using the Otsu method were
still mixed with a small amount of misclassified point
clouds.

(3) Misclassified points removal using the percentile
method To ensure the reliability of the initial ground points,
the percentile method was used to further filter the MODWT
extraction results. The percentile method is often used to
extract unsteady time-frequency analysis data and has a
strong adaptive ability to data changes. It first arranges the
data within a certain range in ascending order, then calculates
the cumulative percentage corresponding to each data point,
and finally outputs the value of the data point corresponding
to a certain percentage as required.
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To remove the interference of misclassified points around
the ground point, a 20-m window was used to traverse
along the track to optimize the ground points extracted by
MODWT. The point cloud height in the window was cal-
culated, and only the ground points within the height range
of [15%, 25%] were maintained. The window width value
was based on the recommendation of the ICESat-2 science
team [33]; a 20-m window can better maintain surface details
when accurate ground points are extracted, whereas a larger
window will cause the ground surface to be too smooth, with
ground points distributed in steps, while a smaller window
will significantly reduce the calculation efficiency. A larger
quantile range will mistakenly extract non-ground points,
whereas a smaller range will result in vacancies in the ground
points of some windows. Thus, [15%, 25%] was used as
the quantile range for ground point selection to ensure the
reliability of the extraction results.

(4) Progressive densification

Because the number of accurate ground points was not
sufficient to restore the ground curve, it was necessary to
use the triangular irregular network densification algorithm
to select more ground points from the original data. In the
encryption process, the distance from the point to the current
ground curve was considered, and the distance threshold
was set to 1 m. Accurate ground points were connected in
chronological order, and the point whose distance was less
than the threshold was selected as the new ground point from
the point set divided by any two accurate ground points. This
step was repeated until the number of ground points no longer
increased.

(5) Final laps selection

After the final ground points were extracted, the maximum
slope value in each direction of the plane position where the
final ground point is located was calculated using DEM data.
The final ground points with a maximum slope of less than
6° and no significant change in the slope within 20 m of the
neighborhood were selected as flat terrain points.
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Finally, to ensure that the final LAPs have a uniform
distribution, they should be selected as uniformly as possible
according to the image arrangement relationship.

B. JOINT BLOCK ADJUSTMENT OF SATELLITE STEREO
IMAGES AND LASER ALTIMETRY DATA
1) BLOCK ADJUSTMENT BASED ON RATIONAL
FUNCTION MODEL
The RFM is a general sensor model suitable for various sen-
sors and commonly used for high-resolution optical satellite
sensors [34]. RFM considers the object-space coordinates as
the independent variables and the image-space coordinates as
the dependent variables:
3 3 3 ik iy 7k
- Numg (X, Yn, Z1) _ Zi:() j=0 Zkzopl XI;Y"Zn
n— T3 3 3 ik i vi
Dens Xu, Yo, Zn) 370 0 375 0 X im0 Pg_er’l YiZ§
3 3 3 ijk v i
o Num, X, Yu, Z0) _ Yino Yo Xi—o Py Xy YaZy
n— T3 3 3 ik v v
Deny, (Xn, Yn, Zy) Zi:O Zj:O Zk:OpZ X,’lY,j,Z,lf
3

where (¢, 1) and (X,, Yy, Z,) are the normalized image-
space coordinates and corresponding object-space coordi-
nates, respectively, and pi{k(n =1, 2, 3, 4) are the polynomial
coefficients.

The normalized coordinates can be expressed as in (4):

C — C
Cn = , 'n =

X2 x, Y v, Z-7y @
P A
where (c,r) and (X,Y,Z) are the image-space coordi-
nates and corresponding object-space coordinates, respec-
tively; co, o, Xo, Yo, Zo are the offset parameters, and
cs, I's, X5, Y5, Zg are the scale parameters.
The RFM-compensated model can be expressed as
in (5) [35]:

r—r

X, =

Ni X, Y, Z,
c=c,- ums (X, Yy n)+C0+AC
Dengs (Xy, Yu, Zy) 5)
Ni Xn, Y, Z,
umy, (X;, Yy n)+r0+Ar

r=rg-

Deny (Xu, Yn, Zy)
where (Ac, Ar) are the compensated values for the image-
space coordinates.

Ac =ag+ ajc+ arr
: (6)

Ar = bg + bic + byr

where a;, b; (i =0,1,2) are the affine transformation
coefficients.
The least-squares form of the RFM-compensated equa-
tions can be represented in the matrix form as follows:
daoj

Ocy Doy dey 0 \/[dau

0 0
Ve \ _ | 9aoj dayj day; day;
vi) | o o o 2w 9ri 9ri || dby
aboj ablj 8b2j Cdﬂ[;lj
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The matrix form is expressed as in (8):

V=At+Bx—IP )

Tij

where V is the residual vector for the RFM-compensated
equations, A and B are the observation matrices for the
RFM-compensated equations, ¢ is the vector of the affine
transformation coefficient correction numbers, x is the vector
of coordinate correction numbers connected to the object
side, [ is the approximation vector, and P is the weight matrix.

2) JOINT BLOCK ADJUSTMENT

Itis difficult to use LAPs directly as control points. On the one
hand, it is not clear about their exact position on the ground.
The plane and height accuracy of LAPs are better than Sm
and 0.3m respectively [14], [15]. The height error is accept-
able, while the plane error has an impact on the adjustment
result. On the other hand, the coordinates of the image points
directly calculated by RPC are not accurate. Due to errors in
the original RPC parameters of images, for the same LAP
overlaid on the NAD, BWD, FWD images, the image points
on three-view images are not the homologous points.

Without GCPs, the parameters to be adjusted as free
unknowns will cause the adjustment accuracy to be unstable,
and system errors will continue to accumulate. To improve
the overall adjustment accuracy of the satellite stereo images,
the basic process of the joint block adjustment with LAPs
and satellite stereo images is described as follows. First,
the geometric models of the satellite stereo images were built
in the survey area, and the tie points of the stereo images were
obtained by image registration. Then, free network adjust-
ment without constraints was used to obtain a high-precision
relative accuracy. The ground coordinates of the tie points
were calculated using the original rational polynomial coeffi-
cients (RPC) of the image and the affine transformation cor-
rection parameters to execute space intersection with multiple
images. For the selected LAPs P (X, Y, Z), the corresponding
image coordinates were obtained by the RPC normal solution.
By using the LAPs projected on the NAD image point p; as
references, the LAPs on the BWD and FWD images were
obtained by image matching. Finally, tie points and LAPs
were jointly used in the adjustment. This is recorded as a
scheme that does not consider the plane coordinate error of
the LAPs.

While the plane coordinate has an error, it is difficult to
satisfy the consistency of the image-object points. To improve
the consistency of the image-object points of the LAPs and
reduce the error of the object-plane coordinates, it is neces-
sary to adopt an optimization strategy during the adjustment
process. The workflow is shown in Figure 5.

The NAD image point p; of the LAPs was acquired, and the
corresponding ground points P; (X1, Y1, Z1) were calculated
through space intersection with multiple images. The initial
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Pc(Xi+1, Yir1,Z) Space intersection

Space intersection
ground point
PI(X] aY] aZI)

Corresponding image
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FIGURE 5. Flow chart of joint block adjustment optimization method.

value Pc was set as (X1, Y1, Z). The LAPs were joined into
the adjustment model as control points with errors in the plane
coordinates. The error equation was constructed according
to (9): The weight of the error equation of the control points
was set multiple orders of magnitude higher than those of the
tie points, and the height value Z of point Pc was taken as the
true value.

Through the above steps, the error equation was normal-
ized and solved. In the kth iteration, the affine transfor-
mation coefficient and the ground coordinates of tie points
were calculated by the least-squares method. Thus, the plane
coordinates of LAPs were updated after every iteration. The
iteration ended until the residuals of the P¢ plane coordinate
met the threshold.

This scheme was recorded considering the plane coor-
dinate error of the LAPs. The optimization scheme makes
the object-space coordinate closer to the true values by
continuously iterating the plane coordinates of the LAPs,
improving the consistency of image-object points, and the
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IV. RESULTS

A. SELECTION OF RELIABLE LAPs

To effectively execute block adjustment based on ATLO3
LAPs and satellite stereo images, ATLO3 ground points need
to be extracted first. When extracting the ground points,
the ground point sequence can be regarded as a trend signal
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(d)

FIGURE 6. Each step of ground point extraction. (a) Ground point buffer creation, (b)) MODWT extraction result,
(c) percentile method extraction result, and (d) progressive densification extraction result.
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FIGURE 7. Comparison of ground point extraction. (a) MODWT extraction result 1, (b) extraction result 1 of [29],
(c) MODWT extraction result 2, and (d) extraction result 2 of [29].

TABLE 1. Statistical results for RMSE and R? between selected LAPs and ALOS DEM.

- . MODWT extraction Extraction result of [29]
Type ATLO3 Acquisition Time(UTC) RMSE/m R RMSE/m R
2018.10.25 19:27:29 2.545 0.9994 2.6 0.9989
2018.11.23 18:03:32 2.556 0.9998 2.628 0.9979
2018.12.26 16:31:14 2.495 0.9997 2.814 0.9996
Day 2019.02.22 13:43:29 2.319 0.9969 2.415 0.9959
data 2019.03.23 12:19:30 2.356 0.9883 2.527 0.9810
2019.06.02 20:50:35 1.872 0.9989 2.394 0.9985
2019.09.30 15:06:30 2.286 0.9982 2.490 0.9980
2019.10.29 13:42:34 2.131 0.9886 2.391 0.9860
2019.01.01 04:07:09 2.749 0.9972 3.086 0.9945
2019.03.04 01:11:01 2.302 0.9994 2.609 0.9988
Night 2019.04.01 23:47:00 1.940 0.9968 2.3332 0.9948
Data 2019.04.05 23:38:41 2.624 0.9997 3.257 0.9997
2019.04.30 22.22.58 2.002 0.9843 2.131 0.9793
2019.05.24 09:23:05 1.931 0.9929 2.157 0.9901
TABLE 2. ATLO3 LAPs selection results.
L . Original After Denoisin, After Slope Slope
Type ATLO3 Acquisition Time(UTC) Pogints MODWT  Rejection R%lte Selectiog Rejectiolil Rate
2018.10.25 19:27:29 950,024 246,343 74.07% 191,103 22.42%
2018.11.23 18:03:32 187,890 46,162 75.43% 40,365 12.56%
2018.12.26 16:31:14 357,756 102,845 71.25% 74,916 27.16%
Day 2019.02.22 13:43:29 137,563 31,600 77.03% 29,386 7.01%
data 2019.03.23 12:19:30 683,812 262,752 61.58% 256,139 2.52%
2019.06.02 20:50:35 300,353 98,227 67.30% 86,699 11.74%
2019.09.30 15:06:30 95,963 18,074 81.17% 16,405 9.23%
2019.10.29 13:42:34 606,291 204,787 66.22% 197,280 3.67%
2019.01.01 04:07:09 2,153,938 91,907 95.73% 82,787 9.92%
2019.03.04 01:11:01 2,748,153 53,943 98.04% 40,140 25.59%
Night 2019.04.01 23:47:00 1,427,587 64,763 95.46% 54,597 15.70%
Data 2019.04.05 23:38:41 2,792,371 171,358 93.86% 141,230 17.58%
2019.04.30 22.22.58 1,147,088 321,121 72.01% 316,551 1.42%
2019.05.24 09:23:05 2,655,007 44,265 98.33% 41,492 6.26%
contaminated by noise, and the trend shows a low-frequency We used the MODWT algorithm in this study and the algo-

change; thus, the change in the trend can be obtained rithm in [29] to conduct ground point extraction experiments
through the MODWT. The results of each step are shown on 14 pairs of ATL03 LAPs. The results for the 2019.04.05
in Figure 6. 23:38:41 gtll track and 2019.06.02 20:50:35 gt31 track are
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FIGURE 8. Selected LAPs distribution.

shown in Figure 7. The error statistics of the two algorithms
are shown in Table 1.

The MODWT reconstruction removed most of the noise
photons located at the surface and around the canopy, indicat-
ing that the use of MODWT reconstruction can extract ground
points effectively without evaluation parameters to ensure the
reliability of subsequent control point selection. Especially
in mountainous areas, compared with the algorithm in [29],
more ground points can be extracted by the MODWT recon-
struction on steep slopes. After the ground points were
extracted, the DEM was used for slope selection. The selec-
tion results of 14 pairs of ATL0O3 LAPs are shown in Table 2,
and only the strong beam was selected. Night data showed a
higher denoising rejection rate than day data, which indicated
that night data had a high signal-to-noise ratio, so that the
denoising effect was more significant.

After the reliable LAPs were filtered, the remaining points
were more reliable as control points. The final LAPs distribu-
tion obtained after selection at 0.1° intervals within the track
is shown in Figure 8, with a total of 180 points.

B. BLOCK ADJUSTMENT TEST OF LAPs AND

SATELLITE STEREO IMAGES

To verify the effectiveness of adding the LAPs as a control
condition to the adjustment and analyze the influence of the
inconsistency of image-object points of the LAPs on the
adjustment results, two adjustment experiments were carried
out.

113370
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1) Block adjustment test of laps and zy3-02 stereo images
A total of 180 LAPs and ZY3-02 stereo images were selected
for the block adjustment test. The experiments were designed
as follows.

e Plan I: block adjustment with 180 LAPs at the scheme
considering the plane coordinate error of the LAPs.

e Plan 2: block adjustment with 180 LAPs at the scheme
not considering the plane coordinate error of the LAPs.

e Plan 3: free network adjustment without LAPs.

In addition to the three types of adjustment experiment,
another four types were designed, which both considered the
plane coordinate error of the LAPs.

e Plan 4: thinning out 180 LAPs at 0.1° intervals,
remaining 71 LAPs.

e Plan 5: thinning out 180 LAPs at 0.2° intervals,
remaining 27 LAPs.

e Plan 6: eliminating LAPs located in mountain terrain
from plan 4, remaining 173 LAPs.

e Plan 7: eliminating LAPs with a slope value of 2-6° from
plan 10, remaining 154 LAPs.

The adjustment results of ZY3-02 were shown in Table 3
and Figure 9.

Without any GCPs (plan 3), the direct height, east,
and north geolocation accuracy were 4.651, 13.679, and
11.144 m, respectively. When the LAPs were jointed to the
block adjustment (plan 2), the height, east, and north accuracy
increased noticeably by 57%, 48%, and 46%, respectively.
When the plane coordinate error of the LAPs (plan 1) was
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FIGURE 9. Comparison of the residuals of each ZY3-02 block adjustment plan. (a) Plan 1, (b) Plan 2, (c) Plan 3, (d) Plan 4,
(e) Plan 5, (f) Plan 6, (G) PLAN 7.
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FIGURE 10. Comparison of the residuals of each mapping satellite-1 block adjustment plan. (a) Plan 1, (b) Plan 2,
(c) Plan 3, (d) Plan 4, (e) Plan 5,(f) PLAN 6, (g) PLAN 7.
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TABLE 3. Total adjustment results of ZY3-02 stereo images and LAPS.

Height accuracy/m

Planimetry accuracy/m

RMSE Mean absolute Maximum error Planimetry Planimetry East East North North
difference RMSE maximum error RMSE maximum error  RMSE maximum error
Pl 1.798 1.529 -3.887 7.446 15.129 6.004 -16.671 4.404 8.509
P2 2.000 1.723 4.829 9.255 15.526 7.071 -16.029 5971 12.713
P3 4.651 3.869 8.999 17.644 32.634 13.679 -29.375 11.144 -19.812
P4 1.876 1.519 -4.560 8.247 17.250 7.084 -17.217 4.222 -8.759
P5 1.822 1.503 -4.223 9.679 18.312 8.794 -18.299 4.043 -8.068
P6 1.799 1.546 -3.807 7.710 17.486 6.125 -16.550 4.682 -10.600
P7 2.136 1.840 -4.332 9.365 19.967 7.698 -16.780 5.334 -12.919
TABLE 4. Total adjustment results of mapping Satellite-1 stereo images and LAPs.
Height accuracy/m Planimetry accuracy/m
Plan RMSE Mean absolute Maxi Planimetry Planimetry East East North North
difference aximum error RMSE maximum error RMSE maximum error RMSE maximum error
Pl 2.016 1.748 4.199 7.989 13.900 6.721 -13.900 4.320 -9.012
P2 2.270 1.929 4.574 9.439 17.550 7.632 15.675 5.553 10.003
P3 4.556 3.822 9.755 12.946 22.344 10.927 21.122 6.942 13.336
P4 2.595 2.062 5.758 9.009 16.047 7.883 15.485 4.361 -9.089
P5 3.192 2.656 6.136 10.411 16.169 9.288 15.680 4.704 -10.360
P6 2.548 2.170 -5.655 8.547 13.989 7.499 -13.978 4.101 -8.911
P7 2.865 2.327 -5.181 9.042 15.138 7.998 14.956 4.218 9.082

considered, the height, east, and north accuracy increased by

61%, 56%, and 60%, respectively.
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FIGURE 11. Scatterplot demonstrating the correlation between selected
LAPs and UAV LiDAR.

TABLE 5. Statistical results for the height deviation between selected
LAPs and UAV LiDAR.

Absolute value of

height difference Number Percentage
(Unit: m)
<0.2 725 55.4%
<0.4 995 76.1%
<0.6 1108 84.7%
<0.8 1157 88.5%
<1 1200 91.7%

The height and east accuracy decreased by 4% and 18%,
respectively, but the north accuracy slightly increased by 4%
between plans 1 and 4. The height accuracy was the same,
the east accuracy decreased by 46%, and the north accuracy
increased by 8% between plans 1 and 5.The height accuracy
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FIGURE 12. Detailed views for P57 overlaid on the stereo images, where
the left image shows FWD, the center one shows BWD and the right
shows NAD. (a) before adjustment, (b) after adjustment.

was basically unchanged, and the east and north accuracy
decreased by 2% and 6%, respectively, between plans 1 and 6.
The height, east, and north accuracy decreased by 19%, 28%,
and 21%, respectively, between plans 1 and 7.

1) BLOCK ADJUSTMENT TEST OF LAPs AND MAPPING
SATELLITE-1 STEREO IMAGES

To further verify the effectiveness of the joint adjustment
method, 180 LAPs and Mapping Satellite-1 stereo images
were selected for the block adjustment test. The adjustment
results of Mapping Satellite-1 were presented in Table 4 and
Figure 10.

The Mapping Satellite-1 satellite stereo image adjustment
test demonstrated that the joint adjustment method of LAPs
and satellite stereo images can significantly improve the
adjustment accuracy. Considering the plane coordinate error
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TABLE 6. Statistical results for CPs image point error.

Absolute value
of image point

Before block adjustment  After block adjustment

difference dL dB dL dB
(Unit: pixels)

P113,34.6 2.7 11.4 2.3 3.4

P113.1,35 14.4 19.8 3.7 4.0
P113.3,34.3 2.8 4.5 2.0 2.5
P113.3,34.6 5.7 34 33 2.6

P113.4,35 32 3.7 32 3.1
P113.6,34.3 7.8 3.0 32 2.2
P113.7,34.6 4.2 5.1 2.4 2.1

TABLE 7. Statistical results for LAPs image point error.

Relative value of
image point difference

Before block adjustment

(Unit: pixels) dL. dB
P113,34.6 2.1 1.8
P113.1,35 49 5.5

P113.3,34.3 3.1 2.0

P113.3,34.6 3.0 2.8
P113.4,35 3.1 4.4

P113.6,34.3 2.5 3.3

P113.7,34.6 22 2.1

of the LAPs, the joint adjustment scheme proposed in this
study had the highest accuracy, and the height, east, and north
accuracy increased by 56%, 38%p, and 37%, respectively.
This was consistent with the conclusion of the ZY3-02 stereo
image joint adjustment experiment.

The height and east accuracy decreased by 29% and 17%,
respectively, but the north accuracy was basically the same
between plans 1 and 4. The height, east, and north accuracy
decreased by 58%, 38%, and 9%, respectively, between plans
1 and 5.The height and east accuracy decreased by 26% and
11%, respectively, and the north accuracy increased by 5%
between plans 1 and 6. The height and east accuracy reduced
by 42% and 19%, respectively, and the north accuracy was
basically the same between plans 1 and 7.

V. DISCUSSION

A. ACCURACY EVALUATION OF SELECTED LAPs

To evaluate the height accuracy of selected LAPs, the
20181226163114 gtlr track was passed through the UAV
LiDAR area. The selected LAPs with highly accurate UAV
LiDAR data showed a strong correlation (Figure 11). A total
of 1308 selected LAPs were analyzed in this area. The
coefficient of determination (R?) reached 0.9997, while the
RMSE was 0.504 m, and the minimum and maximum values
of the absolute height difference were 0.001 and 1.978 m,
respectively. The height deviation distributions are listed in
Table 4.

According to the statistical results for height accuracy,
more than half of the points had a height difference of less
than 0.2 m and could be used as control points for satel-
lite stereo image block adjustment through reliable LAPs
selection.
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B. DISCREPANCIES IMPROVEMENT BETWEEN
THREE-VIEW IMAGES

The image point differences were listed in Table 6 and
Table 7, the left column represented ZY3-02 stereo images
number, and the relative value of image point difference after
block adjustment were both 0. The exact location of CPs
was known, so the absolute image point difference of CPs in
triple images was calculated. While the relative image point
difference of LAPsin BWD and FWD images was calculated,
using the NAD image as reference.

Taking P57 overlaid on the NAD, BWD, FWD images,
the image points were not the homologous points, as shown
in Figure 12a. The main error sources were the RPC
parameters.

The LAPs and satellite stereo image joint block adjust-
ments can significantly improve the accuracy of the
adjustment. By correcting the object-space coordinates by
iteration, LAPs were closer to the actual position, improving
the consistency of image-object points and the accuracy of
the adjustment, as shown in Figure 12b.

C. NECESSITY OF LAPs IN MOUNTAINOUS AREAS

The analysis of the number of points in plans 6 and 7 showed
that after the reliable LAPs selection, most LAPs were deter-
mined to be in flat areas, but mountainous and hilly areas
could also retain points that met the selection criteria.

The overall accuracy of plans 6 and 7 was not as high as that
of plan 1 because sparse or no control points in mountainous
and hilly terrains reduced the control intensity in this area.
Comparing plan 1 with plan 6 and plan 7, the height accuracy
of P57, P63, P70 decreased sharply, which are in mountainous
areas. Increasing LAPs in mountainous areas can further
restrain local distortions of the block, which greatly improves
the height accuracy.

Therefore, in actual production, to ensure the overall block
accuracy requirements, LAPs located in mountainous and
hilly terrains should be used after selection.

D. SUMMARY OF THE EXPERIMENTAL RESULTS
The experimental results can be summarized as follows

(1) Viewed as a control condition after selection, LAPs
can significantly improve the overall accuracy of the stereo
images. If plane coordinates with errors are considered,
the overall adjustment accuracy can be further improved.
Owing to the lack of LAPs in the middle left area of the
image, the plane accuracy in this area was poor. Because
the plane coordinates of LAPs were not sufficiently accurate,
their control range was relatively limited.

(2) For the same LAP overlaid on the NAD, BWD, and
FWD images, the image points on three-view images were
not the homologous points, which was mainly caused by the
errors of RPC parameters. The proposed block adjustment
method corrected the orientation parameters and eliminated
discrepancies between three-view images.
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(3) In mountainous areas, the reduction in LAPs will cause
a significant decrease in accuracy. Because height changes
rapidly in mountain areas, a small offset of the plane coordi-
nates will cause a large change in the height error. Therefore,
when performing joint adjustment processing on a satellite
stereo image that contains a mountainous area, it is necessary
to deploy LAPs in mountainous areas. The overall adjustment
accuracy from plan 1 was the best, which also reflects that the
LAPs selection method proposed in this study can be applied
to mountainous areas.

VI. CONCLUSION

The ICESat-2/ATLAS showed satisfactory detection per-
formance as the first laser altimeter satellite with photon-
counting LiDAR. The results suggest that LAPs can be
used as control points after selection. A surface point cloud
extraction algorithm based on MODWT was proposed to
extract ground information accurately without evaluation
parameters. Subsequently, the influence of terrain factors
was effectively reduced through slope selection. To solve
the problem of errors in LAP’s plane coordinates, and no
synchronized observation image, the selected ATLAS LAPs
were used as control points with a plane coordinate error for
joint adjustment. Without other GCPs, the height accuracy of
7Y3-02 stereo images can be improved to less than 2.0 m
only using ATLAS LAPs, which can satisfy the requirements
of 1:50,000 scale mapping. Moreover, the height accuracy
of Mapping Satellite-1 stereo images can be improved to
2.016m, which proved the versatility of the method.

The optimization strategy was adopted to alleviate the
problem of inconsistency in LAPs, but it has not yet been fully
solved. There is still a need to further improve the adjustment
accuracy. The precise position prediction of the LAPs will be
further studied in future work. Since higher-resolution stereo
images can achieve higher accuracy under similar conditions,
high-resolution satellite stereo imagery will also be validated
in future work.
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