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ABSTRACT Open-domain question answering aims to get answers for given questions from a set of
documents. Recently, dual encoder architecture is widely adopted to dense passage retrieval for question
answering. In-batch negative sampling is typically used to gather extra negative samples during training.
In this paper, we propose adaptive batch scheduling to enhance the performance of in-batch negative
sampling. The proposed algorithm schedules training batches to increase the difficulty of the sampled
negatives by in-batch negative sampling during training. We evaluated the proposed approach on the two
well-known document retrieval benchmark datasets MSMARCO and Natural Questions. The evaluation
result shows that the proposed adaptive batch scheduling could significantly improve the document retrieval
performances of dual encoder architecture document retrieval systems.

INDEX TERMS Open-domain question answering, dense passage retrieval, batch scheduling.

I. INTRODUCTION
Open-domain question answering is the task of finding the
answers for given natural questions from a large collec-
tion of documents. Most question answering systems take
pipeline-based approaches [1]–[6]; they first search for docu-
ments relevant to the given question and extract answers from
the retrieved documents.

Recent advancements in the machine reading comprehen-
sion (MRC) task significantly improved the answer extraction
performance. When a question and a corresponding para-
graph are given, an MRC system could extract an answer
to the question from the passage with high accuracy. Due
to the emergence of pre-trained language models such as
BERT [7], the performances of MRC systems even outper-
form human performances.1 For a given question, [1] first
tried to retrieve relevant articles from Wikipedia using the
traditional keyword-based information retrieval approaches
such as TF-IDF or BM25, and analyzed the retrieved doc-
uments with a machine reading comprehension system to get
an answer.

Keyword-based approaches suffer from the term mismatch
problem; if a passage does not contain the same terms as
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in the question, the passage will not be retrieved. Moreover,
even when a passage contains the question terms, it is not
guaranteed that the passage has the answer for the given
question. Many works explored the dense passage retrieval
approaches to deal with the term mismatch problem.

Dense passage retrieval approaches encode questions and
paragraphs with deep neural models to get the relevance
scores between them. Figure 1 shows two encoding network
architectures for dense passage retrieval. The cross encoder
architecture encodes a question qi and a paragraph pj together
to get the relevance score between them. The accuracy of
the cross encoder is relatively higher compared to the dual
encoder architecture. However, it takes considerable amount
of time to encode all passages with the given question in
runtime. Meanwhile, the dual encoder architecture separately
encodes questions and paragraphs. It has the benefit of encod-
ing all the paragraphs before runtime. For a given question,
a dual-encoder encodes the question into dense representation
and compares it with the indexed paragraph representations.
Recent works on dense passage retrieval mainly focus on the
dual-encoder architecture [6], [8]–[11].

In-batch negative sampling is a widely used technique in
dual encoder architectures to provide extra negative exam-
ples during training. Figure 2 briefly illustrates the in-batch
negative sampling. For each question and positive paragraph
pair (qi, pi) in a batch with n elements, positive examples of
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FIGURE 1. Encoding architectures for dense passage retrieval.

FIGURE 2. In-batch negative sampling.

the questions other than qi are considered negative examples
of qi. Then the training goal becomes to choose one positive
paragraph pi among the paragraphs contained in the batch for
a given question qi.

Currently, in-batch negative sampling is considered a ran-
dom negative sampling since batches are generated randomly.
As shown in [6], providing hard negatives instead of ran-
dom negative examples during training could significantly
improve the retrieval performance. This paper proposes adap-
tive batch scheduling (ABS) to provide hard negatives dur-
ing in-batch negative sampling. The proposed approach first
calculates the hardness score for each batch by summariz-
ing the similarities of questions and paragraphs inside the
batch. Then training instances are swapped between batches
to maximize the sum of batch hardness scores across training
batches. We applied the proposed ABS to train dual encoder
networks for dense passage retrieval and evaluated the trained

models against two well-known document retrieval bench-
mark datasets, MSMARCO [12] and Natural Questions [13].
The proposed ABS significantly improves the document
retrieval performances of dual encoders on both benchmark
datasets.

Contributions of this paper could be summarized as
follows.
• We propose adaptive batch scheduling, which forces
in-batch negative sampling to provide hard negatives
instead of random negative samples.

• We experimentally show the effectiveness of our pro-
posed approach using the two well-known document
retrieval benchmark datasets.

• We conduct experiments to examine the effectiveness of
the proposed approach in detail.

II. RELATED WORK
Document retrieval for open-domain question answering
could be classified into two major categories. Sparse repre-
sentation approaches index terms with inverted index. Those
approaches are fast and efficient, but they suffer from the
term mismatch problem. [1] retrieves the top 5 relevant
articles from Wikipedia using TF-IDF with bigram features
and analyzes the retrieved documents with a machine read-
ing comprehension system to get an answer. [2] and [3]
expanded each document by generating possible queries of
the document using neural language models. The expanded
documents are indexed using the BM25 [14] algorithm. [5]
augments queries instead of documents through text genera-
tion of heuristically discovered relevant contexts. [4] utilized
BERT [7] to learn the weights of the terms in a document.
The learned term weights replaced the traditional term fre-
quencies during indexing.

Dense representation approaches typically encode each
paragraph and question separately into vectors. A similarity
between the question encoded vector and paragraph encoded
vector measures the relevance of a paragraph to a query.
[8]–[10] all tried to pre-train language models for question
and paragraph encoding. [8] proposed inverse cloze task to
pre-train language models for encoding questions and para-
graphs. [9] proposed additional pre-training tasks and showed
the effect of each pre-training task experimentally. [10] aug-
mented language model pre-training with a latent knowledge
retrieval.

Some other dense representation approaches focused on
the fine-tuning. [11] tried to populate negative samples by
retrieving top-n passages ranked with BM25. [6] proposed
a framework to filter out false negatives from the populated
negative samples. [15] uses multiple vectors, i.e., the encoded
vectors of each token, instead of one vector to represent
each question and paragraph. [16] also uses multiple vectors
to encode a paragraph, but only overlapping terms between
the question and the paragraph are used to calculate their
similarity.

In-batch negative sampling is widely used in dense rep-
resentation approaches [6], [8]–[11], [15], [16] to feed
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negative samples during training. Although in-batch nega-
tive sampling is done at random, providing hard negative
samples could significantly improve the system performance,
as shown in [6]. In this paper, we propose the adaptive batch
scheduling method to generate training batches in the way
of sampling ‘‘hard’’ negatives instead of random negatives
during in-batch negative sampling.

The proposed approach could be considered similar to the
boosting algorithms such as AdaBoost [17] in terms of find-
ing out the hard training samples. But there exists a significant
difference between boosting algorithms and the proposed
algorithm. The boosting algorithms weigh already existing
training instances and find out the hard examples among those
instances. Meanwhile, the proposed algorithm finds out the
new hard training instances by combining different training
instances during training.

III. ADAPTIVE BATCH SCHEDULING
In this section, we describe the proposed adaptive batch
scheduling in more detail.

A. GOAL
Let the training instances T = {d1, d2, . . . , dt }, where
di is the pair of a question qi and its corresponding positive
paragraph pi. We set sij = sim(qi, pj) to be the relevance score
between a question qi and a paragraph pj.
During the training phase, the training corpus is divided

into m batches T B = {B1,B2, . . . ,Bm}. For each batch Bk ,
we define the hardness score of the batch h(Bk ) as follows:

h(Bk ) =
∑

di∈bk ,dj∈bk ,i6=j

sij (1)

Intuitively, h(Bk ) is the sum of relevance scores between
questions and their negative paragraphs inside the same batch
when applying the in-batch negative sampling. Note that a
positive paragraph pi for a question qi is considered a negative
example for the question qj other than qi, when the in-batch
negative sampling is applied. Higher h(Bk ) suggests that dur-
ing in-batch negative sampling, for a question qi ∈ Bk , its
sampled negatives pjs will probably have higher relevance
scores sij on average. As a result, more difficult negative
examples will be provided for qi during the batch training.
The goal of adaptive batch scheduling is to schedule train-

ing data instances for each batch to maximize the sum of
batch hardness scores:

T Bscheduled = argmax
TB

∑
Bk∈TB

h(Bk ) (2)

In the equation, T Bscheduled represents the scheduled train-
ing batches {B′1, . . . ,B

′
m}. With the scheduled training

batches T Bscheduled , each training question will encounter more
difficult negative examples during training.

B. ALGORITHM
Wepropose a greedy algorithm to generate theABS-scheduled
training batches T Bscheduled . For the given training instances

T = {d1, d2, . . . , dt }, the proposed algorithm iteratively cre-
ates member batches of T Bscheduled until all training instances
belong to a batch.

Let U be a set of training instances which are not assigned
to any batch yet. With batch size n, the proposed algorithm
first randomly selects n elements from U to construct an
initial batch B. Then the algorithm iteratively replaces an
instance dr ∈ B with another training instance da ∈ (U − B)
to maximize the hardness score h(B). The replacement stops
when the algorithm could find no such (dr , da) pair anymore.
Once the replacement stops, the resultant batch B is added
to the set of scheduled training batches T Bscheduled , and the
training instances of B are removed from the set U .
Algorithm 1 shows the pseudocode of the proposed adap-

tive batch scheduling algorithm.

Algorithm 1 Adaptive Batch Scheduling
Input Training instances T = {d1, d2, . . . , dt }

Question/paragraph encoding models Eq and Ep
Batch size n

Output Scheduled training batches T Bscheduled
1: Encode questions and paragraphs using Eq and Ep
2: Calculate sij for all questions qi and paragraphs pj
3: U ← T
4: T Bscheduled ← {}
5: while U 6= ∅ do
6: B← Randomly selects n instances from U
7: while true do
8: dr ← argmaxd∈B h(b− d)
9: da← argmaxd∈U ,d 6∈B h(B− dr + d)

10: if h(B− dr + da) > h(B) then
11: Remove dr from B
12: Add da to B
13: else
14: break
15: end if
16: end while
17: Add batch B to T Bscheduled
18: Remove training instances contained in B from U
19: end while

It is straightforward to expand the algorithm to handle the
case when additional negative samples are populated before
training. For two training instances di = (qi, p

p
i , p

n
i ) and

dj = (qj, p
p
j , p

n
j ), we redefine the relevance score sij =

sim(qi, p
p
j ) + sim(qi, pnj ). In the equation, ppj and pnj repre-

sent the positive and negative paragraphs of the question qj,
respectively.

A question could have multiple answer paragraphs, or two
or more questions could have the same answer paragraph.
In those cases, the ABS will group those training instances
into the same batch, introducing training noises. To pre-
vent such cases, we maintain a list of positively annotated
paragraphs for each training question. During the ABS, for
two training instances (qi, pi) and (qj, pj), we set sij to 0 if
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pj is the positively annotated paragraph of the question qi.
By doing so, the ABS could prevent the paragraph pj
from being sampled as a (false-) negative sample of the
question qi.
The proposed ABS algorithm is applied before each epoch

while training the dual encoder. First, the being-trainedmodel
is used to encode questions and paragraphs for relevance
score calculation. Then, the inner product is applied to the
encoded vectors of a question and a paragraph to get the
similarity between them. To reduce the batch scheduling
time, only the top 100 paragraphs and their relevance scores
are retrieved for each question and used for the schedul-
ing. We used FAISS [18] for fast indexing and maximum
inner-product searching of paragraphs.

Our implementation of the proposed ABS algorithm takes
about 1 hour to schedule 532,209 MSMARCO training
instances with batch size 2048. It takes 45 minutes to get the
relevance scores using four Tesla V100 GPUs and 15 minutes
to generate scheduled batches using one Intel Xeon(R)
Gold 5120 CPU.

IV. EXPERIMENTS
In this section, we describe the evaluation results of the
proposed adaptive batch scheduling method.

A. DATASETS
We evaluated the proposed method using two well-known
document retrieval benchmark datasets, MSMARCO [12]
Passage Ranking and Natural Questions [13]. Table 1 shows
the statistics of the datasets.

TABLE 1. Benchmark data statistics. #q and #p means the number of
questions and paragraphs, respectively.

The questions of MSMARCO Passage Ranking dataset
were gathered fromBing search logs. For each question, para-
graphs which contain answers for the question are marked.
The dataset contains 8.8 million paragraphs in total; the goal
is to find answer-containing paragraphs for a given question.
Since the test set of the MSMARCO Passage Ranking dataset
is hidden, we used theMSMARCO dev set for testing. For the
development set, we randomly choose 512 questions from the
training samples. We refer to the 512 questions used to vali-
date the model during training asMSMARCO custom dev set
and the original 6,980 development questions asMSMARCO
dev set.

Natural Questions benchmark dataset is first introduced
by [13]. Questions of the Natural Questions dataset are col-
lected from Google search logs, and answers for the ques-
tions are extracted from Wikipedia. [11] processed all the
Wikipedia articles to get 21 million paragraphs in total. They
also discarded some questions if the original answer passages
failed to match the newly processed paragraphs. [6] used the

processed dataset of [11] to populate hard negative examples
on each question. In our experiments, we used the datasets
with negative samples populated by [6]. 512 questions are
randomly chosen from the training questions and used as a
development set.

B. EXPERIMENTAL SETTINGS
Mean reciprocal rank (MRR) and recall for top n ranks
are used for evaluation metrics, following previous work.
Reciprocal rank is the multiplicative inverse of the rank of
the first relevant passage; MRR is the average of reciprocal
ranks across test questions. Recall for top n ranks is the ratio
of questions whose answer passages are contained in top n
retrieved documents. During the evaluation, top n paragraphs
are retrieved from the whole paragraph pool for each evalua-
tion question.

We set the batch size of 2048 for MSMARCO and 1024 for
Natural Questions using four Tesla V100 GPUs. We used
gradient checkpointing [19] to fit the large batches into GPU
memories. The initial learning rate is experimentally set
to 3e−5. It is selected through grid search with manually
chosen values {1e−5, 2e−5, 3e−5, 4e−5}. Exponential decay
with a decay rate of 0.8 is applied to the learning rate for
every epoch. The performance on the development set is
evaluated after each training epoch; the training stops if the
dev set performance does not increase for five consequent
epochs.

C. EVALUATION RESULTS
We applied the proposed adaptive batch scheduler to train
dual encoders for the two benchmark datasets. For each
question, only its positive paragraphs are used as train-
ing instances; negative samples are retrieved only from
in-batch negative sampling. It is for separately observing
the effect of ABS on in-batch negative sampling from
the negative samples populated before training. We trained
three baseline dual encoders with different pre-trained lan-
guage models, namely BERTbase [7], RoBERTabase [20],
and ERNIEbase [21].

Table 2 shows the evaluation result. As can be observed
from the table, systems trained with ABS outperform
those trained without ABS for both benchmark datasets.
For the MSMARCO dataset, the proposed ABS increases
MRR@10 by 2 to 3 % for all baseline systems. The ABS
also increases R@5 for the natural questions dataset from
4 to 6 %. The evaluation result suggests that the application
of ABS during training could significantly improve the doc-
ument retrieval performance of dual encoders, regardless of
the pre-trained language models used.

We tried to find out the effect of ABS on the
training process in more detail. Figure 3 shows the train-
ing loss and custom dev set MRR@10 for each training
epoch during ERNIEbase training. The ABS is applied
before the start of every training epoch, except epoch 1.
The training loss decreases much slower when the ABS is
applied; the ABS provides negative examples that are
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TABLE 2. Evaluation results of the ABS on benchmark datasets. Note that for the MSMARCO dataset, we used the MSMARCO dev set for testing.
MRR represents mean reciprocal rank, and R represents recall.

FIGURE 3. MSMARCO training loss and MRR@10 of custom dev set during
training for ERNIEbase. The horizontal axis represents the training epoch.

considered difficult by the being-trained encoder before each
training epoch. Instead, the custom dev setMRR@10 is much
higher when the ABS is applied; it constantly outperforms
the case without ABS to 1 to 2 % with the same number of
training epochs and takes more epochs to reach the maximal
dev MRR@10. In summary, the ABS trains dual encoder
models much better by constantly providing hard, confusing
negative examples for the being-trained model.

[6] showed that the training batch size is an important
parameter when applying the in-batch negative sampling.
The larger batch size means more negative samples to train.
We tried to see the effect of different training batch sizes
on the proposed adaptive batch scheduling. Baseline model
ERNIEbase is trained with different batch sizes. Table 3 shows
the evaluation results.

As can be observed from the table, the document retrieval
performance drops as the batch size decreases when the

TABLE 3. The effect of different training batch sizes on the proposed
adaptive batch scheduling.

ABS is not used. This result is the same as reported in [6].
Interestingly, the retrieval performance does not drop as the
batch size decreases when the ABS is applied for training.
The evaluation result suggests that providing a small number
of difficult negative examples is better than a large number of
random negative samples for training. Since the ABS helps to
get the hard negative samples, the dual encoder trainer does
not need to have a large training batch size to enhance the
document retrieval performance.

The proposed ABS maintains positively annotated para-
graphs for each training question to filter out the noises
introduced by a question with multiple answer paragraphs
or multiple questions sharing the same answer paragraph.
Table 4 shows the evaluation results with and without the
noise filtering on the MSMARCO dataset. Baseline model
ERNIEbase is trained with the ABS. As can be observed from
the table, the noise filtering slightly improves the perfor-
mance of the proposed ABS.

TABLE 4. The effect of positive noise filtering for the adaptive batch
scheduling on ERNIEbase model.

Finally, we tried to see the effect of ABS when the sep-
arately populated negative examples are present. We used
the negative samples proposed in [6]. The random negative
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TABLE 5. Evaluation results of the ABS applied on the training set
containing negative samples. Random and Hard represent the dataset
with negative samples populated using random negative and hard
negative populations, respectively. None represents the dataset
with no negative samples.

population approach selects random paragraphs from the
document pool as negative samples for a question. The
hard negative population approach first trains a dual encoder
and a cross encoder using the training data with negative
samples populated using random negative population. Then,
for each question, top k paragraphs are retrieved using the
dual encoder, and each paragraph is verified with the cross
encoder to get the hard negative samples for the ques-
tion. We downloaded the negative samples populated using
the two population approaches from the author’s home-
page.2 The dataset contains four negative paragraphs for each
question.

Table 5 shows the evaluation results with populated neg-
ative samples. We trained ERNIEbase with the populated
datasets. As can be observed, The performance gains due
to the ABS are similar for the random negative populated
dataset and the dataset without negative samples. Meanwhile,
the effect of ABS decreases with the hard negative popu-
lated dataset; since the hard negatives are separately provided
in the training dataset itself, the effect of hard negatives
provided during the in-batch negative sampling is limited.
Still, the application of ABS on training the dual encoder
with a hard-negative populated training dataset increases the
MRR@10 by 1.2%.

V. CONCLUSION
In this paper, we proposed adaptive batch scheduling to effec-
tively sample hard negatives for in-batch negative sampling
during dual encoder training. The proposed ABS is eval-
uated against two document retrieval benchmark datasets,
MSMARCO and Natural Questions. The evaluation results
showed that our proposed ABS significantly improves the
document retrieval performances of dual encoders when
applied during training.

[6] showed that denoising the populated negative sam-
ples are vital for performance improvement. Although the
proposed ABS improved the overall retrieval performance,
we think the system can be further improved by denoising

2https://github.com/PaddlePaddle/Research/tree/master/NLP/NAACL2021-
RocketQA

the sampled negatives during training. Our future work will
focus on filtering the false negatives sampled by the in-batch
negative sampling.
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