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ABSTRACT The rise of social media platforms has significantly changed the way our world communicates,
and part of those changes includes a rise in inappropriate behaviors, such as the use of aggressive and
hateful language online. Detecting such content is crucial to filtering or blocking inappropriate content on
the Web. However, due to the huge amount of data posted every day, automatic methods are essential for
identifying this type of content. Seeking to address this issue, the Natural Language Processing community
is increasingly involved in testing a wide range of techniques for hate speech detection. While achieving
promising results, these techniques consider hate speech detection as the sole optimization objective, without
involving other related tasks such as polarity and emotion classification that are strongly linked to offensive
behavior. In this paper, we propose the firstMulti-task approach that leverages the shared affective knowledge
to detect hate speech in Spanish tweets, using a well-known Transformer-based model. Our results show that
the combination of both polarity and emotional knowledge helps to detect hate speechmore accurately across
datasets.

INDEX TERMS Natural language processing, sentiment analysis, multi-task learning, Spanish hate speech,
offensive language.

I. INTRODUCTION
In recent decades, people have been getting hooked on social
media platforms as a way of relating and connecting to other
people. More and more users are expressing and sharing
their opinions, inner thoughts, or emotions through social
networks like Twitter and Facebook. However, sometimes
these posts express prejudice and harmful content targeted to
a specific individual or group. A complete and comprehensive
definition for Hate Speech (HS) is given by General Policy
Recommendation no. 15 of the European Commission1 and
defines it as ‘‘the advocacy, promotion or incitement, in any
form, of the denigration, hatred or vilification of a person or
group of persons, as well as any harassment, insult, negative
stereotyping, stigmatization or threat in respect of such a
person or group of persons and the justification of all the
preceding types of expression, on the ground of race, color,

The associate editor coordinating the review of this manuscript and

approving it for publication was Cheng Chin .
1http://hudoc.ecri.coe.int/eng?i=REC-15-2016-015-ENG

descent, national or ethnic origin, age, disability, language,
religion or belief, sex, gender, gender identity, sexual orien-
tation and other personal characteristics or status’’.

Today, the vast and uncontrolled content posted every day
on the Web makes difficult or even impossible to manually
track the content of comments. One strategy employed to
tackle this problem is through legislation. In order to pre-
vent and counter the spread of HS online, in May 2016, the
European Commission reached an agreement with Facebook,
Microsoft, Twitter, and YouTube a ‘‘Code of conduct on
countering illegal HS online’’.2 During the course of 2018,
Instagram, Snapchat, and Dailymotion joined the Code of
Conduct. Jeuxvideo.com joined in January 2019, and TikTok
announced their participation in the Code in September 2020.
However, the EU Code of Conduct is hard to fulfill by these
online platforms. Natural Language Processing (NLP) plays
an important role as a powerful tool to try to tackle this
problem. In recent years, the NLP community has trained

2https://bit.ly/2KI14cO
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a variety of systems for detecting HS online, using a great
range of techniques. The most common techniques used are
traditional machine learning and deep learning approaches,
which have yielded promising results.

On the other hand, in the context of Sentiment Analysis
(SA), polarity and emotion classification from the text are
two closely related research topics that have been investi-
gated for a long time now, (especially polarity classification).
Polarity classification focuses on determining the polarity
of a document, sentence, or feature (positive or negative)
and measuring the degree of the polarity expressed in the
document [1]. Emotion classification aims to fine-grained
automatic classification of texts on the basis of emotional
categories. Most emotion analysis studies deal with six basic
human emotions (anger, fear, sadness, joy, surprise, and dis-
gust) as defined by Ekman [2]. According to a psychological
study [3], negative sentiment messages are often indicators of
emotions, such as anger, disgust, fear or sadness, and positive
texts are related to joy. In the same way, abusive language
and behavior are also inextricably linked to the emotional and
psychological state of the speaker [4]. For instance, negative
sentiments and emotions like anger, disgust, fear, and sadness
are presented in HS messages as a number of studies have
already revealed in recent years [5], [6]. Given the influence
of emotions in HS messages, in this study, we investigated
newways of unearthingHS bymodeling polarity and emotion
analysis along with the HS detection task.

Although there are some studies on this topic for other
languages – e.g. Portuguese [7], Italian [8] and Greek [9] –,
and multilingual approaches [10]–[12], most of the resources
and studies available are for English [13]–[15]. However,
there is a huge demand for research into languages other than
English [16]. Therefore, in this paper, we focus on Spanish
a language whose presence on the Internet is growing every
day.

In this study, we present a novel technique in classifying
HS on social media. We evaluate our model on two datasets
that contain tweets written in Spanish and annotated for HS.
Our results show that models that learn multiple tasks at the
same time (Multi-Task Learning (MTL)) achieve promising
results. The main contributions of this paper can be summa-
rized as follows:
• We perform HS detection for Spanish texts. HS detec-
tion is a worldwide phenomenon that involves other
languages than English, including Spanish, which is the
third most used language on the Web.

• We propose a MTL model using the monolingual
Transformer-based model BETO that integrates polar-
ity and emotion knowledge for HS detection, named
MTLsent+emo.

• We compare the MTL model performance with a mono-
lingual Transformer-based model (our baseline) with the
latest state-of-the-art results in HS detection for Spanish.

• We show the effectiveness of our proposed approach
over the baseline model through detailed empirical
evaluation results on two benchmark datasets and by

analyzing the knowledge transfer from SA in the MTL
proposed approach for HS detection.

• We perform an error analysis in order to gain deeper
insight into the proposedMTLmodel performance. This
analysis also allows us to identify some peculiarities of
Spanish-speaking users while expressing HS.

The remaining structure of this paper is as follows.
In Section II an overview of the related background literature
is introduced. The data we used to evaluate our experiments
are described in Section III. The proposed HS detection
system is shown in Section IV. The experimental methodol-
ogy and evaluation results are presented in Section V. Error
analysis containing qualitative and quantitative analysis of
the results are conducted in Section VI. Finally, the con-
clusion and directions for future research are presented in
Section VII.

NOTE: This paper contains examples of potentially
explicit or offensive content. They do not represent the views
of the authors.

II. RELATED WORK
In recent years, while HS continues to spread on Internet,
the importance of addressing HS detection in textual informa-
tion is becoming more and more significant in the NLP field,
with a number of studies applying different machine learning
approaches. Most of these studies focus on the detection of
HS in social media, most notably on Twitter.

On the one hand, early studies experimented with tradi-
tional machine learning algorithms including Support Vec-
tor Machines, Random Forest, Decision Tree and Logistic
Regression along with the combination of different types
of syntactic, semantic, lexical, sentiment, and lexicon-based
features [16]–[18].

On the other hand, given the promising results achieved by
deep neural networks in several NLP tasks, extensive studies
have recently explored the performance of these models in
the task of HS detection with the Recurrent Neural Net-
works (RNNs) and Convolutional Neural Network (CNNs)
being the most popular architectures for this task. For
instance, in order to break the barrier of language depen-
dency in the word embedding approach, [19] conducted an
ensemble of RNN classifiers, incorporating various features
associated with user-related information. [20] experimented
with a robust system based on compositional RNNs able to
handle even substantially noisy inputs, and reached competi-
tive results for HS detection in English texts. In [21] authors
developed a system for Twitter HS text identification based
on two CNNs and feature embeddings including one-hot
encoded character n-gram vectors and word embeddings, and
they reported that the use of character n-gram does not help in
the detection. More recently, Transformer-based models have
made significant progress in most of the NLP tasks including
text classification [22] and are currently applied to the HS
identification. For instance, [23] proposed a multi-channel
BERT model that integrates the hidden features of separate
BERT models trained on different languages. The model
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can capture a different semantic representation of different
languages. The authors tested the model on three datasets
from different competitions in different languages and it
performed better or as well as previous state-of-the-art mod-
els. In [24] authors compared different Transformer-based
models to address the task of HS identification in Spanish.
They achieved state-of-the-art results with a monolingual
pre-trained language model based on the Transformer
mechanism and trained specifically on Spanish texts,
BETO [25].

A. SENTIMENT ANALYSIS ON HATE SPEECH
SA offers a valuable tool that helps to enhance the perfor-
mance of machine learning classification systems, as shown
in [26] and [27]. A few recent studies have investigated the
benefit of using SA features for HS detection. For instance,
in [28] the authors follow the idea that the concept of HS
can be split into two main components hate and speech [29],
and based on this they proposed a new definition of HS in
the scope of emotional analysis: ‘‘any emotional expression
imparting opinions or ideas - bringing a subjective opinion or
idea to an external audience - with discriminatory purposes’’.
To predict HS in texts, they employed an emotional approach
using a combination of lexicon-based and machine learning
approaches and concluded that the emotional knowledge con-
tained in the text helps to enhance the accuracy of HS detec-
tion. [30] introduced a new attention mechanism that embeds
emotional knowledge from texts to find the most important
words for the task of offensive language identification. They
incorporated this module into a hybrid bidirectional LSTM
and CNN neural architecture able to capture both local and
sequential information from text. This supports the hypothe-
sis that the affective knowledge behind the text plays a sig-
nificant role to offensive language identification, as it boosts
the performance of the system. [6] proposed a framework to
identify Facebook pages that potentially promoteHS. In order
to obtain the most negative posts and comments, they applied
polarity and emotion analysis, based on the idea that hate-
ful texts contain negative emotions and sentiments. Finally,
[31] developed a method for automatic data augmentation
and deployed affective bidirectional Transformers models
on offensive language detection and HS identification for
Arabic. They demonstrated that fine-tuning such affective
models is useful, especially in the case of offensive language
detection.

Related to Spanish, [32], [33] incorporated sentiment
features into a supervised classifier. [33] proposed a sys-
tem based on linguistic features, semantic similarity with
a domain-oriented lexicon, sentiments (using the senti-
ment vocabulary weighted by the TF-IDF measure), word
embeddings, topic modeling (both LDA and hashtags), and
TF-IDF n-grams of words and characters. These features
were filtered and the 3000 best were selected. The machine
learning algorithm selected for classification was linear
SVM. [32] proposed a linear kernel SVM trained on a
text representation composed of a bag of words, a bag of

characters, and an embedding of tweets computed from fast-
Text sentiment-oriented word vectors.

The studies mentioned were all carried out using a
single-task learning approach. Single Task Learning (STL) is
a paradigm that updates the weight of neural networks using
the input sequence of a single classification task involving a
dataset.

B. MULTI-TASK LEARNING FOR HATE SPEECH DETECTION
The literature points out that MTL [34] has been success-
fully tested on a multitude of machine learning tasks [35],
including NLP problems such as machine translation [36],
SA classification [37] and biomedical entity recognition [38].
However, only a very few recent studies have employed the
MTL paradigm to address the problem of HS identification.
For instance, [39] proposed a deep MTL framework based
on a stacked CNN and GRU architecture to leverage useful
information from multiple datasets related to HS includ-
ing racism, sexism, and offensive language identification.
Its MTL model achieved better performance compared to
its single-tasking framework. Another two studies experi-
mented with a MTL approach using polarity and emotion
information to detect HS. Firstly, [40] tested a MTL system
exploring the effect of adding polarity information to perform
the task of offensive language identification in Arabic tweets.
They based their research on the fact that HS and offensive
content always bear negative polarity. Their results showed
that polarity information is correlated with HS and offensive
language identification. Secondly, [41] were the first to take
into account emotional features in order to gain auxiliary
knowledge through a MTL framework to detect abuse in
English tweets. They propose different MTL models, and the
best result was achieved by a Gated Double Encoder model
based on BiLSTM encoders. Their experiments showed that
emotion detection is beneficial to abuse detection tasks in the
Twitter domain.

As SA has been shown to be beneficial for HS detec-
tion systems and since most studies have used SA within a
STL model, our proposed approach is focused on the MTL
paradigm and differs from the previous studies because a)
we use a Transformer-based model in the proposed MTL
approach; b) we explore the combination of both polarity and
emotion knowledge in the MTL approach for Spanish HS
detection.

III. DATASETS
We carried out experiments with four different tweets cor-
pora, one related to polarity (InterTASS), another related to
emotion (EmoEvent), and the last related to HS (HatEval)
and aggressiveness (MEX-A3T). The datasets are described
below:

International TASS Corpus (InterTASS) was released
in 2017 [42] with Spanish tweets and updated in 2018 with
texts written in three different variants of Spanish from Spain,
Costa Rica and Peru [43] and in 2019, with new texts written
in two new Spanish variants: Uruguayan and Mexican [44].
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TABLE 1. Number of tweets in InterTASS dataset.

The corpus released in 2019 is the one used in this paper.
Each tweet was labeled with its level of polarity, which could
be labeled as Positive (P), Negative (N), Neutral (NEU), and
none (NONE). Each tweet was annotated by at least three
annotators. Table 1 shows the number of tweets in the training
and test sets for each different label or the levels of opinion
intensity (P, N, NEU), where NEU will include NONE and
for each corpus of tweets written in Spanish variants from
Spain (ES), Costa Rica (CR), Peru (PE), Uruguay (UR) and
Mexico (MX).

EmoEvent [45] is a multilingual emotion dataset based on
events that took place in April 2019. It focuses on tweets
in the areas of entertainment, catastrophes, politics, global
commemoration, and global strikes. The authors collected
Spanish and English tweets from the Twitter platform. Then,
each tweet was labeled with one of seven emotions, six
Ekman’s basic emotions plus the ‘‘neutral or other emotions’’
label. The labeling was done by three Amazon Mechan-
ical Turkers. Focusing on the Spanish language, a total
of 8,409 were labeled. Table 2 shows the number of tweets
in the training and test set for each label (emotion).

TABLE 2. Number of tweets by emotion and event in the EmoEvent
dataset.

The first HS dataset used in this paper was provided by
the organizers in SemEval 2019 Task 5: HatEval [46]. The
task consisted of detecting hateful content in social media
texts, specifically in Twitter posts, against two targets: women
and immigrants. For the creation of the corpus known as,
the HatEval dataset, the data was collected using a different
time frame. The majority of tweets against women were
derived from an earlier collection made in the context of
two earlier challenges on misogynistic speech identification,
whose collection phase began in July 2017 and ended in
November 2017 [47], [48]. The remaining tweets were col-
lected from July to September 2018. The dataset contains

tweets composed of an identifier (id), the text of the tweet
(text), and the mark of HS, which is 0 if the text is not hateful
and 1 if the text is hate speech against women or immigrants.
In the task, this dataset was divided into three small sets:
train, dev, and test. For our experiments, the union of train
and dev builds the training set which contains 2,921 not
hateful tweets and 2,079 hateful tweets. The test set contained
940 non-hateful tweets and 660 hateful tweets. Table 3 shows
the number of tweets in the training set and test set targeted
at women and immigrants.

TABLE 3. Number of tweets in Spanish HatEval dataset.

The last dataset is MEX-A3T [49]. It was provided by the
organizers in IberEval 2018: Authorship and aggressiveness
analysis in Mexican Spanish tweets [50]. They built a corpus
of tweets to detect aggressiveness from Mexican accounts
collected from August to November of 2017. They selected
a set of terms that served as seeds for extracting the tweets.
They used both words classified as vulgar and non-colloquial
in the Dictionary ofMexicanisms of theMexicanAcademy of
the Language and hashtags classified as controversial accord-
ing to the National Institute of Women. The hashtags were
related to politics, sexism, homophobia, and discrimination.
Tweets were collected taking into account their geo-location.
They used Mexico City as the center and extracted all tweets
that were within a radius of 500 km. Finally, the collected
tweets were labeled by two people. The dataset contains
tweets composed of an identifier (id), the text of the tweet
(text), and the mark of aggressiveness, being 0 if the tweet
is not aggressive and 1 if the tweet is aggressive. For our
experiments, the corpus is divided into two parts, training
and test sets. The non-aggressive class is the majority class in
both partitions. The test set with the gold labels is not freely
available but the organizers provide us with the evaluation
results based on our predicted labels. Table 4 shows the
number of tweets in MEX-A3T dataset per class.

IV. SYSTEM DESCRIPTION
Following the notation of [51] with the binary classification
of documents as a running example, transfer learning involves
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TABLE 4. Number of tweets in MEX-A3T dataset per class.

the concepts of a domain and a task. Given a source domain
DS and learning task TS , a target domainDT and learning task
TT , transfer learning aims to help improve the learning of the
target predictive function fT (.) in DT using the knowledge in
DS and TS , where DS = DT or TS = TT .
Transfer learning is widely used to develop models for

solving tasks where the availability of large data to train is
limited, as is the case with Spanish.

In this study, we follow the transfer learning taxonomy
defined by [52] to introduce the MTL scenario explored in
this study. In the scope of transfer learning, when there are
different tasks and labeled data in a target domain, the tax-
onomy refers to inductive transfer learning. Within inductive
transfer learning, there are two possible scenarios: sequential
learning (if the tasks are learned sequentially), and MTL (if
the tasks are learned simultaneously).

A. SINGLE-TASK LEARNING
STL is a paradigm that updates the weight of neural networks
using the input sequence of a single classification task involv-
ing a dataset. In order to establish a baseline in our study and
compare the results with the MTL scenario, we use a STL
model that uses the HS task as the sole optimization objective.
To do so, we focus on pre-trained language models based on
Transformer. The Transformer is an attention mechanism that
learns contextual relations between words (or sub-words) in
a text and includes two separate mechanisms: an encoder that
reads the text input and a decoder that produces a prediction
for the task [53]. In contrast to directional models, where
the text input is read sequentially, the Transformer encoder
reads the whole word sequence at once, which allows the
model to learn the context of a word on the basis of its entire
surroundings.

In particular, we experiment with a well-known model,
the Bidirectional Encoder Representations from Transform-
ers (BERT) [54]. As far as we know, there are two vari-
ants of BERT trained on Spanish texts: the Multilingual
BERT (mBERT) and BETO [25]. mBERT was pre-trained
on the concatenation of monolingual Wikipedia corpora from
104 languages, including Spanish but it does not provide a
language detection mechanism therefore the word piece tok-
enizer could confuse languages. Moreover, it does not have
any explicit procedures to encourage translation equivalent
pairs to have similar representations. For this reason, we use
the BETO model as our baseline since it was trained on
Spanish data. We refer to this baseline as STLBETO in the
paper. Specifically, we use the BETO cased checkpoint.3

3https://github.com/dccuchile/beto

We address two STLBETO scenarios to detect HS, one for
the HatEval task and the other one for the MEX-A3T task:
• HatEval. The task consisted of detecting hateful con-
tent in Spanish tweets against two targets: women and
immigrants.

• MEX-A3T. It focused on the detection of aggressive
tweets in Mexican Spanish on Twitter. According to the
authors in [55], aggressive language seeks to harm or
hurt a group or individual by referring to or inciting
violence. Therefore, aggression could involve HS.

B. MULTI-TASK LEARNING
In the MTL scenario, the goal is to use the process of learning
multiple tasks in order to improve the performance on each
task [34]. These tasks are usually related and share some
commonalities, though they may have different data or fea-
tures. When the model learns these tasks, some clues from
one task can be used to improve the other by sharing features.
In this study, we use related tasks (HS detection, polarity
classification, and emotion classification) sharing the same
source of data: Twitter. For the polarity classification task,
we use the InterTASS dataset and for emotion classification,
we used the EmoEvent corpus. The aim is to check whether
the use of polarity and emotion classification tasks assists in
the identification of HS by applying a MTL scenario. The
reason for incorporating polarity and emotion information to
detect HS is that HS is usually emotional and expresses a
negative emotion and polarity towards the recipient.

In the field of Deep Learning, MTL is typically imple-
mented with either hard or soft parameter sharing of
hidden layers. In the following, these two methods will be
introduced.
• Soft parameter sharing. In this setting, each task has
its model with its parameters. The distance between
the parameters of the model is regularized in order to
encourage similarity between the parameters.

• Hard parameter sharing. This technique is the most
widely used approach to MTL in neural networks and
was introduced by [34]. It consists of a single encoder
that is shared and updated between all tasks while keep-
ing several task-specific output layers [52].
In this study, we use the Transformer-based model
BETO which uses BERT encoder. Figure 1 shows our
proposed MTL model. In this architecture, we use the
data labeled for the n-tasks. As we have two differ-
ent datasets related to HS (HatEval and MEX-A3T),
we first trained the model on HatEval and n-1 tasks
obtaining the evaluation for HatEval. Secondly, for eval-
uating our proposal, we trained the model on MEX-A3T
and n-1 tasks obtaining the performance for MEX-A3T.
As mentioned at the beginning of this Section, in our
MTL model, the tasks used to improve the detection
of HS are polarity and emotion classification. In the
first step, all the inputs are converted to WordPieces
[56], an extension of Byte Pair Encodings (BPE) [57].
The sequence has at most two segments, the first token
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FIGURE 1. Proposed MTL system on the n-tasks. English translation: ups
shut up fucking bitch stains my reputation.

[CLS] contains the special classification embedding and
another special token [SEP] is used to separate segments.
We take the first token [CLS] in the final hidden layers
as the representation of the whole sequence. As we
can see in Figure 1 the BERT encoder is shared by
all three tasks simultaneously, in this way each task
benefits from the other as they share features with each
other and therefore the model can learn what these
features are. Then, the task-specific output heads are
created for each task, and task heads are attached to
a common sentence encoder. The shared Transformer
encoder ensures that during training, all upgrades will
update the same encoder weights. Then, the layers are
fine-tuned according to the given set of downstream
tasks.

V. EXPERIMENTS AND RESULTS
A. DATA PRE-PROCESSING
The text pre-processing technique is a fundamental step in
NLP systems since it helps improve the performance of the
classifier and speed up the classification process. Sincewe are
dealing with Twitter data, we perform a Twitter-specific data
cleaning before including the tweets in the models. Tweets
have specific peculiarities because they are written in col-
loquial language. Therefore, there are numerous challenges
in tokenizing tweets such as word length, duplication, use of
informal terms, noise (misspellings and slang words), user
mentions, hashtags, and emojis. To tackle these challenges
and remove the noise we apply the following practices to
prepare the text for machine learning experiments using the
ekphrasis library [58]:

• All tweets are converted to lowercase so words such
as ‘‘HATE’’, ‘‘Hate’’, and ‘‘hate’’ will have the same
syntax when converting text into features.

• URLs, emails, users’ mentions, percentages, monetary
amounts, time and date expressions, and phone numbers
are normalized.

• Hashtags are unpacked and split into their constituent
words.

• Elongated words and repeated characters in words are
annotated and reduced.

FIGURE 2. Example of a tokenized tweet. English translation: Your smile
is your superpower! happy day.

• Emojis are converted to its alias using the emoji module4

of Python.
• The maximum sequence length is set to 80 words. Post
padding is done if any sentence is less than 80.

Figure 2 shows an example tweet and the result of the
pre-processing.

B. EXPERIMENTAL SETUP
All the models has been implemented using PyTorch,
a high-performance deep learning library [59] based on the
Torch library. We trained the models on the training set
and then we tested it on the test set for both datasets. The
experiments were run on a single Tesla-V100 32 GB GPU
with 192 GB of RAM.

We evaluated both HatEval and MEX-A3T datasets con-
ducting four different experiments for each HS dataset:

1) In order to obtain the baseline, we evaluate the cor-
responding HS dataset with the Transformer-based
BETO model, namely STLBETO method.

2) We perform the MTL approach proposed in this study
and explained in Section IV-B. Specifically, for the
MTL approach we experimented with three different
configurations to detect HS:

a) We train and evaluate the model on the corre-
sponding HS dataset and InterTASS (MTLsent ).

b) We train and evaluate the model on the cor-
responding HS dataset and EmoEvent dataset
(MTLemo).

c) We train and evaluate the model on the corre-
sponding HS dataset. InterTASS and EmoEvent
(MTLsent+emo).

We use grid search to tune the hyperparameters of the
models on the development sets of the tasks (HatEval and
MEX-A3T). The optimal values for each model and task
are shown in this section. Across the two STLBETO exper-
iments, MEX-A3T was fine-tuned BETO for three epochs,
the learning rate was set to 4e-05, and the batch size to 16.
For HatEval we used the model proposed by [24] with the
same hyperparameters (epoch: 3, batch size: 16, learning rate:
2e-05). For the proposedMTL settings, in the case of HatEval
we trained the model for two epochs, the learning rate was
set to 4e-05 and the batch size was set to 32. For MEX-A3T,
the model was trained for three epochs, the learning rate was
set to 3e-05 and the batch size was set to 16. In order to
optimize both approaches STLBETO andMTL in both datasets
we use Adam optimizer and the epsilon was set to 1e-8.

4https://pypi.org/project/emoji/
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TABLE 5. STLBETO and MTL settings results on the Spanish HS datasets. Class 0: Non-HS or Non-Aggressiveness, class 1: HS or Aggressiveness.

C. RESULTS ANALYSIS
In this section, we report the performance of ourmethodology
along with the comparison with the latest state-of-the-art
studies. In order to accomplish this, we have employed the
usual metrics in NLP tasks, including Precision (P), Recall
(R), F1-score (F1), and macro scores. The equations of the
different metrics are described below:

P(c) =
TP

TP+ FP
(1)

R(c) =
TP

TP+ FN
(2)

where c is equal to the class, TP = True Positive, FP = False
Positive and FN = False Negative.

F1 =
2 ∗ P ∗ R
P+ R

(3)

1) SINGLE-TASK LEARNING VS. MULTI-TASK LEARNING
We compare the performance of our baseline (STLBETO) with
the proposedMTL configurations on HatEval andMEX-A3T
datasets. The results are reported in Table 5 which shows
the prediction performances of each model, and each dataset.
For the baseline experiments, in the case of HatEval we use
the results obtained by the authors in [24] who applied the
Transformer-based model BETO on the HatEval dataset, and
in the case of MEX-A3T, we report the results we have
obtained with STLBETO. The performance of the baseline
experiments in both datasets is very promising and shows
that the STLBETO model works very well when fine-tuned
on a small Spanish dataset. Specifically, in the MEX-A3T
task, STLBETO achieved high results with a macro F1-score
of 85.51%, compared to the result obtained in the HatEval
dataset, 77.62%. In both datasets, we can see that the most
challenging class to identify correctly by STLBETO is class 1
(HS and Aggressiveness). This behavior has been observed
during the participants’ results in workshops related to the
HS detection task.

Regarding the results obtained by the different settings
of the MTL model proposed, it is worth noting that, for
both HatEval and MEX-A3T tasks, all the MTL config-
urations (MTLsent , MTLemo, and MTLsent+emo) succeeded
in surpassing our baseline STLBETO in terms of macro-P,
macro-R, and macro-F1. In particular, for HatEval the best

configuration is MTLemo while for MEX-A3T the MTLsent
model achieves the best macro-F1 score. It could be because
MEX-A3T is a dataset of tweets written in Mexican, and the
dataset used for the sentiment task (InterTASS) contains texts
written in different variants of Spanish including Mexican,
therefore, a deeper knowledge of this linguistic variant is
obtained. Concerning MTLsent+emo model, it behaves in the
same way in both datasets, as shown in Table 5. Observ-
ing the performance of the model for class 1, it is worth
mentioning that our proposal MTLsent+emo outperforms the
precision of STLBETO, and achieves a significantly higher
recall by increasing 4.09 points in the case of HatEval and
4.64 points in MEX-A3T. This observation is remarkable
since the MTLsent+emo succeeds at enhancing particularly the
most challenging class (1), by detecting the HS and Aggres-
siveness tweets that STLBETO was not able to identify.

2) COMPARISON TO THE STATE-OF-THE-ART SYSTEMS
Table 6 summarizes the comparative results of previous
studies for Spanish HS detection. In particular, we have
selected the state-of-the-art systems which have evaluated
both HatEval and MEX-A3T datasets.

RegardingHatEval, in Table 6we show the top three teams’
[32], [60], [61] that achieved the best results in SemEval-2019
Task 5 as well as other systems that outperformed the
results of the competition. The best model in SemEval-2019
Task 5 was presented by [32] where authors obtained a
macro-F1 score of 73.0% using a linear kernel SVM trained
on a text representation composed of a bag of words, a bag
of characters, and an embedding of tweets computed from
fastText sentiment-oriented word vectors. The system pro-
posed by [60] was based on a linear kernel SVM. The study
focused on a combinatorial framework used to search for the
best feature configuration among a combination of linguistic
pattern features, a lexicon of aggressive words and, differ-
ent types of n-grams (characters, words, POS tags, aggres-
sive words, word breaks, function words, and punctuation
symbols). They obtained a macro-F1 score of 73.0%. [61]
achieved a macro-F1 score of 72.9%, presenting a pre-trained
BERT model on Twitter data and using a corpus of tweets
collected over the same period of time from the HatEval
training dataset. Another study to consider in SemEval-2019
Task 5 was the system presented by [33] which incorporated
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TABLE 6. Comparative results for the HS detection task in Spanish. Results on class 0 and 1 indicate the F1-score.

sentiment features. This system achieved a macro-F1 score
of 72.5%, presenting a linear SVM model based on lin-
guistic features, semantic similarity with a domain-oriented
lexicon, sentiments, word embeddings, topic modeling and
TF-IDF n-grams of words and characters. On the other hand,
we found the following studies [17], [23], [24] on the HatEval
dataset out of the competition. [17] proposed an ensemble
of traditional machine learning classifiers (Naive Bayes and
Logistic Regression) using the Term Frequency scheme (TF)
with a combination of unigrams and bigrams for the feature
representation. The system is particularly successful in iden-
tifying the Non-HS class as it achieved a macro-F1 score
of 80.0%. With regard to Transformer-based systems, [23],
[24] used BERT model and succeeded in surpassing previous
results. The first study used the multilingual BERT model
trained for several languages and the second one which uses
BETO obtained state-of-the-art results. After analyzing these
studies, as can be seen in Table 6 it is worth mentioning that
our proposed model MTLsent+emo significantly outperforms
the best result of the SemEval-2019 Task 5 by 5.47 points
in terms of the macro-F1 score and also slightly outperforms
the results of the latest study on the state-of-the-art [24] using
this dataset. Moreover, it should be noted that our model
successfully detected the HS class obtaining an F1 score
of 77.03%. Related to the MEX-A3T dataset, [62] proposed
a text classifier that combines two models called B4MSA and
EvoDAG. B4MSA is a minimalistic classifier independent
from domain and language and EvoDAG is a classifier based
on Genetic Programming. [63], [64] used the BETO model
trained specifically for Spanish and similar to the studies of
HatEval, it improves also the previous system. Our proposed
model MTLsent+emo achieved the best results by obtaining a
macro-F1 score of 86.58%. Similar to the previous dataset,
our model successfully identified the HS class obtaining an
F1 score of 81.25%.

3) KNOWLEDGE TRANSFER FROM SENTIMENT ANALYSIS
Our results show that SA improves HS detection on both Hat-
Eval and MEX-A3T datasets. Table 7 introduces examples
of improvements in HatEval achieved by the MTLsent+emo
system, over the STLBETO model. As the SA tasks lead the

MTL model to learn how to predict the polarity and emo-
tion labels for the instances, the representations computed
by the encoder embed the affective knowledge. This allows
the & MTLsent+emo model to classify HS more accurately
by leveraging the affective nature of the instance. Looking
at the examples in Table 7 it is important to point out that
people often use some expressions that contain offensive
words, however, the expression is not necessarily offensive
since it conveys a positive polarity and emotion. For instance,
tweet number 4 contains the expression puta ama (fucking
boss) which is positive although the presence of the offensive
word puta (whore) is used. In this case, the STLBETO model
mislabeled the tweet as HS, whereas the MTL classified it as
Non-HS since the polarity and emotion predicted were posi-
tive and joy, respectively. Similarly, tweets 1, 2, and 3 with
positive polarity and joy emotion were correctly classified
by our proposed model as Non-HS but not by the STLBETO
model which prediction was HS. These examples, as well
as the expressions, also contain offensive words associated
with misogyny and xenophobia, but the emotion they evoke
is positive. The rest of the examples with negative polarity
and conveying anger and sad emotions were misclassified by
STLBETO but not by the MTLsent+emo model. For instance,
in tweet 5 with the negative words redadas (raids) and hieren
(hurt), tweet 6 with parasitos subordinados (subordinate par-
asites) and tweet 8 with the expression el que tenga huevos
(whoever has balls), it is again shown that MTL benefits from
the affective knowledge learned from SA tasks.

VI. ERROR ANALYSIS
In order to gain deeper insight about the proposed MTL
model performance, we conducted an error analysis from
both quantitative and qualitative levels. We mainly analyzed
the instances in the test set that were wrongly labeled by the
STLBETO and the MTLsent+emo models in HatEval dataset.
Since the gold labels of theMEX-A3T test set are not publicly
available, we have not performed the analysis for this dataset.

Based on quantitative analysis, we analyzed the confusion
matrices of STLBETO and MTLsent+emo models and compare
them in Table 8. The MTL system in HatEval mislabeled
only 85 HS instances to Non-HS compared to 104 instances
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TABLE 7. STLBETO vs. MTLsent+emo samples from HatEval dataset, showing improved MTL performance. English translation of Spanish tweets is provided.

TABLE 8. Confusion matrix of HatEval.

misclassified with the STLBETOmodel. As we highlight in the
analysis of the results, it shows that the MTL model’s ability
to distinguish the hateful text by reducing the number of false
positives in HS class. On the other hand, the MTLsent+emo
system mislabeled 258 Non-HS instances to HS compared
to 255 instances misclassified with the STLBETO model.
Therefore, we consider that the knowledge provided by the
external datasets (InterTASS and EmoEvent), although very
slightly detrimental to the Non-HS class, not just improves
the prediction in general, but the performance on the HS class
is particularly enhanced. This is important in a detection task,
more than in a classification task.

Concerning a qualitative analysis, we analyzed some
tweets misclassified by the MTLsent+emo system to iden-
tify the possible challenges that the system faces with the

Spanish and the HS detection. In addition, we also looked
at the predictions related to emotion and polarity classifica-
tion in order to analyze how they contribute to the detec-
tion of HS. We select some mislabeled tweets predicted
by the MTLsent+emo system: two false positive and two
false-negative tweets which can be seen in Table 9. In the
first false positive, there is the presence of the xenophobic
word negrata (nigga) but at the same time, the user includes
the positive word top (top). Consequently, due to the lack
of context and the short length of the tweet, the system is
labeled as HS. Moreover, it should be noted that this tweet
is classified as neutral polarity and others emotion which
shows that is not clear if the tweet is positive or negative
and therefore it demonstrates the difficulty of detecting the
HS by the MTLsent+emo model. In the second false positive,
the user employs the misogynist word puta (whore), but
without offending anyone because she is referring to herself
and is annoyed with the judgments that other people make
about women. It is possible that the MTLsent+emo model
mislabeled it because there is a misogynist word and also the
emotions and sentiments expressed in the tweet are negative,
two factors that, together, are usually associated with the
presence of HS. In the case of the false-negative instances,
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TABLE 9. Tweets mislabeled by the MTLsent+emo model. Two false positives and two false negatives, respectively. English translation of Spanish tweets is
provided.

the system has may predict it wrongly because although the
user is expressing xenophobia, there is no explicit mention of
immigrants in the tweet, which is a challenge for NLP sys-
tems due to the implicit information. In addition, the polarity
is classified correctly but the emotion predicted is other which
shows the difficulty of detecting HS in this tweet.

Finally, it is worth noting that we have detected some mis-
labeled tweets in the datasets, which complicates the learning
process of the models.

VII. CONCLUSION
The spread of HS has increased in recent years becom-
ing a major challenge for online platforms and national
governments, which need to rely on automated systems to
identify and remove this type of content. Spanish is becom-
ing increasingly globalized since it is the official language
of 21 countries and is spoken by over 420,000,000 native
speakers. Therefore, our paper focuses on HS detection in
Spanish corpora, proposing a MTL model to take advan-
tage of related tasks including polarity and emotion classi-
fication. Experiments conducted on two benchmark corpora
show the efficacy of our proposed approach in achieving
convincing performance over an STLBETO model and state-
of-the-art results. The performance achieved by our proposed
model and a detailed knowledge transfer analysis from SA
shows that polarity and emotion classification tasks help the
MTL model to classify HS more accurately by leveraging on
the affective knowledge. The correlated effects of affective
knowledge and HS provide the opportunity to investigate
new ways of improving NLP systems in other domains as
well, where polarity and emotion could play an important
role. The limitations found in the model lie in the fact
that multitasking leverages other corpora for classification,
so the computational cost is higher. In addition, the quality
of corpora is important in a multitask learning environment,
so finding such resources is not always possible, especially
in low-resource languages. Finally, as future work, we plan

to develop a complex model that incorporates other related
tasks, such as irony or sarcasm detection, that could be bene-
ficial for HS detection.
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