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ABSTRACT Working at an oil and gas facility, such as a drilling rig, production facility, processing facility,
or storage facility, involves various challenges, including health and safety risks. It is possible to leverage
emerging digital technologies such as smart sensors, wearable or mobile devices, big data analytics, cloud
computing, extended reality technologies, robotic systems, and drones to mitigate the challenges faced by
oil and gas workers. While these technologies are not new to the oil and gas industry, most of its existing
digital transformation initiatives follow business or process-centric approaches, in which the critical driver
of the technology adoption is the enhancement of production, efficiency, and revenue. As a result, they may
not address the challenges faced by the workers. As oil and gas workers are among the essential assets in
the oil and gas industry, it is vital to address the challenges faced by these workers. This paper proposes
a human-centric digital transformational framework for the oil and gas industry to deploy existing digital
technologies to enhance their workers’ health, safety, and working conditions. The paper outlines the critical
challenges faced by oilfield workers, introduces a system architecture to implements a human-centric digital
transformation, discusses the opportunities of the proposed framework, and summarizes the key impediment
for the proposed framework.

INDEX TERMS Big-data analytics, cloud computing, digitalization, digital twin, industry 4.0, Industry
Internet of Things (IIoT), oil and gas industry, operator 4.0, virtual reality, wearable technologies.

I. INTRODUCTION
Over the last few years, the oil and gas (O&G) industry has
faced multiple challenges, including low oil prices for longer
periods, ‘‘greater crew change’’,1 inherent health, safety, and
environmental (HSE) risks, remoteness of the new and future
oilfields, elevated regulatory and public expectations for
benefits, and geopolitical conflicts in regions that are rich in
O&G reserves. These limitations challenge the O&G indus-
try to become more innovative in order to improve revenue
during low oil price periods, mitigate HSE risks, bridge the
knowledge gap between the retiring and new workforce, min-
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1The ‘‘greater crew change’’ is also known as the ‘‘big crew change’’ and

refers to the phenomenon that the baby boomers who have been operating the
O&G facilities are now retiring, which creates a knowledge gap within the
industry because the millennials who are going to fill these vacant positions
have significantly less experience and expertise compared to the retiring
workforce.

imize operating costs, comply with regulations, and provide
benefits to public stakeholders.

With the emergence of industry 4.0, digitalization has been
identified as a viable tool to be used to address many of
these challenges. Therefore, almost all of the O&G players
(operators, oilfield service companies, oilfield equipment
manufacturers, and other stakeholders) have already devel-
oped technology road maps and started their digitaliza-
tion journey [1]–[7]. Digital technologies that are at the
forefront of these digital transformation initiatives include
big data analytics, internet of things (IoT), mobile devices,
cloud, fog and edge computing, robots and drones, artificial
intelligence, wearable technologies, blockchain technology,
extended reality technologies (virtual reality, augmented real-
ity, mixed reality), digital twins, and collaborative and social
tools [8]–[13]. Shell’s Smart Fields [14], Equinor’s (formerly
Statoil) Digital Centre of Excellence [15], Chevron’s
iFields [16], BP’s Field of the Future [17], and Petrobras’
GeDig [18], Equinor’s (formerly Hydro’s) eOperations [19],
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Halliburton’sReal TimeOperations [20], and Schlumberger’s
Smart Wells [21] programs are a few examples of current
digital transformation initiatives within the O&G industry.

According to the survey results presented in [22], 87% of
the participants from theO&G industry are expecting changes
in the O&G value chain due to technological adoption.
Additionally, 57% believe there will be modifications to
the locations of operations. The report projected that the
share of human-machine task hours for performing physical
and manual work activities would change from 70% : 30%
(human:machine) in 2018 to 62% : 38% in 2022. Changes in
the value chain, the locations of operations, and the amount
of human-machine task shares typically modify the exist-
ing structure of the workforce and the skill set require-
ments. Numerous studies have been presented to examine
the impact of automation on the labour market [23]–[26].
Most of these studies concluded that the entire workforce is
subject to automation but at different intensity levels. A recent
study by McKinsey Global Institute showed that inclination
towards automation is catalyzed by the COVID-19 global
pandemic [27].

While these studies consider the potential impact of
automation or digitalization purely on the capabilities of tech-
nologies to automate the physical or cognitive components
of the occupation, they do not consider other modulation
factors, such as the regulatory environment, corporate culture,
the labour relations environment, and the expectations of
the public and governments with respect to local benefits.
These modulation factors typically slow down the technology
adoption rate. As a result, the actual workforce predisposition
for technology adoption could be considerably lower than the
projected values. Additionally, advanced digital technologies
allow O&G operators to extend the life of their fields and
discover and delineate new O&G fields faster. As a result,
the number of operating fields is gradually increasing, which
potentially expands the demand for workers.

This implies that the industry 4.0 will not simply replace
O&G wokers.2 Instead, it creates an intelligent industrial
ecosystem wherein human operators, the cyber (or digital)
world, and the physical world coexist by complementing one
another’s capabilities. To gain the maximum benefit out of
this coexistence, the O&G industry needs to move from a
business (or process) centric digital transformation strategy
to a human-centric digital transformation strategy, creating
a sustainable human-cyber-physical system for the O&G
industry. Thus, in this study, we propose a human-centric
digital transformation framework for the O&G industry.

To propose the human-centric digital transformation
framework, this study conducted a thorough literature review
on the existing digital transformation frameworks, operator
4.0 frameworks, challenges faced by the O&Gworkers, avail-
able digital technologies, and opportunities and challenges

2This article uses the term ‘‘O&G workers’’ to represent the O&G work-
force directly involved in oilfield activities, including field workers and
employees working at central command centres as well as remote operation
centres.

associated with each digital technology. The finding of this
literature review is then further analyzed to isolate critical
challenges faced by the O&G workers and select a set of dig-
ital technologies to address these challenges. Then, a frame-
work is proposed to integrate the selected digital technolo-
gies. Based on the opportunities and challenges associated
with the selected digital technologies, this article summarizes
the potential opportunities and challenges for the proposed
digital transformation framework. This article presents only
the theoretical design of the proposed framework. The imple-
mentation and performance evaluations are yet to be done.

The remainder of this article is organized as follows.
Section 2 outlines the key challenges faced by oilfield
workers. The proposed human-centric digital transforma-
tion framework is introduced in section 3. The next two
sections discuss the opportunities of the proposed systems
supported by literature as well as the impediments for imple-
menting the human-centric digital transformation framework.
Section 6 presents concluding remarks.

II. KEY CHALLENGES FACED BY OIL AND GAS WORKERS
The proposed human-centric digital transformation frame-
work attempts to leverage the available digital technologies to
identify and solve the challenges experienced by O&Gwork-
ers. This is an iterative approach that puts workers (people)
who are most affected by the said challenges at the center of
the digital transformation. This is inconsistent with putting
institutions (e.g., O&G field operating companies, oilfield
service companies, companies connected to the supply chain,
and legislators) at the center of transformation. However,
by solving the challenges experienced by workers, the O&G
industry will, indirectly, also benefit through solutions to
significant challenges that the industry has been facing over
the last few decades.

Before introducing the proposed human-centric digital
transformation framework, it is essential to understand the
challenges faced by O&G workers. Some of these chal-
lenges result from technological evolution, while others have
existed since the early days of the O&G industry. This study
focuses only on the key challenges that have been affecting
the O&G workforce as a whole instead of focussing on
individual employee-level challenges. The following are the
five key challenges that the proposed digital transformation
framework attempts to address.
Health and safety hazards: O&G exploration, drilling,

production, and processing activities involve many dif-
ferent types of equipment, materials, and geological
locations. Working with these equipment, materials, and
geological locations introduces a range of health and
safety hazards for field workers. Key health hazards
include (1) exposure to harmful levels of diesel par-
ticulate matter released from the oilfield machinery,
vehicles, and equipment; (2) fatigue due to long shifts
or consecutive days; and (3) exposure to hazardous
chemicals and naturally occurring radioactive materials,
harmful noise levels, and extreme temperatures [28].
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Apart from these inherent health hazards, there is a range
of safety hazards associated with oilfield activities [29].
This includes, but is not limited to, struck-by/caught-
in/caught-between hazards from multiple sources such
as moving vehicles or equipment, falling equipment or
objects, and high-pressure lines; risk of fire and explo-
sion caused by flammable vapour or gas ignition; risk
of falling from elevated working areas such as a drilling
platform, under-deck of an offshore platform, and flare
stack; working in confined spaces; ergonomic-related
injury hazards, such as lifting heavy objects, twist-
ing, moving upward, pushing and pulling heavy loads,
operating in awkward body postures, and undertaking
the identical or equivalent activities repeatedly; risk of
exposure to leaks or bursting of high-pressure lines
and equipment; and risk of exposure to uncontrolled
electrical, mechanical, hydraulic, or other sources of
energy.

Complexities in employee training: Employment training
can be divided into three major categories. The first
category involves training ageing O&G workers to use
modern machinery that is installed (or will be installed)
in O&G drilling, production, storage, and processing
facilities. The second category involves training new
O&Gworkers towork in theO&G industry. Convention-
ally, both of these types of training have been offered as
on-the-job training where ageing or new O&G workers
observe others and get hands-on experience to operate
oilfield machinery under a training manager, coworker,
or outsourced professional trainer. If a trainee makes an
error during the on-the-job training which the training
supervisor does not spot, it may lead to a catastrophic
failure. Therefore, the trainer must continually observe
each trainee’s action, which is somewhat challenging
when there are multiple trainees per trainer. Addition-
ally, on-the-job training methods are typically unable
to fully prepare O&G workers for various real-world
scenarios, potential extreme operating conditions, and a
system’s deviations from customary conditions without
putting their health or the asset at risk [30], [31].
Emergency response and evacuation training is the
third category of employment training, which is the
most challenging training category. Sometimes, O&G
drilling, production, storage, or processing facilities are
required to shut down during an emergency response
and evacuation training, causing extended facility down-
time and loss of productivity. Additionally, consider-
ing the remoteness and complexity of some of these
facilities, it is essential to understand the elevated risk
for accidents when executing emergency response and
evacuation training on an existing facility. For example,
if an iceberg is on a collision course with an FPSO
vessel, and if it is impossible to change the course of the
iceberg, then the FPSO is required to cease operations,
disconnect from the well, sail out of the area of dan-
ger, wait until the iceberg passes, sail back, reconnect

to the well, follow the safety procedures and resume
operations [32]. Conducting such emergency training
would increase facility downtime and operational cost
and may lead to unexpected accidents or health and
safety-related incidents for the personnel on board.

Lack of data interpretation and decision making
capabilities: At each stage of the O&G life-cycle,
oilfield operators and service providers collect a large
amount of data on a daily basis [33]–[35]. Typically,
an offshore oil platform generates one to two terabytes
of data daily [35]. A manual review of such high vol-
ume data is impossible. Transmitting one day of data
from the offshore platform to a central data processing
centre using a conventional 2Mbps satellite data link
takes approximately 12 days. As a result, only a small
fraction of collected data, approximately 1% of the data,
is available for the decision-making process [34]–[36].
Therefore, the oilfield operators are unable to make
optimal decisions promptly.
When decisions are based on a small fraction of the data,
a highly skilled workforce must interpret the selected
portion of the data. Unfortunately, the O&G workforce
is ageing. In 2016, 17% of Canada’s O&G labour force
was 55 or older, and 23% was between 45 to 55 years
[37]. According to the American Petroleum Institute,
as of 2014, 50% of the workforce was on the verge
of retirement, and, on average, the next person in line
was 20 years younger [38]. This sizeable demographic
gap in the workforce with a ‘‘great crew change’’ on
the horizon creates a significant talent gap. There is
no well-established approach to preserving and trans-
ferring knowledge from the retiring workforce to the
new (or younger) workforce. Therefore, the younger
workforce struggles to interpret data or make decisions
as effectively as the retiring workforce.

Unavailability of experts on-demand: As the giant oil
fields are declining in their production at an approxi-
mately 8% annual depletion rate [39], the O&G industry
is forced to search for new conventional and unconven-
tional O&G reserves. Many of the new stream O&G
fields are in harsh or remote locations such as the
Arctic, deep water, and hot deserts [40]. Sophisticated
processing techniques are required to extract O&G
from these newly discovered fields. Additionally, mod-
ern machinery may be installed in these fields. Field
personnel may need some assistance from the experts
to operate or maintain this machinery. Transporting
experts to these oilfields to assist field personnel to
repair malfunctioning equipment or electromechanical
components, or to train the field personnel to operate this
equipment, entails a high operational cost and poses ele-
vated health and safety risks for these experts. Although
distance/remote consulting, using voice or video call,
could reduce the requirement for some field visits by
the experts, the effectiveness and productivity of such
approaches have been relatively low.
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Complexity in contract execution: Activities associated
with the O&G life cycle have significant diversity, from
painting accommodation quarters to operating com-
plex machinery installed at O&G drilling/production/
processing facilities. The current organizational struc-
ture of the O&G business has a hierarchical format
where a single operator or multiple operators are at
the top of the hierarchy, which is followed by several
major oilfield service providers, major contractors, and
subcontractors. Within this hierarchical structure, work
done by each party, contracts between each party, and
QA/QC (quality assurance and quality control) reports
for the completed tasks are mainly tracked using spread-
sheets. Additionally, there is a considerable conven-
tional paper trail when establishing a contract, executing
a contract, evaluating a completed task, and releas-
ing payment. The hierarchical nature of the business,
spreadsheet-based work tracking and paper-based con-
tract executions sometimes delay the payment process.
As a result, small businesses which provide oilfield
services experience elevated financial risks. Trade per-
sonnel who work for these small businesses also feel
financial insecurity that could affect their social and
work status.

In summary, O&G workers face five significant chal-
lenges: elevated health and safety hazards, a high level of
risk associated with on-the-job training programs, inability
to use all available data for decision making as well as a
lack of skill to interpret the data, unavailability of experts on-
demand, and delays in payments for completed tasks. It is
possible to utilize modern technologies such as wearables,
big data analytics, artificial intelligence, and machine learn-
ing algorithms, cloud computing, internet of things, robots
and drones, extended reality techniques (virtual/augmented/
mixed reality), blockchain technology, and digital twins to
fully or partially address these challenges. Note that the
five challenges listed above existed from the early days of
the O&G industry. However, the severity and the mode of
these challenges has been evolving with the technological
evolution. For example, at the primitive stage, the equipment
used in the O&G industry were simple mechanical systems.
In contrast, modern O&G production facilities are equipped
with more complex and advanced equipment. Regardless of
whether the equipment to be operated is a simple mechanical
system or a complex advanced system, on the job training is
unsafe and very challenging. Similarly, when considering the
data interpretation challenge, at the primitive stage, the O&G
industry had to make decisions based on limited data while
the modern O&G sector is struggling to isolate essential and
relevant data from dig data lakes.

III. PROPOSED HUMAN-CENTRIC DIGITAL
TRANSFORMATION FRAMEWORK
An overview of the proposed human-centric digital trans-
formation framework is illustrated in Figure 1. The
framework has four main elements: O&G operator 4.0

(operator domain), oilfield assets (physical domain), analyt-
ical environment (cyber domain), and interaction between
these three domains.

A. OPERATOR DOMAIN
During the last few decades, the nature of work and the
type of interactions between field workers and machinery
have evolved. Similar to other industries, the evolution of oil-
field workers can be divided into four generations [41]–[43].
The first generation, Operator 1.0, performs ‘‘manual and
dextrous work’’ with some support from mechanical tools
or manually operated machines. The second generation,
Operator 2.0, performs ‘‘assisted work’’ with the support
of various computerized tools such as computer numerical
control (CNC) systems. The third generation, Operator 3.0,
is typically viewed as a human-robot collaboration where
field workers work cooperatively with robots, machines, and
other computer tools. The last generation, Operator 4.0, rep-
resents the ‘‘operator of the future’’ whose physical, sensorial
and cognitive capabilities will be enhanced through human
cyber-physical system integration. The concept of Operator
4.0 is widely discussed in other industries [41]–[45].

The proposed O&G Operator 4.0 consists of six
components, as outlined below.
O&G worker: This is the person who is directly involved

in oilfield activities and includes field workers, person-
nel working at central command centres and remote
operation centres. The activities that the O&G workers
perform can vary from conducting manual or assisted
(mechanical or computer) work in a field to leverag-
ing data analytics/artificial intelligence tools to make
data-driven decisions to improve productivity and safety.

Wearables for health and safety support: Sensors,
devices and objects such as smart watches, health
and activity trackers, ear-worn physiological track-
ing devices (typically known as ‘hearables’), radio-
frequency identification (RFID)-based location tracking
devices, global positioning system (GPS)-based location
tracking devices, environmental conditions (tempera-
ture, air quality, radiation level, etc.) and monitoring
sensors, that can be employed for tracking field worker’s
vital signs, motions, locations, and work conditions in
realtime.

Wearables and mobile devices for activity support:
Smart helmets, smart glasses, smart clothes (jackets),
RFID tracking devices, GPS tracking devices, smart-
phones, personnel digital assistants (PDAs), and
computer tablets to access field data or operation, main-
tenance or repair manuals on-demand and get virtual
assistance from remote experts.

Feedback systems: Haptic feedback systems, voice or
sound commands or light-emitting diodes (LEDs),
PDAs, computer tablets, and headphones or commu-
nication devices enabled with voice over internet pro-
tocol VOIP) can be used to send feedback, warnings,
alarms, and other information to a field worker.
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FIGURE 1. The overview of the proposed human-centric digital transformation framework. Dashed arrows represent interactions between human,
physical and cyber subsystems.

Robotic systems: Remotely operated robotic systems or
drones that allow a field worker to access hard to reach
locations.

Data communication: A wireless body area network for
enabling inter-device and inter-system data and informa-
tion exchange. Additionally, this body area network acts

as a bridge for data exchange between the O&Gworkers
and the physical or cyber domains.

All wearables, mobile devices, and robotic systems collect
data, which need to be processed, interpreted and visualized
to allow O&G workers to make smart decisions promptly.
When selecting a communication and processing system, it is
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important to ensure ubiquitous connectivity, mobility, and
interoperability. Therefore, our framework proposes using
wireless industrial IoT (IIoT) enabled wearables and mobile
devices. These systems potentially come with edge3 or/and
fog4 processing capabilities. IIoT edge devices typically have
limited memory and processing capacities which facilitate
light-weight data processing tasks, such as triggering alarms
if the ambient temperature is high. In contrast, fog proces-
sors have increased memory and processing capacity, making
them appropriate for heavy data processing tasks. As both
edge and fog processing techniques process data locally at
O&G facilities, the field workers can access the data and
analytical results in realtime or near-realtime. Note that edge
and fog processing conducts the data analytics in the digital
domain (cyber domain). However, they are tightly coupled
with the wearable and mobile devices used by the field work-
ers; thus, they are considered integral parts of the operator
domain.

When considering technology adoption, there are eight
elements of Operator 4.0, namely, super-strength operator,
augmented operator, virtual operator, analytical operator,
smarter operator, healthy operator, social operator, and col-
laborative operator [41]–[43]. Within the context of the
O&G industry, it is possible to extend this list by one element,
the remote operator. Table 1 introduces all of these elements
briefly. At all times, all O&G workers have the healthy
operator element plus one or a multiple of other elements
simultaneously. For example, future industrial instrumenta-
tion technicians and technologists consist of healthy, aug-
mented, analytical, and smarter operator elements to safely
and effectively execute field activities.

B. PHYSICAL DOMAIN
The physical domain represents physical assets, including
the drilling, production, processing or storage facilities,
equipment, and machinery installed in these facilities, O&G
pipelines, oil tankers, and trucks. All existing and future
oilfield assets are (will be) equipped with IIoT enabled smart
sensors and actuators. These sensors collect production, asset
integrity, daily operation, and environment-related data con-
tinuously. The edge processing capability of IIoT devices
is exploited to process the collected data in realtime and
make time-critical decisions and autonomously apply actua-
tion commands to reduce the frequency of equipment/system
failure. For example, a smart pressure sensor generates alarms
if a pipeline pressure exceeds a predefined threshold and may
generate actuation commands to control individual valves and
motors to regulate the pipeline pressure. Data from multiple
IIoT edge devices can be integrated and processed at fog
processors to gain insights to run the system as optimally

3The data processed on the IIoT device or IIoT gateway which is physi-
cally adjacent to the IIoT device are called edge processing.

4If the data processing is taking place on a set of computers or a server
which is connected to the same local area network (LAN) as the IIoT device
but may be physically distant from it, this is referred to as fog processing
(e.g., local computer network of a production facility).

as possible. As mentioned earlier, edge and fog processors
perform all data processing in the digital domain. However,
they are closely coupled to the physical system where the
IIoT sensors, actuators are installed. Therefore, edge and fog
processing related to O&G physical assets are considered
integral parts of the physical domain.

C. CYBER DOMAIN
The cyber domain of a future O&G facility consists of
three major subsystems: digital twin, data lake, and enter-
prise software stack. A digital twin is an interactive multi-
physics, multi-scale, probabilistic simulation of an as-built
environment. It uses the best available models, sensor data,
and other input data to replicate and simulate the activity,
efficiency, fitness, and integrity of the corresponding phys-
ical twin throughout its operation [46]–[52]. In the proposed
framework, there are two types of digital twins: asset-twin
and operator-twin. Asset twins replicate the asset behaviour
at either the facility, process, or equipment level, while the
operator twin replicates the activities and physiology of a
field operator. Digital twins receive data from the data lake,
and the enterprise software stack, which include, but are not
limited to:

• realtime and near-realtime raw sensor data from physical
and operator domains;

• analytical results from edge and fog processing units of
physical and operator domains;

• historical data related to assets and operators;
• operational, health and integrity data from similar assets;
• facility, process, and equipment blueprints, operation
manuals, maintenance manuals, maintenance history,
asset information management5-related data;

• all contracts, operation guidelines, regulatory frame-
works, and asset development and benefit plans; and

• data related to market variability and trends.

Digital twins analyze data using a range of big data analyt-
ics and artificial intelligence-based tools and models. Typi-
cally, digital twins run on cloud computing systems because
they process a high volume of multidimensional data using
complex data analytic algorithms and tools that cannot be
handled by a desktop computer or simple server system with
limited memory and processing capacities. High dimensional
visualization modules empowered by virtual and augmented
reality visualize the data and results from the digital twin.
A communication network enables seamless data and infor-
mation exchange between different models and operators
to optimize asset and operator utilization while minimizing
health and safety risks. Software-driven control algorithms
are evaluated on the digital twin to identify the most pro-
ductive and safest future operating scenarios. Additionally,
location and physiological tracking systems track the realtime
health conditions of operators, compare them with historical

5The idea of asset information management system is somewhat similar
to the well-known building information management system but extended to
all the assets, including buildings.
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TABLE 1. Elements of the operator 4.0 [41]–[43].

data, identify potential health risks and notify these to O&G
workers, supervisors, emergency response team, and other
authorized personnel.

Data lakes are digital storage that store all the raw and
processed sensor data, historical data related to assets and
operators, simulation results and projections from digital
twins, digital documents, enterprise data, market variability,
and trends related data. The enterprise software stack includes
a set of software tools that are used in the management
and decision-making process of the organization. This may
include software tools for automated billing systems, busi-
ness process management, enterprise content management,
enterprise resource planning, project management, human
resource management, business process management, and IT
service management.

D. INTERACTION BETWEEN OPERATOR, PHYSICAL,
AND CYBER DOMAINS
Although the interactions between operator, physical, and
cyber domains are complex and tightly coupled with one

another, at an abstract level it is possible to summarize the
key interactions as follows:
Interaction between operator and cyber domains:

Raw and locally processed data from human sensory
perception, wearables, mobile devices, and robotic sys-
tems are transmitted to the operator’s cyber domain for
further processing. The cyber domain sends information
from physiological tracking systems, location tracking
systems, surrounding environment monitoring systems,
and process monitoring systems to the field personnel
so that they can execute field activities safely and effec-
tively. Additionally, field personnel can request/access
digital libraries such as OEM’s data sheets, operating
manuals, maintenance manuals, repair manuals, and
equipment operating training videos from the company’s
cyber domain. These resources assist field personnel to
effectively and safely operate field equipment and other
machinery. It is possible to establish immersive train-
ing programs, virtual assistance, and inter-personnel/
inter-department/inter-organization collaborations using
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digital twins, virtual reality, augmented reality, and
wearable technologies.
In some cases, the control commands generated from
the software-driven control algorithms need to be ver-
ified by field personnel or subject matter experts before
applying them to smart actuators. Thus, the cyber
domainmay send the simulation results, predictions, and
generated reports to field personnel or subject matter
experts who view them using mobile devices, smart
glasses or heads-up displays. When a human opera-
tor approves the control commands, the cyber domain
can directly apply these commands to smart actuators
installed in the physical domain to optimize production
and safety.

Interaction between operator and physical domains:
Operators typically monitor the status of equipment,
machines, processes, and other infrastructure in the
physical domain. Their observations and measurements
are entered into the mobile devices which may locally
process the user entered data or relay the data to the
cyber domain for processing. Operators may alter the
actuation commands for oilfield equipment and machin-
ery, manually or with the assistance of a computer
system, as needed. Smart sensors in the physical domain
which collect data on machine status communicate with
the wearable smart feedback system of the operator.
When these sensors detect any critical condition or a
trend towards a critical state, they send alarms or a
warning to the operator to evacuate the premises until the
issue is resolved. For example, a smart pressure sensor
generates alarms and warns field personnel to evacuate
the premises if a pipeline pressure exceeds a pre-defined
threshold.
Additionally, RFID tag readers installed at the O&G
facilities continuously examine whether the O&Gwork-
ers wear the required personnel protective equip-
ment (PPEs) when entering the facility and operating
any machine. This system sends warnings to O&G
workers if they are not wearing the required PPEs. If the
operator does not comply with the warning, the system
sends a warning to the field supervisor or facility man-
ager to take the necessary action to solve the PPE code
violation occurring at the facility or field. Smart camera
systems installed in the facility collect high-resolution
videos and operators’ images when they work at the
facilities or operate machines. These videos and images
are communicated to the cyber domain, where the
videos and images are analyzed to determine whether
the operators have the correct posture when perform-
ing field activities. Field supervisors, facility managers,
and training supervisors review the analytical results of
videos and images to assist their field workers to use the
correct posture when conducting field activities.

Interaction between cyber and physical domains:
Data collected by the smart sensors installed in the
facility (physical domain) and the results of edge and

fog processing are transmitted to the cyber domain.
All the collected data, historical data, and other related
data listed in section III-C are evaluated on the digital
twin to manage asset performance, risk, and utilization.
Additionally, the data can be used for process automa-
tion and future scenario development. The selected
and verified (if required) control commands are
autonomously applied to the smart actuators to optimize
the production while mitigating health and safety risks.

IV. OPPORTUNITIES
This section examines how the proposed framework solves
the five key challenges (refer to section II) faced by O&G
workers by leveraging digital technologies.

A. PERSONNEL HEALTH, SAFETY, AND
LOCATION TRACKING
The deployment of smart sensors enables physiological track-
ing for each O&G worker. In support of IoT system net-
work and cloud computing, these data are transferred to the
central station for further analysis. This architecture enables
realtime health monitoring and prediction for the individ-
ual field worker. Horseman et al. [53] developed predictive
personal protective equipment (PPE) for upstream O&G,
converting the traditional PPE (i.e. hard hats, belts, gloves,
and safety glasses) into smart wearables using biosensors
and IoT technology. The system can collect data of brain
signals (i.e. alpha, beta, delta, theta, and gamma), which
helps to determine the awareness states of the worker, such
as concentration, boredom, sleep deprivation and tiredness.
Additionally, the collected biometric data, such as heart rate,
glucose level, blood pressure, and body location, are useful
to track personal wellness in realtime [54]–[56]. The system
can detect any slip, trip and fall, triggering an alert and an
immediate incident response [57]. Essential instructions and
notifications can also be produced for O&G workers through
adaptive biofeedback units [53], [58].

In some initial prototypes, developers have used a
micro-controller (e.g. Arduino Uno with ATmega328P) and
micro-computing platform (e.g. BeagleBone Black with
ARM Cortex A8) in their design. These selections reduce the
size of the circuit board but show some limitations of comput-
ing capability, particularly when executing complicated com-
putations and advanced graphical interface. This necessitates
the data being transferred to a particular center for further
advanced analysis using the IoT network [59]. Medical data
analytics can determine whether the O&Gworker has applied
the proper gesture and posture when performing a task,
especially in the case of repetitive actions. The ergonomic
postural evaluation system can help to prevent work-related
musculoskeletal disorders [60], [61]. Similarly, in the long
term, aggregated biometric data are also useful for predicting
the trends of health performance to avoid potential incidents
in the future, such as a heart attack. The advanced healthcare
functionality helps to minimize the violation of workplace
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health and safety codes as well as improve the safety and
wellness of the field personnel.

Some environmental sensors that measure toxic gas, radia-
tion level, noise, and temperature support asset management
[58], [62]–[64]. Some measuring instruments, such as Drager
X-am 2500 and Honeywell BW Ultra, can detect multi-gas,
such as O2, CO, NO2, and H2S. The FLIR GF77 thermal
camera has the functionality for visualizing methane emis-
sions in realtime, which improves the efficiency of gas leak
surveillance [65]. These instruments are produced with a
portable design for hand held use. Consequently, this reduces
the number of sensors required for monitoring the entire
O&G platform.

In addition, the smart sensor enables personnel location
tracking in the O&G workplace [64], [66]. This could be
an offshore platform with tightly-packed multi-level archi-
tecture or an onshore facility spread over a large area. This
application utilizes visual computing and radio frequency
identification (RFID), alone or in combination with GPS,
for O&G worker localization. For example, in the case of
RFID used on offshore platforms, each field worker on the
rig wears an ID badge (i.e. active RFID tag) [43], [58],
[64], [66]. At defined intervals, the tag transmits its ID num-
ber and essential information to the software management
system. The system can then determine the worker’s location
accurately and send essential notifications of the safety zone.

Smart health tracking systems for personal health tracking
are currently in the stage of prototyping and conceptual val-
idation. In order to be deployed in hazardous environments
and explosive areas, new designs need to use appropriate
materials and encapsulate product components. These ele-
ments demand more time and effort from the developer to
optimize the industrial design as well as handle the shortage
of electronic component providers [67], [68].

The proposed human-centric digital transformation frame-
work (Figure 1) employs lessons learned from these sys-
tems and concepts to enable personal health and location
tracking along with the construction and maintenance of
digital twins of O&G workers. Since the proposed frame-
work connects workers’ health tracking with other domains
within a unified environment, it is possible to optimize the
human-cyber-physical interactions. Additionally, it improves
the health risk management operations and avoids any unex-
pected delays in organization responses (e.g. emergency
evacuation, infectious disease outbreak).

B. EXTENDED REALITY TECHNOLOGIES FOR ADVANCED
VISUALIZATION AND COLLABORATIONS
The development of wearables has enabled extended reality,
including virtual reality (VR), augmented reality (AR) and
mixed reality (MR) applications in the oil field. These appli-
cations utilize computer vision and wearable technologies
to generate real-and-virtual collaborative environments with
increasing human-machine interactions.

Extended reality technologies are also beneficial to visu-
alize samples’ data and models while making decisions and

action plans. For example, Microsoft HoloLens has shown
potential in oil exploration and production [69], [70]. This
MR headset with holographic projection assists geologists in
the analysis and 3D presentation of core samples of explo-
ration drilling. The geologists can segregate and observe dif-
ferent layers of the core sample in a virtual 3D environment to
identify the geological properties of the region. MR employ-
ment also includes merging capability between virtual and
real images. For example, placing holographic projection of
complex equipment on a particular surface provides a better
understanding of the equipment functionality.

AR has shown potential in asset monitoring and man-
agement, and particularly for visualizing operational data of
machines and processes [68], [71], [72]. Realtime data (e.g.,
vibration, surface temperature, pressure, and magnetic field)
are collected frommultiple sensors attached to the equipment.
The AR hands-free headset displays these sensor readings
and relevant information to its user. Additionally, AR systems
connect the field worker with the subject matter expert seam-
lessly, allowing the field worker to get the expert’s support on
demand.

In O&G inspection and maintenance activities, MR tech-
nology helps to reduce the repair time of mission-critical sys-
tems (e.g., gas compressor and top drive) as well as support
the collaboration among experts and field personnel [58],
[68], [72]–[74]. TheRealWear smart helmet, whichwas intro-
duced in 2018, is an excellent example of a mobile assistance
system developed for petroleum field workers. In 2019, Shell
deployed this smart helmet as an AR-based remote assistance
device for field operators [75]. In this deployment, the tra-
ditional helmet, networking systems, video cameras and AR
displays are integrated into a single unit. The integration
allows a technician on the field to connect with remote experts
and a dispersed engineering team via wireless networks [68],
[74], [76]. During a video call, the worker can provide views
of a piece of equipment or of hard-to-reach areas around
machinery. Remote experts can watch and provide immedi-
ate recommendations. Moreover, the experts can also use a
telestrator to mark the components needing attention by the
field worker. This procedure has usually taken several weeks,
causing delays in communication, and in some cases, experts
have been required to visit the field site.

A better view of the product also benefits the manufac-
turing of drilling and exploration equipment [69], [72]. The
current approach of a product review (i.e., using typical
images with a limited view) cannot deliver sufficient infor-
mation and details to the end-user. This limitation results in
a manufacturing gap and unnecessary delays for equipment
modification. With the help of MR, the product configuration
can proceed with a holographic previewwith different angles.
This helps the end-user to have a better feel and look at the
actual product before placing an order. Also, the technology
allows manufacturers to avoid misunderstanding the user’s
requirements when customizing the product.

The proposed human-centric digital transformation frame-
work (Fig. 1) benefits from the successes of AR, VR, andMR
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technology deployments. The proposed framework attempts
to connect these advanced visualization techniques with other
digital technologies within a unified environment. These con-
nections extend the use of smart helmets in the field to a
new paradigm, which is not limited to displaying nearby
sensory data. It involves the interaction with digital twins and
predictive maintenance analytics to improve the productivity
of field activities.

C. PROFESSIONAL EDUCATION AND EMERGENCY
RESPONSE TRAINING
Extended reality technologies and asset twins can be inte-
grated to create virtual training environments to train the
ageing workforce to use modern technologies, orient the
new workforce to navigate inside O&G facilities and oper-
ate oilfield equipment, and perform emergency response
training [72], [73], [77]–[79]. Work presented in [80] outlines
a general overview and procedure to follow when developing
training simulators for automation control systems for the
O&G industry. These virtual training environments support
the training of O&Gworkers for various real-world scenarios,
potentially extreme operating conditions, and system devia-
tions from normal conditions without putting workers health
or the asset at risk [30], [31], [81]. Virtual training reduces
training time and more effectively prepares O&G workers
for tasks that cannot be practically trained for in the real
world. Universities and colleges can move from traditional
classrooms to virtual reality enabled classrooms, allowing
students to engage in the learning process actively and to
get hands-on experience navigating on various types of O&G
platforms and operating a range of equipment [82]. Most of
the available immersive training focuses either on training
drilling crews or on emergency response training.

When conducting drilling or production activities in an
oilfield that poses unique challenges, advanced dynamic sim-
ulation can be run on a digital twin to conduct off-site train-
ing, prepare the drilling team and involve service personnel
for the operation [83]. Recently, Eni, in collaboration with
Saipem, developed a virtual training platform using field data
from more than 300 wells, a dedicated computer network,
3D-rooms and virtual reality headsets [84]. It was originally
used to enhance the preparation of new drilling engineers
and managers, with the potential of enhancing their safety
induction as well as their understanding of rigs and well-
operation. The system produced an immersive experience of
different drilling events, covering various drilling scenarios.
A similar approach is described in [85], where a web-based
video game was developed to train the O&G drilling crew.
The video game exposes the O&G workers to different
drilling and field scenarios in which they can develop an
enhanced awareness of their work and learn what to do in
challenging situations. This game-based training simulator
uses artificial intelligence to generate various drilling and
field scenarios and allows multiple players (employees) to
interact remotely in a 3D virtual environment. It is possible to
use 3D virtual reality to integrate the control room operator

training with the field operator training [86]. Such integrated
training improves the synergetic interactions between the
two employee groups, thus preventing unwanted incidents
and oilfield accidents, eliminating unplanned facility down-
time, and executing robust contingency strategies to deal
effectively with emergencies.

Apart from the employee training, digital technologies like
digital twins, other virtual simulators, extended reality tech-
nologies and wearable technologies will play an essential role
in emergency response training. Responding to emergencies
is one of the most challenging tasks as they occur unan-
nounced, are associated with unknowns during the occur-
rence, and allow only limited time for effective responses. It is
possible to create virtual training platforms which train the
asset incident management team to prioritize their responses
and better understand their roles and responsibilities [87].
In safety risk management, the threat response drill (TRD)
exercise has been developed with augmented reality and
mixed reality technologies to provide real-world, full-scale
3D virtual scenarios of major catastrophic events [72], [88].
In each scenario, the participant needs to navigate through
the 3D environment to identify the critical hazards on the
job site. Any incorrect actions will result in risk escalation,
severe consequences and a ‘‘game-over’’ failure outcome.
These simulating features of exercise are also helpful
for evaluating operational readiness before conducting real
high-risk operations. Virtual training environments, such as
‘‘VRSafety’’, which has been developed for Hydro and
Statoil (now Equinor) by Christian Michelsen Research,
can be used to train the operators and managers on gas
leak hazards response, simulate wind effects on gas leaks,
demonstrate effectiveness of process safety systems, increase
awareness of safety barrier philosophy and risk levels, and
to convey emergency preparedness steps [89]. Additionally,
underwater oil spill emergency response training has also
been conducted using extended reality technologies [90].

Some emergencies require field personnel to evacuate the
facilities. This is a complex task because human behaviour
is typically unpredictable in actual dangerous situations.
Conventional paper-based, lecture-based or video-based
professional training approaches cannot evaluate human
behaviour and are unable to prepare the workforce effec-
tively for emergency evacuation, particularly for offshore
facilities. This limitation can be addressed by implement-
ing the emergency evacuation training using virtual reality
[91]–[93]. When considering offshore facilities and marine
transportation systems, the emergency evacuation plan typ-
ically involves deploying lifeboats and executing all emer-
gency response activities under severe weather conditions,
including high winds, high sea levels, rough sea conditions,
or storms. Conducting lifeboat deployment training in calm
or even moderately rough weather conditions is not practical
as the emergency evacuation drill poses an unacceptable risk
to the health and safety of the field workers. Therefore, virtual
reality becomes the best viable option to perform emergency
evacuation training for offshore facilities [94].
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The proposed human-centric digital transformation frame-
work leverages the lesson learnt from the implementations
and research initiatives described above and integrates them
into a unified environment that is closely coupled with digital
twins. The integration of the extended reality-based train-
ing program with digital twins extends the current virtual
employment training programs to a new paradigm which is
not limited to drilling crew training and emergency response
training, but also includes training activities related to oper-
ating production facilities, storage facilities, O&G trans-
portation systems (pipelines, tankers, trains, etc.), and the
associated mobile and stationary machinery.

D. DECISION SUPPORT THROUGH BIG DATA ANALYTICS
O&G companies have always generated extreme volumes of
data at a very high daily rate. Data in the O&G industry
can be generated from different resources, including sen-
sor data from machines and processes, traditional enterprise
data from operational systems, social media, web search-
ing designs, demographic data, historical O&G exploration
data, and delivery and pricing data [95]–[97]. It has been
reported that the deployment of data analytics has potential
to improve the O&G production by 6-8% and reduce opera-
tional costs [98]. However, as the experienced workforce is
retiring and the volume of the data available for analysing
is increasing exponentially, the new workforce struggles to
interpret the data and utilise the entire data set for decision
making. This limitation can be addressed by deploying big
data analytic tools to assist O&G workers.

In exploration and development, big data analytics can help
O&G workers to make strategic and operational decisions
promptly. Based on realtime data, the company can deliver
new insights and help operating teams optimise exploration
efforts. In production, based on historical and real-time data,
big data analytics can predict future performance. For equip-
ment maintenance, based on the data collected from equip-
ment, big data analytics can help oil and gas companies to
build predictive maintenance models to prevent unplanned
downtime and reduce maintenance costs [97].

Big data analytics has been using a range of tools and
techniques, including 3D planes to show the relationship
between data, science, technology, engineering, and math-
ematics (STEM) tools, and pattern recognition [99]–[101].
Machine learning tools can reveal the relationship between
the recorded data more efficiently, specifically for the recent
trend dealing with huge datasets [102]. A Hadoop platform,
in contrast to conventional tools, can manage the massive
datasets generated by micro-seismic tools, improving the
success ratio by detecting potential anomalies from previous
failed jobs [103].

In the last few years, drilling operations have become
more complex and have been conducted in more challenging
environments, including deep water and the Arctic. With
realtime drilling technology, vast amounts of data can be
generated and captured during operations. The data gathered
from different phases of the drilling cycle can be applied to

conduct various analyses, from scheduling to a drilling oper-
ation itself. The invention, improvement and application of
new data recording tools (e.g., seismic acquisitions devices,
channel counting, fluid front monitoring geophones, carbon
capture and sequestration sites, logging while drilling), mea-
surement and data formats have made it even more practical
to employ big data analytic tools in drilling operations [99].
In this area, big data analytics can be deployed to improve
the drilling performance [104], identify non-productive time
[105], reduce the risks associated with drilling operations and
drilling failures, and also lower drilling development costs
[106], [107]. Shell uses big data analytics in near realtime
to detect failures [108]. By collecting realtime data from
different sensors and comparing the performance of differ-
ent drilling tools, big data analytics assists the drilling flow
manager to optimise the usage of all drilling equipment while
minimising its idle time.

In reservoir engineering, the massive amount of data in
the field of reservoir characterisation from distributed down-
hole sensors was used to develop a reservoir management
application with four major components: visualiser, down-
hole data filter, model builder, and model application based
on utilising big data analytics. The visualiser helped with
data viewing and analysis, while the filtering component was
used to eliminate outliers and unreliable data. For the model
builder, machine learning tools were used to do the train-
ing, model development, and validation. The Apache Spark
machine learning tool was used to conduct big data analytics.
Transferring the developed model to a web-based platform
was shown to facilitate user/system interactions [109]. Big
data were used to improve the reservoir modelling by pre-
dicting the affective parameters using artificial intelligence,
machine learning and data mining technologies [110]–[114].
To improve the modelling of hydraulically fractured reser-
voirs, work presented in [115] used big data analytics tech-
nologies to analyse the production data. The required data
was generated by developing a dual-permeability model and
trying various fracture parameters. A pattern recognition
methodology was applied to the generated data to reveal the
underlying trends in the data. Moreover, big data have also
been used to optimise the selection and application of costly
enhanced oil recovery (EOR) methods [116]. In a study done
by [117], a two-step automated workflow was developed to
predict the production of a thermal EOR field using machine
learning methods. The first step forecasted supplementary
field measurements, which then utilised these predicted field
parameters to estimate production. The second step helped
automate data interpretation.

In production engineering, big data analytics was used
to forecast the production performance [118], develop a
production allocation technique [119], and optimise the
performance of electric submersible pumps by identifying
emergencies such as overheating and unsuccessful start-ups
[120], [121]. In a study done by [122], big data was utilised
to optimise the performance of rod pump wells based on
a three-step workflow: data acquisition, data calculations,
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and data visualisation. At the data acquisition step, well
test data and well equipment data were collected. The data
calculation step automatically developed the modes based
on the acquired data. Finally, the developed model and
insights derived were visualised using a user-friendly graphi-
cal interface. Moreover, big data was integrated into devel-
opment planning optimisation, where the production type
curves were generated via machine learning and the results
coupled with integrated economic analyses to guide field
development [123].

Downstream, big data analytics was used to develop a
workflow to investigate the effects of completion parameters
on well productivity by using a statistical approach to analyse
the data gathered from 4500 wells that were under slickwater
treatment [124]. The work presented in [125] employed big
data analytic tools to reduce the downtime and maintenance
cost of a cracked gas compressor (CGC) by analysing current
and historical operating data, end-of-life criteria, and failure
conditions. Big data analytics also has been used to improve
shipping performance. The work presented in [126] collected
data from a large car truck carrier (LCTC) for three months.
Collected data was analysed using eXtreme Gradient Boost-
ing (XGBoost) and Multi-Layer Perceptron (MLP) neural
networks to identify the potential operational gains. A range
of studies analysed realtime data, historical data, maintenance
reports, and operator data to improve O&G occupational
safety and identify the underlying hidden trends [127]–[130].

Big data analytics also has emerged as an essential
tool for supporting managerial decision making. Big data
discovery efforts can reveal previously unknown find-
ings, resulting in insights that are helpful for managerial
decision-making [131]. In the past, people were limited in
their ability to store and process data while some experts
used to make decisions based on their intuitions, this was not
always accurate as large-scale data collection was not possi-
ble [132]. Currently, big data have led to increased volume,
velocity and variety of data. This has made it easier to analyse
the data in terms of statistical reliability and improvement
of models [133]. Big data analytics has a significant effect
on business value and firm performance, leading to savings,
reduction of operating and communication costs, increased
returns, improved customer relations, and new business plans.

All the examples listed above demonstrate application
of big data analytics to support oilfield operations. While
it is not possible to tap all the knowledge and experience
from the retiring workforce for big data analytics tools,
these tools can analyse a multitude of data, which were left
aside earlier, and propose sound action plans for the current
and future workforce. With the advancement of industry
4.0 and rapid deployment of IoT [134], big data [33], [135],
and artificial intelligence and machine learning algorithms
[136], [137] in the O&G industry, current and future workers
can collect more data from their operating assets, feed them
into a digital twin system, analyse the data using a range
of data analytic tools, and make more informed decisions
promptly.

E. ACCESS INACCESSIBLE SAFELY AND COMFORTABLY
As a part of asset integrity management activities, O&G
field workers are required to conduct a series of actions,
including general visual inspections, closed visual inspec-
tions, thermal inspections, and data collection for construct-
ing or updating 3D or 4D models. These data collection or
inspections tasks sometimes taken place at great heights (e.g.,
flare stack, drilling derrick, overboard structures, under-deck,
splash zone), in confined or enclosed spaces (e.g., inside the
pressure vessels and hydrocarbon storage tanks), and around
live systems (e.g., around the pipelines at high pressure or
temperature, or around the live flare stack). These hard to
reach areas are conventionally accessed with the aid of ropes,
scaffoldings, or helicopters [138].

Working at height increases the risk of falling. Deploying
human operators to inspect confined or enclosed spaces such
as storage tanks or pressure vessels may expose the operator
to harmful chemicals, gases, and radiation levels. Addition-
ally, these places typically lack oxygen, causing severe health
hazards. Working around high pressure or high-temperature
pipelines, valves, or live flare stacks also introduces a range
of health and safety hazards for field personnel. Apart from
the inherent health and safety hazards, it is essential to note
that ropes, scaffolding, and helicopters are not comfortable
workstations.

The human-centric digital transformation framework
leverages mobile robots to perform asset inspection and
asset integrity-related data collection tasks, removing human
operators from hazardous environments. The human oper-
ator can be safely and comfortably located at a stationary
(e.g., office) or mobile (e.g., van or ship) remote-control
station, or a safe place on the O&G platform that allows the
operator to maintain a visual-line-of-sight (VLOS) with the
robots.

There are four types of robotic systems that can be used
for asset inspection purposes: (i) unmanned ground robots for
top-side facility inspections [139], [140], (ii) flexible robot
arms and small-scaled robots for confined area and tanker
inspection [141]–[147], (iii) underwater robots for underwa-
ter asset inspection [147]–[149], and (iv) remotely operated
aerial vehicles (drones) to perform inspections conventionally
performed by rope access, scaffolding, or helicopter based
inspection teams [138], [150]–[170].

These mobile robot platforms host a range of active and
passive sensors, including high-resolution pan, tilt, and zoom
cameras, multi-spectral sensors, infrared sensors (short, near,
thermal or gas-IR sensors), contact and non-contact vibration
sensors, non-contact temperature sensors, hyperspectral sen-
sors, laser scanners, synthetic aperture radars, laser gas detec-
tors, laser or radar altimeters, and microphones [39], [139],
[147], [148], [170]–[172]. Operators located at a stationary
or mobile remote control station use realtime high defini-
tion video feed from the robot as the feedback to perform
control, navigation, and inspection activities. Additionally,
a stereo camera system, laser scanner data, and sonar scan
data (if available) can be utilized to eliminate collisions.
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F. UNPARALLEL VISIBILITY AND FAST PAYMENT
The O&G industry is highly fragmented, scattered, and
consists of a diverse group of personnel. Accountability,
traceability, collaboration, and transparency of oilfield activ-
ities and oilfield personnel are of utmost importance.
Typically, it is challenging to follow a trail of documentation
to verify contractors’, employees’ and experts’ credentials,
access their proof of identity and perform background checks.
This creates an industrial ecosystem where fewer employees
directly work for the O&G operator while the majority of
the field workers are employed at oilfield service compa-
nies, major contractors, or sub-contractors. Hierarchically
connected multiple business entities involve a high level of
bureaucracy, demand enormous effort and resources, and
necessitate numerous legal and financial intermediaries in
contractual agreements. When a company at the bottom of
the hierarchy completes a task at an oilfield, it usually takes
a more extended period to acquire various sign-offs, certifi-
cations, and warranties before handing the completed work
to the O&G operator. Unfortunately, this adds a delay in
payment for the completed task, making it challenging for
the small companies to survive in the long run.

The proposed human-centric digital transformation frame-
work proposes to utilize blockchain technology to address
this issue, enable direct employment, and release the payment
as soon as the work is done. Blockchain is an immutable
distributed ledger technology (DLT) that establishes trust
and security in peer-to-peer transactions or information
exchanges. Instead of having a central authority or interme-
diaries to record and coordinate transactions between two
(or multiple) parties, each participant of the blockchain net-
work can interact and transact with one another in a peer-
to-peer manner. The available blockchain implementations
can be categorized into three groups. While the first group
contains only cryptocurrency (e.g., Bitcoin), the second group
contains only the business logics (e.g., Linux foundation’s
Hyperledger), and the third group includes both cryptocur-
rency and business logics (e.g., Ethereum). There are four
major uses of blockchain: (i) recording value exchange,
(ii) administrating smart contracts, (iii) combining smart
contracts to form a decentralized autonomous organization
(DAO), and (iv) certifying proof of existence for certain data.
More information on blockchain technology, its current sta-
tus, classification, applications, and open issues are discussed
in [173]–[184].

A smart contract is the key feature of blockchain technol-
ogy that can assist the O&G industry to reduce the delay in
contract execution and payments. The O&G company may
work collaboratively with major oilfield service companies to
define business logic, i.e., a set of if-then rules and timelines
for each oilfield activity. The smart contract automatically
executes its terms when predefined business logic is met.
On behalf of the operator, DAO advertises jobs or calls ten-
ders for each oilfield activity. A person, company, or vendor
with appropriate qualifications as backed up by digital ID
can apply for the job or place bids on projects. DAO and

the selected oilfield employee, service provider, or equipment
manufacturer enter a smart contract. Each aspect of oilfield
projects, including labour operation, working hours, health
and safety accidents, outcomes of quality inspection, and
working conditions, are collected, registered, and exchanged
on a distributed ledger allowed by blockchain. The smart
contract continuously evaluates the agreed terms between
the two parties and releases the payment immediately to the
tradesperson or company once the agreed terms are fulfilled.
This removes the need for extra paperwork that requires time
and resources to track oilfield activities and a set of signatures
to issue payments. Most notably, if any error occurs, a reverse
transaction can be performed easily using blockchain tech-
nology as a clause in the smart contract with the consent of
all the parties involved. This is virtually impossible when
using a traditional project management system. These use
of blockchain could encourage direct hiring of trade person-
nel, and small-scale service companies become more finan-
cially secure and stable than the existing hierarchical business
model.

The success of blockchain technology deployment in the
O&G industry is tightly coupled with the deployment of
IIoT systems since the system needs specific data to execute
business logics. For example, assume that a smart contract
has an hourly rate for a tradesperson. The smart contract must
know the number of hours that the tradesperson worked in
order to execute the business logic and automatically release
the payment for the tradesperson. If the working hours are
still recorded on papers, it can take days to digitize the data,
delaying the payment process. This can be eliminated by
integrating the blockchain system with IIoT location tracking
systems. All the working hour data can be accurately tracked
and stored in the blockchain, enabling real-time salary calcu-
lation and on-time payment release. In the proposed digital
transformation framework, blockchain system implementa-
tion integrates the digital twin, enterprise software stack, and
smart devices to access the data and execute smart contracts
in a timely way.

V. CHALLENGES
Despite the opportunities discussed earlier, several chal-
lenges need to be addressed when implementing the proposed
human-centric digital transformation framework.

A. HUMAN-MACHINE INTERACTION
Although the ergonomics and user interface have been
accounted for in the design of wearable devices, the field
deployment still raises concerns about the operator-device
interaction [185], [186]. The working conditions in
the O&G industry are different from other industries,
as petroleum environments include extreme noise, weather,
and hazards [67]. For example, introduction of any elec-
tronic device in an explosive area needs to satisfy strict
examinations of the inherent health, safety and environmental
risks. These safety requirements make the device larger and
heavier with appropriate materials, environmentally sealed
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compartments and a bulky protective casing. To work in
these hazardous environments, the field worker also needs
to wear protective clothing, safety glasses and other equip-
ment. This requirement partly limits the motion, vision and
wearable-device use of the worker. Given these difficul-
ties, the deployment of new interacting technologies such
as touchscreen [187], virtual reality keyboards [188] and
fingerprint [189] records is questionable. The small screens in
industrial tablets (e.g., Tab Ex 01 with 8′′ screen [190]) also
limits text presentations and visual content for information
display [67], [191]. These challenges have been motivating
researchers and developers to improve the human-computer
interaction for industrial wearable devices.

These applications are associated with advanced comput-
ing algorithms, with which the users are often not familiar
[76], [192]. The internal operations of the AI/ML systems
are likely not understand by the operators who will decide
whether to trust experience or the machined-based supporting
aids for decision making. The lack of operator knowledge of
the supporting systems can affect wearable devices’ effec-
tive use and trust, especially during unpredictable and emer-
gent events [193]. The classroom organization for training
end users can take considerable time and effort because of
the complicated content and number of subjects. In some
cases, many AI/ML systems are usually assumed to be a
black box deployed with little training [193], [194]. This
temporary solution is cost-saving but likely fails to capture
the benefits of the automated supporting system completely.
Consequently, the employment of new technologies cannot
achieve the desired return on investment. This issue has
motivated many researchers to upgrade the GUI design in
terms of transparency and explainable of automated system
computation [67], [195]. This research attempts to deter-
mine optimal GUI design and formulate design recommen-
dations, which affect the effective deployment of wearable
devices [193].

B. DATA PRIVACY
In the last few decades, the increasing popularity of wearable
devices has also resulted in increasing privacy lawsuits in
different industries. These cases provide lessons for the O&G
industry.

Wearable devices enable location and physiological track-
ing of the field operators. These new kinds of information
have raised many legal concerns about privacy implications
in the workplace [196]–[198]. A lawsuit against Intermex
Wire Transfer company in 2015 is an excellent example of
privacy invasion and unfair business practices associated with
this new technology. In this case, employment was terminated
because an employee had uninstalled a smart-phone appli-
cation required the employee’s job. The application has the
ability to track location evenwhen the employeewas off-duty,
which made the employee feel uncomfortable. To this end,
this lawsuit was settled, but it highlights new grounds to sue
employers using personal tracking data [199]. A similar case
can happen with the O&G industry when deploying personal

tracking devices for field workers. The tracking data is useful
not only for surveillance, but also for analyzing employee
performance (i.e., health and behaviour patterns). In contrast,
the data can reveal sensitive ergonomic information asso-
ciated with the hazardous working conditions [196]. These
elements help explain the hesitation of both employer and
employee to adapt digitalization.

M3SH Technology, a manufacturer of health and safety
electronic mining equipment in New Brunswick, Canada, has
addressed some of the privacy violation concerns through
the device’s configurations [200]. The wearable tracking is
implemented using a specific number assigned for each wear-
able rather than individual identification. The tracking func-
tionality is also automatically switched off in specific areas
such as washrooms and when the employee is off-duty. This
kind of configuration helps to protect privacy when deploying
wearable devices at the mine site. Automatic disabling of the
tracking unit still needs more empirical studies to confirm
the effectiveness, especially in the case of health monitoring
devices, which are expected to collect medical data all the
time, even when the employee is off-duty. Mitigating an
infectious disease outbreak is a good example of the need for
healthcare risk management. Disabling the device off-duty
may result in misinterpretation and faulty reports of the health
status.

Cross-border data flow is another concern of privacy
protection. For example, there is a legal gap between US
and EU legislations of general data privacy protection [201].
Here, the analysis focused on the case of fitness trackers
and smart watches (e.g., Fitbit and Jawbone). As most of
the products originate from the US, the collected data are
usually transferred back to the US for further processing.
Notably, the customer has limited information about the
data-processing processes as well as involvement of third-
parties. Also, the EU has developed a comprehensive regu-
latory framework for data protection, which is not available
in the US. When data is stored in other countries, a similar
level of privacy protection is difficult to achieve. This
legal gap between countries give rise to many uncertainties.
Digitalization necessitates the implementation of cloud tech-
nologies and advanced analytic tools. When the data is trans-
ferred to another country, an effective management model for
privacy protection is required to comply with the legislation
system [196].

The issues mentioned highlights weaknesses in the exist-
ing legislation and governance systems for digitalization.
Guidance from governments and international collaborations
between governments are also necessary to support petroleum
companies in the digitalization process as well as man-
age cross-border data [201]–[203]. Initial government efforts
have been implemented to address privacy issues. New com-
prehensive regulations for data privacy have been published,
such as the General Data Protection Regulation (GDPR) by
Europe, Personal Information Protection and Electronic Doc-
uments (PIPEDA) by Canada, National Information Security
Standardization Technical Committee (TC260) by China, etc.
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Despite the data privacy issues, Richardson and Mack-
innon recommend considering digitalization as an excellent
opportunity to upgrade the existing systems and mitigate the
management gaps [196]. For example, following the pub-
lication of GDPR, the European Commission also identi-
fied which non-EU countries provide adequate protection
for international trade negotiations [204], [205]. The iden-
tification process and negotiation may be time-consuming
and become significant barriers for international collabo-
ration, especially with many Middle East countries hav-
ing high records of cyber incidents. Therefore, regulation
requires non-EU companies to address the concerns of data
privacy and protection, for qualification before expanding
their business in Europe.

C. CYBER SECURITY
The performance of the proposed human-centric digi-
tal transformation framework creates real-time human-
cyber-physical connectivity, which is more vulnerable to
cyber-attacks than the traditional disconnected framework.
According to data presented in [206], the energy sector was
the second-largest target of cyber-attack in 2016, and 75% of
US O&G companies reported a minimum of one cyber-attack
during that year. The severity of cyber-attack and vulner-
ability to cyber-attack varies with the different phases of
the O&G life cycle [206]. For example, geophysical surveys
are less vulnerable to cyber-attacks and the severity of the
cyber-attack is low. In contrast, production and development
drilling are highly vulnerable to cyber-attacks, and the sever-
ity of the cyber-attack on these activities is extremely high.

As the proposed framework has acquired data from mil-
lions of sensors attached to the O&G assets, including oper-
ators, the data rate of the system is high and very difficult to
monitor in realtime as data get streamed into storage [207].
The variety of data sources and non-standard data formats for
data streams facilitate botnet attacks on the data source, des-
tination, and the connectivity by capitalising on their vulner-
abilities. Therefore, data security and privacy policies must
be enforced within a real-time processing environment of big
data during the data acquisition stage itself. It is also essential
to verify and validate the origin of data using sophisticated
authentication, encryption, and privacy policies.

Performing analytics is a crucial phase in the life cycle of
the proposed digital transformation framework. The purpose
collecting and maintaining big data with good data storage
systems is to process and analyse big data to gain data
insights and to make timely, as well as, accurate decisions.
Companies collect a plethora of contextual and sensitive data
about customers to analyse their interactions in order to arrive
at a more meaningful marketing strategy to provide them
with personalised products and enhanced services. Analysing
such data in the cloud from various sources could lead to
unexpected privacy leakages [208].

How to present the analysis results to a user is another
essential work of big data analytics. If the user cannot eas-
ily understand the meaning of the results, the results will

be useless. Business intelligence and network monitoring are
two common approaches because their user interface plays a
vital role inmaking themworkable. Zhang et al. [209] pointed
out that the visual analytics tasks for commercial systems
can be divided into four categories: exploration, dashboards,
reporting, and alerting. The study presented in [210] showed
that the interface for electroencephalography (EEG) inter-
pretation is another noticeable research issue in big data
analytics. User interfaces for the cloud system is the recent
trend for big data analytics [211], [212]. This usually plays
vital roles in a big data analytics system, one of which is
to simplify explaining the needed knowledge to the users,
while another is to make it easier for the users to handle the
data analytics system to work with their options. There are
typically three main steps in data analytics: data preparation
to identify, clean and format the data according to the require-
ments of the analytics model; adoption of the analytic model;
and communication of the output to provide data insights.
Each of these steps include security and privacy challenges
due to inherent vulnerabilities.

Since most big data analytics systems are designed for
parallel computing, and they typically work on other systems
(e.g., cloud platform) or work with other systems (e.g., search
engine or knowledge base), the communication between big
data analytics and other systems strongly affects the per-
formance of the whole process of knowledge discovery in
databases (KDD). Because of these latent problems, security
has become one of the open issues of big data analytics [213],
hence the proposed human-centric digital transformation.

D. LACK OF TECHNOLOGICAL READINESS
Almost all the O&G facilities and work environments belong
to hazard Zone-06 or Zone-1.7 The former is the area where
an explosive atmosphere is continuously present or fre-
quently occurring for long periods, while the latter repre-
sents the area where, under regular operation, an explosive
situation is likely to occur periodically. All the smart sen-
sors and actuators, mobile devices, wearable technologies,
robotic systems, and drones focussing on hazard Zone-0 and
Zone-1 applications are subjected to a range of regulations
[214]–[216]. These regulations introduce some challenges
when designing and deploying smart, portable, or wearable
devices in the oilfield. Some of these challenges are listed
below [217], [218].
• It typically takes months, if not years, for the prod-
uct development process of inherently secure smart,
portable and wearable devices to be deployed at the
O&G workplace.

• The longer life cycle of product development and the
rapid pace of technological evolution may cause new
smart, portable or wearable devices to become obsolete
once launched.

6Zone-0 is an area where an explosive atmosphere is continuously present
or frequently occurring for long periods of time.

7Zone-1 is an area where, under normal operation, an explosive situation
is likely to occur periodically.
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• Typical product development cost can surpass
US$ 250,000.

• It is impossible to carry out field trials or test products
at high-risk O&G facilities; and

• there is a scarcity of cheap, long-lasting, intrinsically
safe, lightweight, and Zone-0 and Zone-1 certified
batteries to power the portable and wearable devices.

In addition to hazard Zone-0 and Zone-1 regulatory
requirements, the instrumentation designers must consider
the effective space available for sensor and electronics
deployment. In most cases, this space is exceptionally lim-
ited, requiring a more compact and miniature design for the
sensors and the associated electronics [219]. When the sensor
is more compact, one sensor component may produce RF
interference on other components, causing erroneous sensor
data. Additionally, a high level of RF interference created
by the operating machines and electric power lines may also
affect the quality, accuracy, and precision of the collected
and communicated data [220]. Smart sensors and actuators,
portable devices, wearables, and communication infrastruc-
ture must, therefore, be designed in such a way that they can
function under a wide range of environmental and industrial
conditions and produce and transmit reliable quality data to
the control centres.

VI. SUMMARY AND DISCUSSION
This paper proposes a human-centric digital transforma-
tion framework for the O&G industry. The proposed frame-
work leverages emerging digital technologies such as IIoT,
wearables, mobile devices, big data analytics, digital twins,
extended reality technologies (virtual-reality, augmented-
reality, and mixed-reality), blockchain technology, robotics
systems, and drones to solve critical challenges faced by the
O&G field workers. These key challenges include elevated
health and safety hazards, high levels of risk associated with
on-the-job training programs, inability to use all the available
data for decision making, lack of skill to interpret the data,
unavailability of experts on demand, and delays in payments
for completed tasks.

The proposed human-centric digital transformation frame-
work contains three major domains; operator domain, phys-
ical domain, and cyber domain. The operator domain consists
of human operators, wearables for health and safety support,
wearables and mobile devices for activity support, feedback
systems, robotic systems, and a body area network to enable
seamless data communication between each subsystem of
operator domain, and physical and cyber domains. The
technology deployment introduces nine elements to the
future field workers (operator 4.0), namely, super strength-,
augmented-, virtual-, analytical-, smarter-, healthy-, social-,
collaborative-, and remote-operators. Future field operators
must possess the health-operator element. Depending on the
task on hand, and the technologies that have been deployed
to assist the field workers, they may possess one or multiple
elements of Operator 4.0. The physical domain consists of all

the oilfield asserts, and IIoT enabled smart sensors and actu-
ators. The cyber domain consists of three major subsystems:
digital twins (both the asset and operator twins), data lake,
and enterprise software stack.

Smart sensors, wearables, and mobile devices with edge
and fog processing capabilities process the collected data in
real-time and make time-sensitive decisions, such as identi-
fying any health-related incidents and sending alarms to the
emergency response team. All the collected data and edge
or fog processed data are transmitted to the cyber domain
for further analysis. The cyber domain leverages advanced
data processing and visualization techniques to process and
visualize incoming data, perform history mapping, identify
anomalies, create future scenarios, enable virtual training,
track the asset and field workers’ locations, monitor the field
personnel health conditions, and make data-driven decisions.
Field personnel can use the simulation results coming from
the cyber domain to perform the field activities safely.

The proposed human-centric digital transformation frame-
work offers a range of opportunities. It (i) enables personnel
health, safety, and location tracking to enhance field
personnel safety, (ii) improves collaborations and data visu-
alization through extended reality technologies, (iii) provides
an immersive training platform to conduct professional
education and emergency response training without putting
anyone’s life or an O&G facility at a risk, (iv) provides
data-driven decision support to make critical decisions in
a timely manner, (v) offers safe and comfortable ways to
access and perform inspections at hard to reach locations,
and (vi) enables direct employments and fast payments for
the completed field works, using blockchain technology.

There are several impediments to the proposed human-
centric digital transformation framework. These impediments
include cybersecurity, data privacy, challenges associated
with human-machine interaction, regulation, and technolog-
ical constraints for deploying any product in hazard Zone-0
and Zone-1. These challenges are not unique for the
proposed framework but for any digital transformation initia-
tives within and outside the O&G industry. Researchers,
product developers, policymakers, and subject matter experts
with O&G operating and service companies and other
technology/regulatory sectors must work collaboratively to
address these limitations.

Note that this paper focuses on how to deploy digital
technologies to assist O&Gfieldworkers. However, the appli-
cations of digital adoption are not restricted to assisting field
workers but offer numerous opportunities for the O&G indus-
try as a whole. For example, from the process or business
point of view, digital twins offer several other opportuni-
ties, including asset performance management, asset risk
assessment, process automation, future scenario develop-
ments, collaborative decisions support, avoidance of infor-
mation wastage and misinterpretation, which shorten the
time from plan to production. Similarly, the deployment of
IIoT systems, blockchain technologies, drones, other robotic
platforms, extended reality technologies, big data analytics,
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artificial intelligence, machine learning, and other digital
technologies has numerous applications for the O&G indus-
try. These opportunities are widely discussed in academic
and industrial literature. The proposed human-centric digital
transformation framework can be extended to cater to these
business objectives without compromising the core value
of the proposed framework in empowering the O&G field
workers digitally.
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