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ABSTRACT In this digitized world, data has become an integral part in any domain, including healthcare.
The healthcare industry produces a huge amount of digital data, by utilizing information from all sources
of healthcare, including the patients’ demographics, medications, vital signs, physician’s observations,
laboratory data, billing data, data from various wearable sensors, etc. With the rapid growth of the wireless
technology applications, there has also been a significant increase in the digital health data. Newmedical dis-
coveries and new eHealth-related technologies, such as mobile apps, novel sensors, and wearable technology
have contributed as important data sources for healthcare data. Nowadays, there is a huge potential to improve
the healthcare quality and customer satisfaction with the help of machine learning (ML) algorithms applied
on time-domain and frequency-domain healthcare data obtained fromwearables and sensors. This systematic
literature review examines in depth how health data from sensors can be processed and analyzed using ML
techniques. The review focuses on the following diseases for obtaining the eHealth data: diabetes mellitus
type 1 and type 2, hypertension and hypotension, atrial fibrillation, bradykinesia, dyskinesia, and fever related
diseases. The data for the systematic literature review was collected from four databases, Medline, Proquest,
Scopus, and Web of Science. We selected 67 studies for the final in-depth review out of the initial 1530
pre-selected papers. Our study identified that the major part of eHealth data is obtained from the sensors
such as accelerometer, gyroscopes, ECG (Electrocardiogram), EEG (Electroencephalogram) monitors, and
blood glucose sensors. This study also examines the different feature types, feature extraction methods, and
ML algorithms used for eHealth data analysis. Our review also shows that neural network (NN) algorithms
and support vector machines (SVM) have shown so far the best performance for analyzing the healthcare
data among other ML algorithms studied in the literature.

INDEX TERMS Analytical techniques, artificial intelligence, accelerometer, gyroscope, data processing,
machine learning (ML), neural networks (NN), remote monitor, sensors, support vector machines (SVM),
wearables.

I. INTRODUCTION
Medical discoveries in the field of sensors and wearables
are contributing as an important data source for healthcare
data. Different wearable devices and sensors can be used to
continuouslymonitor the conditions of patients and providing
health related information, patient’s behaviour and multiple
physiological parameters. Hence, solutions are needed in
order to manage and analyse this continuous, varied, unstruc-
tured health data, as well as to acquire meaningful insights
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from it in a reasonable time, with reasonable complexity and
storage capacity.

Continuous remote-monitoring healthcare system is one
such solution, which can frequently monitor and analyze
patient’s status including heart rate, blood pressure level,
sleep patterns, and other physiological parameters using new
mobile and Internet of Things (IoT) connectivity. This will
help doctors in detection, prevention of emergencies, and
long-term management of health conditions, especially in
case of chronic diseases which need active monitoring of
physiological parameters. These IoT systems offer a great
platform for achieving faster, cheaper, and more accessible
healthcare than traditional systems, which do not make use
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of IoT infrastructure. Such systems with more accessible,
faster healthcare capabilities can provide required healthcare
services for patients at home reducing unessential hospital-
ization [1]. Moreover, continuous remote monitoring sys-
tems will also increase patient’s participation in the entire
healthcare process and convenience of care and improvised
care coordination. Hence, data from multiple sensors can
be combined to develop multi-sensing continuous remote
health monitoring systems. Such system can be used ana-
lyze and provide insights using the continuous data obtained
frommultiple wearable and sensors, corresponding to various
chronic diseases like diabetes, blood disorder, heart diseases,
Parkinson’s disease, and infectious diseases.

This systematic literature review is focused on one of the
most important aspects of multi-sensing continuous remote
health monitoring systems, which is data analysis. This paper
discusses the findings based on 1530 research studies iden-
tified from four databases: Medline, Proquest, Scopus, and
Web of Science. Previous studies in this context focused on
analyzing the data related to a particular disease, in which
the physiological parameters and signals were also obtained
from a single source. So, the aim of this systematic literature
review is to explore the information about different eHealth
signals obtained from multiple sources, their feature types,
feature selection and feature extraction techniques, machine
learning algorithms and evaluation criteria for analyzing the
eHealth data. The information gathered from this system-
atic literature review will be utilized to design an optimized
model/solution for predicting the chronic diseases using con-
tinuous and real-time data obtained from multiple sensors.
Combining data from different sensors can help, not only to
improve the detection performance of chronic disease care,
but also to identify patterns and correlations between differ-
ent physiological signals. The studies which are identified
in this review, analyze the data obtained from the various
sensors such as accelerometers, gyroscopes, voice signals,
EEG (Electroencephalogram) and ECG (Electrocardiogram)
signals, respiratory flow signals, and other wearable sensor
data. We identified different pre-processing, feature extrac-
tion, and feature selection techniques along with machine
learning algorithms which are used for the analysis of digital
healthcare data especially when raw signals are used. Raw
signals [2] are electrical signals or voltage coming out of
sensor not represented in tabular form. The eHealth data can
be in the form of time-domain signals, frequency domain sig-
nals, images etc. So, we have also explored which algorithms
can show better performance for such heterogeneous types
of data. Hence, this review provides an overall picture on the
sensors used, data type distribution of eHealth data, machine
learning algorithms and, evaluation criteria used for wearable
eHealth data analysis.

The following subsections provide a small overview on
the various components of a continuous remote monitor-
ing system. The first subsection gives a description about
the remote monitoring system, the next subsection discusses
the chronic diseases, corresponding to which signals/data is

obtained from sensors/wearable. The third subsection tells
about the wearable and sensors being used for monitoring
various physiological parameters. The last subsection pro-
vides an overview on the machine learning algorithms for
analyzing the physiological parameters obtained from sen-
sors corresponding to chronic diseases.

A. REMOTE MONITORING
Remote monitoring systems are one of the important solu-
tions which can reduce unnecessary hospitalizations and can
help in the continuous progress tracking of the patient’s
health. It can also ensure long term management of the health
conditions. Continuous monitoring healthcare systems are
especially important for elderly people as regular hospital
visits become difficult at times [1]. Remote monitoring is an
effective solution for monitoring chronic diseases that require
active monitoring of the vital signs and the physiological
parameters. A continuous remote monitoring system gener-
ally consist of three main components. The first component
is the body area network or wearables, responsible for the col-
lection of the various physiological parameters. The second
is the data transmission or communication module, which is
responsible for providing connectivity between the devices
and the storage servers. Third module is the data analytics and
visualization module which is responsible for the analyzing
this continuous healthcare data. Continuous remote monitor-
ing system can be eithermono-sensing ormulti-sensing based
on the physiological parameters being obtained from single
sensor or multiple sensor [1].

With remote monitoring systems in place and deliver-
ing continuous stream of data or real-time data, physio-
logical parameters can be analyzed regularly which can
help in detecting life-critical events and early predictions of
diseases/symptoms. Such systems will also ensure remote
reporting and alert generation, where a person can get daily
health status on his/her personal devices such as laptop or
mobile phone, and alerts can be generated in case of emer-
gencies.

B. CHRONIC DISEASES
This study focuses on the eHealth data from the patients
having chronic diseases because these diseases require active
monitoring and – if not monitored – can even develop into
adverse symptoms/diseases. Chronic diseases are conditions
that last one year or more and require ongoing medical atten-
tion or limit the activities of daily living, so it is essential
to monitor such diseases on continuous basis to detect and
prevent the emergencies.

Chronic diseases include diabetes, blood disorders, heart
diseases, infections which can eventually lead to certain lung
diseases, Parkinson’s disease, neurological disorders such as
schizophrenia, and strokes. All these diseases have various
types and symptoms. For example, diabetes can be classi-
fied as Type 1 diabetes mellitus, Type 2 diabetes mellitus,
or gestational diabetes [3]. In case of Type 2 diabetes mel-
litus, it is important to monitor the daily activities of the
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person such as the physical activity, sedentary behaviour,
food intake, etc., whereas Type 1 diabetes is determined by
considering the insulin level in the blood and it is also known
as the insulin-dependent diabetes. Blood disorders can lead to
hypertension [4] and need continuous monitoring of systolic
and diastolic blood pressure. Atrial fibrillation (AF) [5], [6]
or arrhythmia is also a condition which can be determined
by varying electrocardiogram (ECG) levels, that can help
in detection of various heart diseases. In case of infectious
disease [7] which can lead to lung disease, most of them
have symptoms such as cough, fever, shortness of breath,
dry cough, nausea, weakness etc. and have high mortality
rate [8]. In terms of neuro-degenerative diseases, Parkinson’s
disease [9] is one such long-term neuro-degenerative disorder
of the central nervous system that causes motor–tremor at
rest, rigidity, bradykinesia, and postural instability– and non-
motor manifestations. Such a disease progresses over time
and the symptoms usually grow in severity and quantity,
increasing the chance of severe complications and worsening
of the patient’s quality of life.

C. WEARABLES AND SENSORS
Wearable devices could be used to address some of the
challenges related to the detecting and managing adverse
health conditions in populations. Wearable sensor data help
to track the important statistics or symptoms of diseases, and
especially of chronic diseases. Various sensors that can be
used to monitor the vital signs of disease include:

• Retinograph for diabetic retinopathy [10].
• Blood Glucose meter for measuring the blood glucose
level in the body [11].

• Accelerometers, gyroscopes, and magnetometers for the
gait monitoring [9], [12].

• Inertial measurement unit which generally consists of
triaxial accelerometer, gyroscope, magnetometer for
monitoring various signs in Parkinson’s patients [12].

• Various other sensors and smartwatches also provide
the Electrocardiogram (ECG) data and pulse oximeter
recordings [13]–[15].

• There are biomedical sensors which provide the data
of Electroencephalogram (EEG) signals for monitoring
parameters in case of neuro-degenerative disorders [16].

• Photoplethysmogram (PPG) sensors can be used for
blood disorders [17].

In addition, there are various other sensors that are used
for monitoring environmental parameters like temperature
sensors, humidity sensors [18].

D. MACHINE LEARNING ALGORITHMS
Machine learning algorithms consist of various types of clas-
sification, clustering, and prediction algorithms and neural
network algorithms used for the analysis of different types of
data. They also include various feature selection algorithms
such as wrapper based methods and filter based methods.
Data obtained from sensors and wearable devices can be

extracted for important health related parameters and this data
can be used to create various classification, clustering, and
predictive models for identifying diseases, symptom onset,
etc. This digital health data can either be in structured or
semi-structured format. Structured data are generally orga-
nized in tabular format such as demographic information and
semi-structured data needs to be processed in some way to
bring it in tabular format, e.g., XML files or JSON files are
semi-structured formats. Different structures of healthcare
data need different types of pre-processing and analysis meth-
ods to extract the important insights from raw data.

Depending on the data and the information to be extracted
from the data, various machine learning algorithms for anal-
ysis and preprocessing are used. Support vector machines are
used for analysing the ECG and EEG data for diabetes classi-
fication [19], Random Forest algorithms are used for predic-
tion tasks like diabetes or hypertension prediction [20], [21].
Neural network algorithms have been used for the prediction
task for disease diagnosis using data from wearable medical
sensors [22], multilayer perceptrons are used for classifica-
tion of different types of diabetes and for behavioural analysis
for Parkinson’s disease [3], [23]. Similarly, artificial neural
networks (ANN) are used for the analysis of EEG, Elec-
tromyogram (EMG), voice signals [24], [25]. Along with this
there are many pre-processing methods and feature selection
methods being used for obtaining better accuracy of models.
Methods such as Density-Based Spatial Clustering of Appli-
cations with Noise(DBSCAN) are used for outlier detection,
Synthetic Minority Oversampling Technique (SMOTE) for
dataset balancing to balance between the different type of
classes or labels [21]. Also, for selecting the relevant param-
eters, filter based and wrapper based selection methods are
used [26].

II. LITERATURE STUDY
This section briefly describes the approach being followed
for identifying the suitable literature/studies related to the
research work. The first subsection describes the aim of this
systematic literature review and the questions being focused
while doing the literature review. The next subsection tells
about the step-wise process carried out for literature review
including database selection, search query formation, speci-
fying inclusion/exclusion criteria etc., and the last subsection
describes the study selection process.

A. STUDY DESCRIPTION
The objective of this systematic literature review is to study
the literature and identify the previous work and previous
studies which have been carried out in the area of health-
care technology, for analyzing the healthcare data obtained
from varied sources using various machine learning algo-
rithms. This literature review aims to compile the information
obtained from the previous research and to present a gener-
alized view of all the information being gathered from the
studies, regarding data and algorithms used for the digital
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healthcare data analysis. This systematic literature review
addresses the following questions:

1) How can the heterogeneous types of digital healthcare
data and the continuous stream of data be efficiently
combined, processed, analyzed using various machine-
learning algorithms?

2) What are the kinds of sensors/wearable devices that are
mainly used for gathering the healthcare data especially
for certain chronic disease?

3) How does the feature-type distribution go in case of
digital healthcare data when its sources are different?

4) How is the healthcare data analyzed by using different
machine-learning algorithms and, in particular, what
is the proportion in ML algorithms employing neural
networks?

B. SEARCH PROCESS OVERVIEW
The literature identified for the systematic literature review
were based on the step-wise process starting from defin-
ing the protocol, followed by database selection, concept
terms/search terms identification, search query formation,
and then scrutinizing the studies based on title, abstract and
full text. The step-wise process followed is described below:

1) PROTOCOL DEFINITION
This includes specifying the research question, aim of the
research project, objective of systematic literature review and
the inclusion and exclusion criteria. Table 1 defines each of
the parameters required for protocol definition.

2) DATABASE SELECTION
The systematic literature review was conducted with four
electronic databases during September-October 2020 with
four databases: Medline, Proquest, Scopus and Web of
Science.

3) CONCEPT TERMS AND SEARCH TERMS IDENTIFICATION
Four concept terms were identified for the systematic litera-
ture review namely disease, wearables and sensors, connected
healthcare system, and analytical techniques. All other search
terms which are used for the formulation of the search query
are categorized under one of the concept terms.

4) SEARCH QUERY
The search phrase ‘‘(‘‘chronic disease*’’ OR ‘‘heart disor-
der*’’ OR diabetes OR parkinson OR schizophrenia OR
‘‘blood disorder*’’ OR infect* OR stroke OR hyperten-
sion) AND (wearable* OR ‘‘ambient techn*’’ OR ‘‘wear-
able techn*’’ OR device* OR ‘‘internet of things’’ OR
‘‘medical sensor*’’ OR accelerometer OR gyroscope OR
glucometer OR ECG OR EEG OR ‘‘heart rate sen-
sor’’ OR ‘‘respiratory rate’’ OR bluetooth OR ble OR
‘‘thermal sensor*’’) AND (surveil* OR diagnos* OR
‘‘remote control*’’ OR ‘‘remote report*’’ OR ‘‘remote
monitor*’’ OR ‘‘patient monitor*’’) AND (‘‘data process-
ing’’ OR ‘‘data analysis’’ OR ‘‘Artificial Intelligence’’
OR ‘‘Machine Learning’’ OR ‘‘health* data analy*’’)’’

TABLE 1. Protocol definition.

was used for all the four databases. For all the databases,
the search was focused on the title, abstract and keywords and
collectively 1530 records were identified at the initial stage
from the four databases.

C. STUDY SELECTION RESULTS
Figure 1 shows the flowchart of the process followed for
the selection of the studies. This process is similar to the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) including identification and screening
of the studies. However, for this review based on the initial
results obtained from the databases, the screening process
is modified and the changed process is summarized in the
flowchart. The study selection process starts with defining
the protocol sheet, identifying the concept terms and formu-
lating the search query, once the search query is formulated
results are fetched from the database. Search query is modi-
fied according to the results obtained from database, search
was performed by searching each search term in the four
database under title, abstract and key words and these search
terms are combined with AND and OR operations. Initially
1530 results were obtained from the search query.
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The next step followed was duplicate removal where
870 results were obtained out of 1530. After duplicate
removal the papers were selected based on title and abstract,
and the results obtained from them are 380 and 256 respec-
tively. Since the number of papers to be evaluated for full text
was still very high, an additional step of diagonal evaluation
was also done on the papers after abstract evaluation. At this
step, the papers were evaluated based on the figures, tables
and the rule sheet (mentioned in Table 1) which consisted
of more specific questions other than inclusion criteria such
as information about the disease bio-markers or features,
methodology or algorithm, any supportive or relevant infor-
mation in the form of diagrams, frameworks or design flow.
The papers which satisfied more than 50% of the criteria
from the rule sheet were selected. 155 results were obtained
after diagonal evaluation and this was followed by full text
evaluation which brings the paper count to 67. So, after the
selection process 67 papers were selected for the Systematic
Literature Review, of which results are presented in the next
section.

III. RESULTS
This systematic literature review was done using 67 studies
selected from a systematic process (asmentioned in Figure 1).
The information obtained from the evaluation of these studies
is compiled in the form of bar plots and pie-charts for good
readability of the results. This section gives a detailed descrip-
tion of the plots and the findings from those plots which can
be utilized for the follow-up research work.

This section is divided into five subsections: the first sub-
section presents the information about the sensors; the sec-
ond subsection focuses on the distribution of feature types;
the third subsection presents the algorithms being used
for the analysis of the different parameters, mentions the
neural-network algorithms typically in use and presents the
algorithms reported in the literature with best performance
among studied ones; the fourth subsection gives an overview
of the evaluation criteria used for the performance evaluation;
the fifth subsection shows a cumulative overview of the pro-
cess of healthcare data analytics.

A. DESCRIPTION OF SENSORS USED IN THE STUDIES
This section presents the information obtained from the lit-
erature concerning the different types of sensors used for
obtaining data about vital signs, symptoms or other health
data for various chronic diseases. Figure 2 shows the rel-
ative percentage of the sensors that have been used in the
studies. This data is obtained from 56 studies, as the rest
of 11 studies have obtained the data from repositories such
as UCI repository [27] and the sensors used in the dataset
is not mentioned. Other studies have used sensors to obtain
the data. These sensors include accelerometers, gyroscopes,
EEG sensors, ECG sensors, PPG sensors, pulse oximeters,
smart watches, smart phones, gait sensors, heart rate sensors,
humidity and temperature sensors.

FIGURE 1. Flow chart of selection process.

As per the information obtained from the analyzed papers,
sensors such as accelerometers, gyroscopes, and magnetome-
ters are used for the measurement of orientation, accelera-
tion, or angular velocity especially in the case of Parkinson’s
disease. Accelerometers are also used for counting the steps
in case of diabetes or heart diseases, so it can be seen from
Figure 2 that accelerometer sensors have been used in more
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than 23% of studies. Sensors such as gyroscopes have also
been used in more than 10% of studies. ECG sensors, EEG
sensors, PPG sensors are mainly used for monitoring parame-
ters of diabetes, heart diseases, and blood disorders. However,
EEG sensors are also used for the diagnostics of Parkinson’s
disease and schizophrenia. These sensors have been used for
more than 23% of studies. Even smartwatches/wearables or
smartphone built-in sensors can be used to monitor sleep
patterns or activity data, they have been used for 14% of stud-
ies. Other sensors such as heart rate sensors, pulse oximeter,
temperature sensor, humidity sensors, free-style libre sensor,
blood glucose sensors, or retinograph are used for less than
5% of studies because they are used to obtain a particular
characteristic of the body.

This shows that most of the eHealth applications use the
data obtained from the sensors such as accelerometer, gyro-
scopes, smart watch/smart phone/wearables, EEG/ECG/PPG
etc. Accelerometer or tri-axial accelerometers, gyroscopes
are used in more number of cases for the detection of
the freezing of gait [28], bradykinesia [29], tremors [30]
stroke [31] using machine learning algorithms, compared to
other inertial sensors or gait sensors. Moreover, accelerom-
eters can also be used for activity monitoring [32] when
detecting the conditions of heart disease/diabetes. In some
cases, EEG and EMG [16] signals are also used for the
gait analysis and early detection of the Parkinson’s disease.
Similarly algorithms on ECG data can help for the early
detection and prevention of atrial fibrilation or arrythmia,
and they can also help in obtaining certain parameter such
as heart rate, heart rate variability so pacemakers/heart rate
sensors are used only in very few applications since the
similar parameters can be obtained using ECG signals. Built-
in smart phone sensors [33] are also used to capture the
images for diabetic retinopathy screening rather than retino-
graph, so most of the studies have identified the diabetic
retinopathy using the images from smart phone sensors.
Hence, most of the physiological information related to the
various chronic diseases can be obtained from a set of sensors
namely accelerometer, gyroscopes, EEG/ECG/PPG, smart
watches/smart phones/wearables etc. This multi-sensor data
from the above mentioned set of sensors can be combined,
processed using various algorithms to obtained the specific
features to detect/classify/predict the diseases.

B. FEATURE TYPE DISTRIBUTIONS
This section provides a detailed description of the feature
types which have been used in the literature study. This also
provides an overview on the data processing techniques used
to obtain those features from the raw signals. Figure 3 shows
a pie chart which represents the feature type distribution
among the literature studies selected. This graph includes
64/67 studies, 3 studies out of 67 are based on:

1) Remote monitoring of patients using BLE. [1]
2) Use of source-wise missing data. [34]
3) Detecting infections using IoT edge technology. [35]

FIGURE 2. Sensors used for monitoring symptoms.

To obtain the features from the raw signals, data processing
techniques or pre-processing techniques are required. These
methods vary according to the type of signals. Certain meth-
ods used for processing of signals are data augmentation [13],
data normalization [19], [36], data sampling [20], signal sege-
mentation [37], wavelet decomposition [38], Fourier trans-
form [39], filters such as Gaussian filters [40], Butterworth
bandpass filter [41], other data processing methods also
includes DBSCAN [21] for outlier detection, SMOTE [21]
for unbalanced data set. All these techniques process the
raw data to obtain the features, these features can be time
or frequency domain features, time series values, numerical
values, spatio-temporal features, images etc.

The pie chart in Figure 3 illustrates the relative distribu-
tion of feature types among the studies. Time domain and
frequency domain features are used in most of the studies
indicated by a maximum proportion of 23% in pie chart.
These time and frequency domain features are obtained from
the sensors such as accelerometers, gyroscopes, EEG sensors,
and ECG sensors. Numerical feature values also hold nearly
equal proportion to that of time and frequency domain fea-
tures and occupy 22% of division in the pie chart. Numerical
values are present is in the form of integers, floating point
values, etc. There are about 19% of studies which are using
raw signals as an input to the machine learning algorithms for
data analysis. These raw signals include respiratory signals,
gyroscopic signals, acceleration signals, voice signals, sound
signals, and ECG/EEG signals, PPG signals [42]. About
14% of studies have also used multi-type feature values,
which generally includes values from datasets obtained from
repositories such as UCI repositories [27]. These multi-type
feature values can be in the form of text, categorical val-
ues, integer, and float values, etc. Images from retinograph
and portable x-rays are included in 8% of the studies.
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Spatio-temporal features and time-series features [43] consti-
tute 6% and 5% proportion respectively. Spatio-temporal data
or features describe a phenomenon in a particular location
and in a period of time, they are used for gait analysis in
case of Parkinson’s disease [44]. Time-series data indicates
the data points indexed in time order. Studies have used the
time-series data for predicting the values of glucose level.
However, only 2% studies have used a statistical feature set
and 1% of studies have used spectogram for the analysis.
Statistical features include features such as mean, median,
standard deviation, variance etc. [45], [46]. Spectrogram is
visual representation of spectrum of frequencies of a signal
as it varies with time, few studies have used spectrogram as
an input for ECG signal [5].

As per the distribution of data types represented by the
pie chart in Figure 3, time domain features represent the
various characteristics of signals over time range, and fre-
quency domain signals represent the characteristics of signals
over a frequency range. These components can be used to
extract different features from the signals. For ECG signals,
features such as HRV (Heart Rate Variability), HR (Heart
Rate), QT (time from the start of the Q wave to the end
of the T wave), QRS (The period of QRS complex) can be
obtained to represents various characteristics of heart [19].
In case of EEG signals, certain frequency bands such as
theta, delta, alpha corresponding to different locations of
brain helps in extracting the important features from the
EEG signals [19]. So time domain and frequency domain
features are used in most of the studies. Similarly, the values
obtained from the datasets have multi-parameter input data,
numerical feature set because they contain the information
about the patient’s demographics and the vital signs, hence
they are also used in most of the studies. Moreover, raw
signals also provide many significant features from the sig-
nals. These raw signals such as acceleration signals provide
the information related to physical activity [28], voice sig-
nals for diagnosis of Parkinson’s disease [25], sound signal
for heart disease [47], respiratory flow signal for identifi-
cation of breathing patterns [48], etc., so the raw signals
also constitute a good proportion in feature type distribution.
However, the information obtained from the spatiotempo-
ral, time-series data, images, spectograms and other sources
highlights the information related to a specific case, e.g.,
when representing continuous data or space-time data, time-
series features and spatio-temporal data is used. So, they are
used in less percentage of studies as compared to the time-
domain, frequency domain features, multi-parameter feature
set or raw signals. Hence, most of the features obtained
from the accelerometer, gyroscopes, EEG/ECG/PPG, smart-
watches/smart phones/wearable sensors are in the form of
time-domain feature, frequency-domain feature, multi-type
feature including numerical feature values and raw signals.

C. ALGORITHMS USED FOR ANALYSIS
This section mentions the machine learning algorithms
used for the analysis of the pre-processed data or signals.

FIGURE 3. Feature type distribution.

The section is divided into three subsections, one of which
illustrates the number of times particular machine learning
algorithm is being used in the studies. The second subsection
briefs about the number of times particular neural network
algorithms have been used, and the last subsection tells about
the relative percentage of the algorithms when it performed
the best. This section is based on data from 64/67 studies.
similarly as in section B above.

There are certain instances when multiple algorithms
are used in a single study, this is because for predic-
tion/classification task, performance of multiple algorithms
are compared in those studies.

After obtaining features from the signals, sometimes it is
required to select the features of most relevance and reducing
the features which are similar or are of least significance
based on some coefficients. This stage of processing is called
feature selection stage. These methods helps the model to
perform better. Some examples of feature selection methods
used in the studies included in this review are dimensionality
reduction, recursive feature elimination, filter methods, and
wrapper methods. Dimensionality reduction transforms the
data from a high-dimensional space to a low-dimensional
space, retaining the properties of original data [38]. Linear
discriminant analysis is one such method used in the stud-
ies [48], [49]. Recursive feature elimination fits a model and
then removes the weakest feature until specified number of
features are obtained. Some studies have used these methods
for supervised machine learning approach for Parkinson’s
disease [45], [50] and also for prediction of fever related
disease [7]. Studies have also used filter and wrapper meth-
ods for selecting the features. Filter methods measure the
relevance of features by their correlation with dependent
variable [32] whereas wrapper based methods evaluate all
possible combinations of features against some evaluation
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criteria [26]. After feature selection stage the selected fea-
tures are used for developing a model based on the machine
learning algorithms.

1) MACHINE LEARNING ALGORITHMS USED FOR ANALYSIS
For analysis of the heterogeneous types of features several
machine learning algorithms have been used in the studies.
Machine learning algorithms are classified as supervised,
unsupervised and reinforcement learning algorithms. Studies
in this review have used supervised and unsupervised algo-
rithms for various classification, regression and clustering
tasks. Figure 4 shows the number of times each algorithm has
been used for analysis. Support vector machines [51] which
is a supervised machine learning algorithm is used in most of
the cases. The data shows that its been used 43 times for the
analysis of features from signals. Neural network algorithms
are also used 41 times for the analysis. Depending on the
type of information being extracted, various types of neural
network algorithms are being used. More detailed description
about the type of neural network algorithms and their count
of occurrence is mentioned in the next subsection. Tree-based
algorithms like random forest [52] and decision tree are used
in 28 and 18 of cases, respectively. K-nearest neighbour is
used for diabetes/heart disease based parameters which are
multiple type parameters. Data shows that k-nearest neigh-
bour is used in 16 cases. Logistic regression is used for
11 studies and it is used for prediction tasks in diabetes
prediction, atrial fibrillation prediction, stroke prediction and
prediction of severity for fever related disease. It has also
been observed that many studies have used ensemble leaning
methods aswell. Thesemethods combine several basemodels
for obtaining optimal predictive model. 3 studies have used
ensemble classification and regression methods for obtain-
ing better performance in case of time-domain, frequency-
domain and numerical feature set [31], [53]. Boosting is
also a type of ensemble learning methods which combines
similar type of classifiers to convert weak learner models into
stronger learner models. 11 studies have used different kinds
of boosting methods like adaptive boosting, XGBoost, robust
boosting, gradient boosting for analysing the time domain,
frequency domain features, or multi-type parameter feature
vector [38], [54], [55]. A few studies have used naive Bayes or
linear regression for analysingmulti-type feature vectors. The
bar graph shows that naive Bayes has been used for 7 and lin-
ear regression for 5 studies, respectively. Fewer studies have
also applied ridge regression (2 studies) which is specialized
to analyse multiple regression data having multicollinearity
in data. Studies have also used isotonic regression for remote
monitoring applications [56]. Other classifiers’ count such
as Bayesian classifiers and rule-based classifiers are only
2 and 1, respectively. Bayesian classifiers are used for image
classifications task. Similarly local binary pattern and gray
level co-occurence matrix is used for texture analysis, studies
in this review have used these algorithms for classification
of diabetic retinopathy [10]. ARIMA models are used in one
study for analysing the time series data [20].

FIGURE 4. Algorithms used for analysis.

The data from the bar graph shows that in most of the
cases supervised machine learning algorithms are used. Stud-
ies have performed classification and regression tasks for
analysing the features from health sensors. As compared
to regression algorithms, classification algorithms are used
predominantly in the studies. Algorithms like support vector
machines, neural networks algorithms, tree based algorithms,
k nearest neighbour are used in a significant number of
studies for classification as compared to algorithms like linear
regression, logistic regression, ridge and isotonic regression,
ARIMA models. This is because more of the studies have
focused on classification or identification of symptoms from
the features provided by body sensors rather than predicting
the future events. Moreover, support vector machines, neural
network algorithms, random forest, and decision tree are used
for analysing the multi-parameter feature, time and frequency
domain features. Boosting algorithm, Decision tree, linear
and logistic regression, naive Bayes are also used for analysis
of similar features but the accuracy of naive Bayes and linear
regression is less as compared to the support vector machines
or neural network algorithms. However, local binary pattern,
gray level co-occurence matrix, Bayesian classifier are used
for image classification by some studies. ARIMAmodels are
also used for time series analysis. However, predominantly
support vector machines, random forest and neural network
algorithms have been used for analysing the eHealth data.

2) NEURAL NETWORK ALGORITHMS USED FOR ANALYSIS
This section illustrates the neural network algorithms used
for the health data analytics. Depending on the information
being extracted and the application, different types of neural
network algorithms are being used. Neural network algo-
rithms have been used in 41 studies for analysing the features
obtained from the sensors and wearables. Figure 5 details the
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FIGURE 5. Neural network algorithms used for analysis.

number of times different neural network algorithms have
been used among the 41 studies that have used neural network
algorithms.

Different neural network algorithms that are used in the
studies areMultilayer perceptron (MLP), Convolutional Neu-
ral Network (CNN), Long Short Term Memory (LSTM),
Deep Neural Network (DNN), ANN which is basically a
simple or shallow neural network, Radial Basis Function
Network, Reccurent Neural network (RNN), Deep Belief
Network, Gated Recurrent Units (GRU). VGG, which is
basically a type of convolutional neural network termed as
‘‘Very Deep Convolutional Networks for Large-Scale Image
Recognition’’. Depending on the number of layers it is given
as VGG16/VGG19. ResNet, also termed as residual neural
network is also used for the Image processing applications
and works by skipping the connections between the layers.
Similarly Xception is also a type of convolutional neural
network which is 71 layers deep.

Figure 5 shows that out of 41 studies which have used
neural network algorithms, 9 studies have used Multilayer
perceptrons. Multilayer perceptron is a feed-forward network
and is used in the studies for analysing multiple types of
features [57]. CNN or convolutional neural network is used
in 7 studies out of 41 studies. CNN is used for image classifi-
cation applications. Studies have used CNN for ECG image
data, ECG signals with spectogram as input [5], and diabetic
retinopathy identification [10]. Deep neural network and arti-
ficial or shallow neural network is used 6 and 4 studies,
respectively. These algorithms are used for the multiple-type
parameter and time and frequency domain features [58], [59].
LSTM, RNN and GRU have memory units so the next output
depends on the input and the current output, they are used
in 3, 1, and 1 studies respectively and these algorithms are
used for time series and time domain and frequency domain

feature analysis [16], [40], [60], [61]. ResNet19/50 and
VGG19/16 [62] are also used for image classification in total
4 studies. Radial basis function network is used 2 times for
time and frequency domain features. Radial basis function
network is also a type of artificial neural network with a
radial basis activation function [63]. All other algorithms
like Probabilistic Neural Network, Ensemble AI, Deep Belief
Network, Xception are used once for analysis in the studies
mainly for analysing time and frequency domain values from
signals and multiple type parameters.

3) ALGORITHMS WITH BEST PERFORMANCE
This section describes the relative percentage of algorithms
when it performed better than other algorithms. The results
obtained from the studies are presented as two pie charts.
The first pie chart shows the data about machine learn-
ing algorithms including the overall percentage of neural
network algorithms. The second pie chart shows the data
about the distributions of various neural network algorithms
that performed the best. This section is based on data from
64/67 studies.

Figure 6 shows the two pie plots. It can be seen from
the relative percentages in the graph that Neural networks
have performed the best in 28% of studies as compared to
other algorithms. This 28% is distributed among different
types of neural network algorithms which can be seen in
the second pie chart. As per the information from thesecond
pie chart, convolutional neural networks have shown better
performance than others for relatively 6% of cases followed
by artificial neural network algorithms or shallow neural
networks. Multilayer perceptrons, deep neural network and
long short term memory (LSTM) have shown better per-
formances for 3% of cases each, and remaining algorithms
like ResNet, deep belief network, GRU, VGG, and Ensemble
AI have shown better performance for 2% of cases. So it
can be inferred that CNN have outperformed in most of the
cases especially when it is used for image classification appli-
cations as compared to ResNet and VGG. Algorithms like
multilayer perceptrons, deep neural network and ANN have
shown better performance for multi-parameter input and time
and frequency domain features. Moreover there are algo-
rithms that have shown better performance when there are
specific applications, e.g., LSTM, Ensemble AI (combination
of DNN and CNN).

The first pie plot in Figure 6 shows that support vector
machines have also shown good performance for 27% of
studies followed by the random forest algorithm which have
shown good performance for 19% of cases. Since most of the
features obtained from the sensors are in the form of time
and frequency domain features, multi-type feature vector or
numerical feature vectors, the SVM and random forest out-
performed inmost of the studies. Decision trees and ensemble
learning have shown better performance in 6% of studies but
it is less than that of random forest because random forest
is more robust and limits the overfitting. Boosting methods
have also performed well in 5% of studies but the other
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FIGURE 6. Algorithms with best performance.

algorithms such as regression, Bayesian classifier, KNN have
shown good performance in less than 4% of studies. Hence,
from the studies it can be inferred that SVM, random forest
algorithm, neural network algorithms such as MLP, CNN,
DNN, ANN have performed better for analyzing the features,
especially time and frequency domain features, multi-type
feature vector, numerical features, and images.

D. EVALUATION CRITERIA
This section describes the evaluation criteria used for the per-
formance evaluation of machine learning algorithms. From
the studies it has been observed that the most common eval-
uation criteria used for the classification tasks are accuracy,
precision, sensitivity, specificity, F1 score, AUC (area under
the operating curve), K-fold cross validation. For prediction
tasks, evaluation criteria used are root mean square error
and mean absolute value. Other criteria use also includes
negative predictive rate, false positive rate, false negative rate,
goodness index, etc.

Table 2 shows the confusion matrix where Actual Pos-
itive and Actual Negative represent the actual results and
Predicted Positive and Predicted Negative are the predicted
results from algorithms. True Positive are the predicted values
which are correctly predicted as true value, True Negative are
the predicted values which are correctly predicted as false
values. False Positive are negative values which are predicted
as positive and False Negative are the positive values which

TABLE 2. Confusion matrix.

are predicted as negative. Based on the Table 2, various
evaluation criteria are defined as follows:

1) ACCURACY
Accuracy is defined as the correctly predicted observations
by the total number of observations. Accuracy is given by:

Accuracy =
(TP+ TN )

(TP+ FP+ TN + FN )

2) PRECISION
Precision is also known as positive predicted values. It is
defined as the correctly predicted positive values to the total
predicted positive values. Precision is given by:

Precision =
(TP)

(TP+ FP)

Similarly Negative predictive value is given by:

NegativePredictiveValue =
(TN )

(TN + FN )
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FIGURE 7. Evaluation criteria.

3) SENSITIVITY
Sensitivity, also known as recall or true positive rate is defined
as the proportion of actual positives that were identified
correctly. It is given by correctly predicted positive values to
the total values that are actually positive. Sensitivity is given
by:

Sensitivity =
(TP)

(TP+ FN )

Similarly false positive rate is given by:

FalsePositiveRate =
(FP)

(TN + FP)

4) SPECIFICITY
Specificity, also known as the true negative rate, is defined
as the ratio of correctly predicted negative values to the total
values that are actually negative. Specificity is given by:

Specificity =
(TN )

(TN + FP)

5) F-SCORE
This is the weighted average of the recall or sensitivity and
precision. It is given by:

F− Score =
(2 ∗ precision ∗ Recall)
(Precision+ Recall)

Figure 7 shows the number of studies in which these eval-
uation criteria have been used. As per the bar chart it can
be seen that Accuracy, Sensitivity, Specificity, and Precision
have been used in most of the studies with count of 41,
40, 28, and 19 respectively. Classification studies have also
used F-score and Area under ROC (receiver operating curve)
in 16 and 12 studies, respectively. K-fold cross-validation
methods are also used in 13 studies, they are re-sampling
methods which are used to evaluate the machine learning
models on the limited samples. Root mean square error and

TABLE 3. Evaluation criteria value range.

mean absolute error were used in 6 and 5 studies, respectively.
These are methods which are used in case of prediction
tasks to check the error percentage, they are used mainly
in the studies related to the blood disorders for predicting
the systolic and diastolic pressure value. Other measures like
negative predictive rate, false positive rate, false negative rate,
goodness of fit index are used in less than 5 studies. There are
studies which have also used evaluation measures which are
not mentioned here but they are based on some medical stan-
dards. Those standards define the range of predicted value
and the error rates. Table 3 summarizes shows the ranges of
various evaluation criteria along with their units and some
references from the studies.

E. CUMULATIVE OVERVIEW
Figure 8 shows the cumulative diagram of the study. It com-
prises five blocks, each of which represents the process fol-
lowed for obtaining the information from the raw healthcare
data.

The first block is Signal typeswhich represents the signals
which are used in the studies, these signals are corresponding
to some chronic diseases such as diabetes, heart disease,
blood disorder, Parkinson, infection related disease, brain
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FIGURE 8. Cumulative diagram of studies.

disorder, or stroke. Some of these signals are respiratory flow
signals, gyroscopic signals, acceleration signals, voice and
sound signals, EEG/ECG signals.

The second block represents the Data processing meth-
ods, used for obtaining the features like time-domain
or frequency-domain features, time-series feature, spatio-
temporal features, and other numerical feature values. The
data processing methods used in most of the studies are
signal segmentation, data augmentation, data normalization,
wavelet decomposition [38], Fourier transforms, and ensem-
ble empirical mode decomposition [65]. When the data is
obtained from datasets [27] then other data processing meth-
ods are also used in the studies which includes outlier detec-
tion and database balancing.

The third block represents theFeature selection/extraction
block. This blocks includes the algorithms used for selecting
or extracting the features of most relevance and reducing
the ones which are similar or are of less significance. Var-
ious methods used are filter-based methods, wrapper-based
methods, and HOG (Histogram of oriented gradients), this is
mostly used in case of image data. Dimensionality reduction
is also used to transform the feature set into a low-dimension
feature space so that it represents meaningful properties of
data. Other methods also include recursive feature elimina-
tion and R-relief algorithm for selecting the features. Feature
selection/extraction methods depends on the different data
types.

The fourth block represents the next stage after feature
selection that is analyzing the data usingMachine Learning
Algorithms. Various machine learning algorithms are used
based on the classification, regression or prediction tasks.
Models are created by fitting the data into it. Neural network
algorithms and support vector machines are used predomi-
nantly, since the data obtained from the signals constitutes
time and frequency domain values. For multiple type param-
eters, random forest algorithm and decision trees are used.

CNN [64] and SVM [68] are also used for image classifi-
cation task. These algorithms are also used to analyze the
data from raw signals. ARIMA models are used for time-
series data. Selection of algorithm also highly depends on the
data and the tasks (classification, regression, prediction) to be
performed.

The fifth block represents the Evaluation criteria used
for evaluating the performance of the machine learning algo-
rithms. Commonly used evaluation criteria in the studies for
classification tasks are accuracy, precision, sensitivity, speci-
ficity, F-score, AUC and for prediction tasks RMSE andmean
absolute error. Other criteria based on medical standards are
also used in some studies.

IV. DISCUSSIONS
This Systematic literature review examined the process of
analyzing the digital health data by using the 67 studies
obtained through a series of steps. This review explored
different types of sensors which can be used for obtaining
the health data. We also identified various types of signals
that can be used to monitor the vital signs of some of the
chronic diseases like diabetes, heart disease, blood disorder,
Parkinson’s disease, infection related disease, brain disorder,
and stroke. The emphasis was given on the different type of
data processing and analysis techniques used for analysing
the digital healthcare data. The information obtained from the
studies are summarized in the form of different types of bar
graphs and pie charts for the comparative analysis.

We found that the most of the signals are obtained from
the sensors such as accelerometers, gyroscopes, EEG/ECG
monitors and smartwatches/wearables. The signals which are
important for obtaining health parameters for nearly all of the
chronic diseases are acceleration signals, gyroscopic signals,
EEG/ECG signals. Moreover, there are other signals like
respiratory flow signals, voice and sound signals that are also
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important for examining the parameters for lung diseases and
infection related diseases.

This study revealed what are the different kind of fea-
ture types that can be extracted from these signals. It was
found that the various types of features obtained include time
domain and frequency domain features, images, raw signals,
spectrogram, time-series data, and multiple type parame-
ters. More than 23% of studies have used time-domain and
frequency-domain features for analyzing the data obtained
from these signals. A significant number of studies have also
used numerical feature vectors. It has also been observed
that 19% of studies have also used raw signals without any
processing techniques. Studies have also used feature selec-
tion methods for selecting the feature of high relevance to
obtain better detection/classification/prediction performance.
For analyzing these features various machine learning algo-
rithms were used. We explored that studies have used super-
vised machine learning algorithms for analysing the data.
Most of the studies have performed classification tasks rather
than prediction. Predominantly support vector machine, tree-
based algorithms, boosting algorithms, neural network algo-
rithms such as deep neural network andmultilayer perceptron
were used for analyzing the feature vectors. Convolutional
neural network and support vector machine are also used
for analysing the image and raw signal input. Time series
data also constitutes an important part of eHealth data,
ARIMA models and LSTM are used for analysing time
series data. We found that in 28% of studies neural net-
work algorithms have shown the best performance followed
by support vector machines which have shown best perfor-
mance in 27% of studies followed by random forest with
best performance in 19% of studies. CNN and ANN are
the algorithms that performed better within neural network
algorithms.

This review has generated an overview of the state-of-art
for current research field related to the analysis and pro-
cessing of digital health data using machine learning algo-
rithms. The results obtained from this review along with
the knowledge obtained from the previous studies will be
used for developing an automated system of healthcare for
better detection of chronic diseases. Moreover the continuous
nature of data will help in early detection and prevention
of disease. Hence, the focus of this review is on important
aspects like wearables/sensors or body area network and
data analysis module, which are required for creating a con-
nected/remote monitoring healthcare system. In addition to
this, studies have also been identified related to the com-
munication protocols like BLE for communication between
various modules of remote monitoring healthcare system.
Furthermore, this review is a part of the research work aiming
to develop solutions for analysing varied forms of healthcare
data using ML techniques and remote monitoring of health-
care parameters. Certain results which can be observed using
this system will be:

1) Remote monitoring healthcare delivery system for con-
tinuous monitoring of vital signs.

2) Faster treatment time along with enhanced accuracy of
diagnosis and health outcomes.

3) Reduced errors, duplication and delay in processing.
4) Common platform for analysing multiple types of sen-

sor/wearable data.
5) This voluminous data obtained from the wearables can

also be used for population pattern discovery which can
prove useful in case of spread of infectious diseases.

Thus, this review provides important insights for devel-
oping a continuous multi-sensing remote monitoring health-
care system for active monitoring of patients having chronic
diseases, by using wearable technology, IoT and Artificial
Intelligence (AI), so that it can be used for the detection and
prevention of any life-critical events.
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